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A new spacecraft attitude estimation approach using particle filtering is derived. Based on sequential Monte Carlo simulation, the particle filter approximately represents the probability distribution of the state vector with random samples. The filter formulation is based on the star camera measurements using a gyro-based or attitude dynamics-based model for attitude propagation. Modified Rodrigues parameters are used for attitude parametrization when the sample mean and covariance of the attitude are computed. The ambiguity problem associated with the modified Rodrigues parameters in the mean and covariance computation is addressed as well. By using the uniform attitude probability distribution as the initial attitude distribution and using a gradually decreasing measurement variance in the computation of the importance weights, the particle filter based attitude estimator possesses global convergence properties. Simulation results indicate that the particular particle filter, known as bootstrap filter, with as many as 2000 particles is able to converge from arbitrary initial attitude error and initial gyro bias errors as large as 4500 degrees per hour per axis.

I. Introduction

Sequential attitude estimation falls in the category of nonlinear filtering. The Extended Kalman Filter (EKF) is the most widely used nonlinear filtering method for attitude estimation so far. However, it works well only in the linear regime where the linear approximation of the nonlinear dynamical system is valid. Recently, an Unscented Filter (UF) has been proposed for attitude estimation, which uses a set of deterministically chosen sigma points to more accurately map a probability distribution, and which is more robust than the EKF under large initial attitude-error conditions. Other improved algorithms for attitude estimation include the Extended Quaternion Estimator and the Two-step Optimal Estimator, both involving a combination of the standard Kalman Filtering technique with quadratically-constrained quadratic programming methods. All these three algorithms are based on second or higher order approximations of nonlinear functions and estimate the mean and covariance of the state vector. Though the mean and covariance are the sufficient statistics of a Gaussian distribution, they are not sufficient to represent a general probability distribution. The “global optimum” achieved by the Two-step Optimal Estimator also relies on a special sensor measurement model, namely, the attitude-vector measurement model. When these filtering methods are applied to strongly nonlinear and non-Gaussian estimation problems, where the posterior distribution of the state vector may be multi-peaked, heavily-tailed, or skewed, desired performance characteristics may not be obtained.

Attitude representation is an important issue in spacecraft attitude estimation. A spacecraft’s attitude can be represented by a variety of parameters, including constrained (redundant) parameters such as the attitude matrix and the unit quaternion, and unconstrained (minimal) parameters such as the Euler angles, the Rodrigues parameters and the modified Rodrigues parameters (MRPs). Constrained attitude parameters are singularity-free, but lead to constrained parameter estimation problems that will have to be solved directly or circumvented in attitude estimators. The most common approach in the EKF and the UF for ensuring the unit norm constraint of the attitude quaternion involves using two attitude representations: one is constrained and the other is unconstrained. The basic idea is to compute an unconstrained estimate of a three-component representation while using the correctly normalized quaternion to provide a globally
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nonsingular attitude representation.\textsuperscript{6} The problem with unconstrained parameters is that no unconstrained parameters can be globally nonsingular, which limits the use of such parameters in representing the global attitude. The singularities associated with the MRPs, however, can be avoided based on the fact that for any physical attitude there are always two distinct sets of MRPs which never approach infinity simultaneously. Thus, in the sense of singularity avoidance, the MRPs may be the most preferable minimal attitude parameters. During attitude propagation, transforming the MRPs to the alternative set before they go too large can restrict the parameters within a specified sphere, far from singularity. These MRPs switches may or may not cause discontinuities of the MRPs error covariance, depending on how the error is defined. Although the ambiguity of the MRPs is desirable in singularity avoidance, it may cause problems in the expectation computations of the MRPs, as will be shown in a later section. The generalized Rodrigues parameters\textsuperscript{7} have similar properties and problems as the MRPs.

In this paper a new attitude estimation approach based on the Particle Filter\textsuperscript{8,9} (PF) is presented. Like other approximate approaches to optimal filtering, the ultimate objective of the PF is to construct the posterior probability density function (pdf) of the state vector, or the pdf of the state vector conditional on all the available measurements. However, the approximation of the PF is vastly different from that of conventional nonlinear filters. The central idea of the PF approximation is to represent a continuous distribution of interest by a finite (but large) number of weighted random samples of the state vector, or particles. The PF does not assume the posterior distribution of the state vector to be a Gaussian distribution or any other distribution of known form. In principle, it can estimate probability distributions of arbitrary form and solve any nonlinear and/or non-Gaussian system.

To some extent the UF\textsuperscript{2,10} may be thought of as a very small-scale PF, since it also uses a small number of weighted “particles,” named sigma points. However, the UF is essentially different from the PF in at least two aspects. First, the sigma points are deterministically computed from the mean and covariance of the state vector and are nothing but an equivalent representation of the mean and covariance. The weights on the sigma points are constant and pre-determined. The particles of the PF are randomly sampled from an importance function. The importance weight associated with each particle are adaptively computed based on the ratio between the posterior pdf and the importance function (up to a constant). Second, in the UF only the mean and covariance or the first two moments of the underlying distribution are estimated or maintained, whereas the PF attempts to approximate the underlying distribution directly by weighted particles. Given the particles, higher moments of interest as well as the mean and covariance can be computed in a straightforward manner whenever desired. From these particles, it is also convenient to compute statistics such as the modes and the median, which may be desired in certain applications. Stated in another way, the PF provides a whole picture of the underlying distribution that the UF cannot provide. In addition the UF allows use of negative weights, which makes the mathematical interpretation of a weighted average difficult.

A practical drawback of the PF is that sampling in high-dimensional state spaces can be inefficient. In order to remedy this drawback one technique, known as Rao-Blackwellization, reduces the size of the state vector to be estimated using the PF.\textsuperscript{11} After marginalizing out part of the state vector analytically (using the linear Kalman filter in most cases), the PF only needs to handle the remaining part of the state vector that has a smaller size. But it is not always possible to Rao-Blackwellize the state space, since a special structure of the system is required. Another technique is based on annealing\textsuperscript{12} or progressive corrections.\textsuperscript{13} A heuristic idea is to introduce the influence of a sharp likelihood function gradually in a filter cycle, which is based on the adaptive decomposition of a sharp likelihood function into the product of several likelihood functions.

The particular PF proposed for attitude estimation is based on the Bootstrap Filter (BF), derived by Gordon, Salmond and Smith.\textsuperscript{8} Being the first operational PF, the BF is modular and easy to implement. The justification for the BF is based on asymptotic results.\textsuperscript{8} Thus, it is usually difficult to prove any general result for a finite number of samples or to make any precise, provable statement on how many samples are required to give a satisfactory representation of the pdf.\textsuperscript{8} We prefer to use as few particles as possible in the BF, because the computational cost of the BF is largely proportional to the number of particles. For a BF with a modest number of particles to work properly, the sampling efficiency has to be enhanced. In order to do this, we include in the proposed BF the scheme of particle roughening, which was originally suggested in Ref. 8. More importantly, we choose to use a gradually decreasing measurement variance to handle the severe efficiency problem owing to the very accurate star camera measurements.

The organization of the remainder of this paper proceeds as follows. First, recursive Bayesian filtering and the BF are reviewed. Then, a brief review of the star camera/gyros measurement models as well as the
attitude motion model is provided. Next, a BF is derived for attitude estimation. Finally, the performance of the proposed BF is tested using simulated spacecraft data.

II. Bootstrap Filtering

In this section the theoretical framework of recursive Bayesian filtering and the BF are reviewed. A general discrete-time state-space model consists of the system model and the measurement model. The system model relates the current state vector, $x_k$, to the one-stage ahead state vector, $x_{k+1}$, and the measurement model relates the state vector to the measurement vector, $\hat{y}_k$:

$$x_{k+1} = f_k(x_k, u_k, w_k)$$

$$\hat{y}_k = h_k(x_k, v_k)$$

In the above equations the system and measurement functions are denoted by $f_k$ and $h_k$, respectively. The subscript $k$ in $f_k$ and $h_k$ indicates that the functions themselves can be time-varying. The measurement sampling period is denoted by $T = t_{k+1} - t_k$ and is assumed to be constant for simplicity. The vector $u_k$ is the deterministic input. The process noise $w_k$ and the measurement noise $v_k$ are assumed to be zero-mean white noise sequences. The distributions of the mutually independent $x_0$, $w_k$, and $v_k$, denoted by $p(x_0)$, $p(w_k)$ and $p(v_k)$, respectively, are assumed to be known. No Gaussian assumptions are required.

The central problem of Bayesian filtering or optimal filtering is to construct the posterior filtering distribution $p(x_{k+1} | \hat{y}_{k+1})$, where $\hat{y}_{k+1} = \{\hat{y}_j : j = 0, \cdots, k + 1\}$ is the set of measurements up to and including $t_{k+1}$. In addition we assume $p(x_0 | \hat{y}_0) = p(x_0)$. Under the above assumptions, the evolution of $p(x_{k+1} | \hat{y}_{k+1})$ only depends on the knowledge of the prior $p(x_0)$, the transition $p(x_{k+1} | x_k)$ and the likelihood $p(\hat{y}_{k+1} | x_{k+1})$. In principle, based on $p(w_k)$ and the dynamical model Eq. (1), the transition $p(x_{k+1} | x_k)$ can be computed; based on $p(v_k)$ and the measurement model Eq. (2), the likelihood $p(\hat{y}_{k+1} | x_{k+1})$ can be computed. The posterior filtering pdf $p(x_{k+1} | \hat{y}_{k+1})$ satisfies the following formal recursion:

$$p(x_{k+1} | \hat{y}_{k+1}) = \frac{p(\hat{y}_{k+1} | x_{k+1})p(x_{k+1} | \hat{y}_{k})}{\int p(\hat{y}_{k+1} | x_{k+1})p(x_{k+1} | \hat{y}_{k}) dx_{k+1}}$$

(3a)

$$p(x_{k+1} | \hat{y}_k) = \int p(x_{k+1} | x_k)p(x_k | \hat{y}_k) dx_k$$

(3b)

$$p(x_{k+1} | x_k) = \int \delta(x_{k+1} - f_k(x_k, u_k, w_k))p(w_k) dw_k$$

(3c)

$$p(\hat{y}_{k+1} | x_{k+1}) = \int \delta(\hat{y}_{k+1} - h_k(x_{k+1}, v_{k+1}))p(v_{k+1}) dv_{k+1}$$

(3d)

The quantity $\delta(\cdot)$ in the above equations is Dirac’s delta function and the above multi-dimensional integrals are defined as

$$\int f(x) dx = \int \cdots \int f(x) dx_1 dx_2 \cdots dx_n$$

(4)

with $x = [x_1, x_2, \cdots, x_n]^T$.

Except for very few dynamical systems such as linear Gaussian ones, the above recursive relations involve integrals that are mathematically intractable. The approximate solution the PF offers is based on Monte Carlo methods, in which a probability distribution is represented by a set of random samples. Given $N$ independent and identically distributed random samples $x^{(i)}$ drawn from $p(x)$, $i = 1, \cdots, N$, the distribution can be approximated by $p(x) \approx (1/N) \sum_{i=1}^N \delta(x - x^{(i)})$ and an arbitrary integral (or expectation) with respect to $p(x)$ can be approximated by

$$\int f(x)p(x)dx \approx \frac{1}{N} \sum_{i=1}^N f(x^{(i)})$$

(5)

Perfect Monte Carlo sampling assumes the samples are drawn directly from the distribution $p(x)$, but in practice it is seldom possible to do so. The PF is based on a sampling technique known as importance sampling. Rather than draw samples from the target distribution $p(x)$ directly, importance sampling draws $x^{(i)}$, $i = 1, \cdots, N$, from an importance function $q(x)$ (also a pdf). These samples are weighted by the
normalized importance weights, which simultaneously satisfy \( w^{(i)} \propto p(x^{(i)})/q(x^{(i)}) \) and \( \sum_{i=1}^{N} w^{(i)} = 1 \), in order to account for the discrepancy between the importance function \( q(x) \) and the target distribution \( p(x) \). The samples drawn from an importance function and their importance weights \( \{x^{(i)}, w^{(i)}\} \) altogether form the two essential components of importance sampling. The integral in Eq. (5) is then approximated by

\[
\sum_{i=1}^{N} w^{(i)} f(x^{(i)})
\]

For accuracy purposes, it is desired that an adequate number of samples drawn according to \( q(x) \) are in high probability regions of \( p(x) \) and the normalized importance weights are evenly distributed. The PF is closely related to sequential importance sampling, an importance sampling method for recursive filtering and smoothing. The recursive form of sequential importance sampling requires a propagation mechanism between \( \{x_{k+1}^{(i)}, w_{k+1}^{(i)}\} \) at time \( t_{k+1} \) and \( \{x_{k}^{(i)}, w_{k}^{(i)}\} \) at time \( t_{k} \). This is made possible by assuming that the importance function for \( X_{k} \) has the form

\[
q(X_{k+1}|Y_{k+1}) = q(X_{k}|Y_{k})q(x_{k+1}|x_{k}, Y_{k+1})
\]

with \( X_{k} = \{x_{j} : j = 0, \cdots, k\} \), the set of state vectors up to and including \( t_{k} \). Note that such an importance function does not modify the previous particle trajectories. In a generic sequential importance sampling algorithm, the new particles at time \( t_{k+1} \), \( x_{k+1}^{(i)} \), are drawn from an importance function \( q(x_{k+1}|X_{k}^{(i)}, Y_{k+1}) \) and the importance weights on \( x_{k+1}^{(i)} \) are evaluated using

\[
w_{k+1}^{(i)} \propto w_{k}^{(i)} \frac{p(y_{k+1}|x_{k+1}^{(i)})p(x_{k+1}^{(i)}|x_{k}^{(i)})}{q(x_{k+1}^{(i)}|X_{k}^{(i)}, Y_{k+1})}
\]

A well-known problem with the sequential importance sampling method is the inevitable degeneracy phenomenon, in which after a few iterations, all but one particle will have negligible weights. Therefore, it is of little practical use. In the BF a selection step (named resampling) is inserted after the importance weight update so as to reduce degeneracy. The basic idea of resampling is to discard particles with small weights and multiply particles with large weights while maintaining the total particle number unchanged. Because the resampling scheme always reduces the diversity of the particles, a roughening step is also added to our BF in order to increase the number of the distinct particles.

The importance function \( q(x_{k+1}|X_{k}^{(i)}, Y_{k+1}) \) in the BF is chosen as nothing but the prior \( p(x_{k+1}|X_{k}^{(i)}) \), independent of the previous particle trajectories before \( t_{k} \) and the measurements. One of the advantages of such a choice is that the importance weight is reduced to \( w_{k+1}^{(i)} \propto w_{k}^{(i)} p(y_{k+1}|x_{k+1}^{(i)}) \), which only depends on the likelihood because \( q(x_{k+1}^{(i)}|X_{k}^{(i)}, Y_{k+1}) \) and \( p(x_{k+1}^{(i)}|X_{k}^{(i)}) \) in Eq. (7) cancel each other out. Another advantage is that we only need to know how to draw samples from the prior \( p(x_{k+1}|X_{k}) \); we do not need to know how to evaluate it, which may be rather difficult. The disadvantage of the choice is also obvious. Because the generation of particles at time \( t_{k+1} \) depends on particles at time \( t_{k} \) and the system dynamics but does not take into account the measurement at time \( t_{k+1} \), when the overlap between the prior and the likelihood is small, many particles may be propagated to regions of small likelihood and assigned with negligible importance weights. These particles will contribute little to the approximation of the posterior distribution or expectations. The approximation will be in effect dominated by only a small portion of particles with large weights. In other words the BF can be inefficient. But a better importance function or more efficient PF usually involves many more computations. So tradeoffs between sampling efficiency and computational cost always have to be made in practice.

In the ensuing the procedure of the BF is reviewed. Four steps, namely, prediction, update, resampling and roughening, constitute a filter cycle: from \( \{x_{k}^{(i)}, w_{k}^{(i)}\} \) to \( \{x_{k+1}^{(i)}, w_{k+1}^{(i)}\} \), where \( i = 1, \cdots, N \). Note that although roughening is not an essential component of the basic BF, it is important in increasing particle diversity.

**A. Prediction**

The particles at time \( t_{k} \) are propagated through the following equation with their importance weights unchanged:

\[
x_{k+1}^{(i)} = f_{k}(x_{k}^{(i)}, u_{k}, w_{k}^{(i)})
\]

where \( N \) samples \( w_{k}^{(i)} \) of the process noise are drawn according to \( p(w_{k}) \), denoted by \( w_{k}^{(i)} \sim p(w_{k}) \), \( i = 1, \cdots, N \).
B. Update

The importance weight associated with each particle is updated based on the likelihood function:

\[ w^{(i)}_{k+1} = w^{(i)}_k p(\hat{y}_{k+1}|x^{(i)}_{k+1}) \] (9a)

\[ w^{(i)}_{k+1} \leftarrow \frac{w^{(i)}_{k+1}}{\sum_{i=1}^N w^{(i)}_{k+1}} \] (9b)

where \( \leftarrow \) denotes set to and the likelihood function \( p(\hat{y}_{k+1}|x^{(i)}_{k+1}) \) depends on the particular problem at hand. Note that \( \sum_{i=1}^N w^{(i)}_{k+1} = 1 \) after the normalization done by Eq. (9b).

C. Resampling and Roughening

The above prediction and update steps implement a cycle of the sequential importance sampling algorithm. For importance functions of the form of Eq. (6), the variance associated with the importance weights in sequential importance sampling can only increase over time, or eventually all but one particle will have negligible weight. A common practice to solve this degeneracy problem is to introduce resampling. Since the resampling scheme discards particles and may greatly decrease the number of distinct particles, the roughening procedure is followed to increase particle diversity.

The resampling and roughening steps may be applied at every cycle, as in the original BF. But it is not necessary to do so. The two steps are used in order to guarantee the proper performance of the BF, but are not required for processing the filter. The main point of resampling is to prevent the effective sample size, \( N_{\text{eff}} \), from being too small. The disadvantage of resampling and roughening is that they introduce additional Monte Carlo variations. Also, in cases of less observability, applying these steps too frequently may even eliminate “good particle trajectories” that will have large weights for a longer data span. If resampling is done at every cycle, then Eq. (9a) reduces to

\[ w^{(i)}_{k+1} = p(\hat{y}_{k+1}|x^{(i)}_{k+1}) \] (10)

The effective sample size is approximated by\(^9\)

\[ N_{\text{eff}} \approx 1/\sum_{i=1}^N (w^{(i)}_{k+1})^2 \] (11)

which is a measure of variation of the (normalized) importance weights. If only very few particles have significant weight while others are negligible (the sum is always 1), then \( N_{\text{eff}} \approx 1 \); if all the particles are nearly equally weighted, then \( N_{\text{eff}} \approx N \). To the extent that very small \( N_{\text{eff}} \) indicates severe diversity loss, large \( N_{\text{eff}} \) is desired. However, in the BF large \( N_{\text{eff}} \) alone does not necessarily ensure vast diversity among particles, because it may correspond to the unfavorable case in which most of the particles are identical (due to previous resampling steps).

Resampling is implemented by drawing samples (with replacement) \( N \) times from \( \{x^{(i)}_{k+1}, w^{(i)}_{k+1}\} \) to obtain \( N \) equally weighted particles, \( \{x^{(i)}_{k+1}, 1/N\} \). The number of particles remains unchanged after resampling. The normalized importance weight \( w^{(i)}_{k+1} \) may be interpreted as the probability of occurrence for each particle. Stated in other words, the probability of the particle \( x^{(i)}_{k+1} \) being chosen at a single sample is approximately \( w^{(i)}_{k+1} \) and after \( N \) samples \( x^{(i)}_{k+1} \) will be multiplied approximately \( (N \cdot w^{(i)}_{k+1}) \) times. The resampling algorithm is a black-box algorithm that takes as input the normalized importance weights and particle indices, and outputs new indices. It has nothing to do with the particles’ dimension, values and so on. Of many resampling schemes, the particular scheme we choose is known as residual resampling.\(^14\) It is a deterministic/random combined scheme and consists of two steps:

1. Retain \( k_i = \lfloor N \cdot w^{(i)}_{k+1} \rfloor \) copies of \( x^{(i)}_{k+1} \) for each \( i \), where \( \lfloor \cdot \rfloor \) denotes the integer part of the number, e.g., \( \lfloor 32.3 \rfloor = 32 \) and \( \lfloor 12.6 \rfloor = 12 \). Let \( N_r = N - k_1 - \cdots - k_N \).

2. Obtain \( N_r \) independent and identically distributed samples drawn from \( \{x^{(i)}_{k+1}, N \cdot w^{(i)}_{k+1} - k_i\} \), where the quantity \( (N \cdot w^{(i)}_{k+1} - k_i) \) is just the fractional part of \( N \cdot w^{(i)}_{k+1} \).
Note that in residual resampling only \( N_r \) samplings are needed. The residual resampling outperforms the simple random sampling scheme in having small Monte Carlo variance and favorable computational time.\(^{14}\)

After resampling, roughening is done by

\[
x_{k+1}^{(i)} \leftarrow x_{k+1}^{(i)} + c_{k+1}^{(i)}
\]

with \( c_{k+1}^{(i)} \) an independent jitter drawn from a Gaussian distribution \( N(0, J_{k+1}) \). The diagonal matrix \( J_{k+1} \) is denoted by \( J_{k+1} = \text{diag}(\sigma_1^2, \cdots, \sigma_n^2) \). The \( i \)th standard deviation \( \sigma_i \) is given by \( \sigma_i = GE_i N^{-1/n} \), where \( E_i \) is the length of the interval between the maximum and the minimum samples of this component (before roughening), \( n \) is the dimension of the state space, and \( G \) is a tuning parameter. The correlation between components are not taken into account in this scheme. By taking the standard deviation of the jitter to be inversely proportional to the \( n \)th root of the sample size, the degree of roughening is normalized to the spacing between nodes of the corresponding uniform rectangular grid of \( N \) points.\(^{9}\) The roughening step produces new particles and therefore increases particle diversity by additional artificial noise. The roughening parameter \( G \) cannot be too large or too small. Tradeoffs between spawning more distinct particles (large noise) and not altering the original distribution too much (small noise) has to be made.

In the BF, as well as other PFs, what is essential in the evolution of the filter is the particles and their associated importance weights. The derived practically significant quantities such as the mean and covariance only need to be computed at desired time points using the following equations:

\[
\hat{x}_{k+1} = E\{x_{k+1} | Y_{k+1}\} \approx \frac{1}{N} \sum_{i=1}^{N} w_{k+1}^{(i)} x_{k+1}^{(i)}
\]

\[
P_{k+1} = E\{(x_{k+1} - \hat{x}_{k+1})(x_{k+1} - \hat{x}_{k+1})^T | Y_{k+1}\} \approx \frac{1}{N} \sum_{i=1}^{N} w_{k+1}^{(i)} (\hat{x}_{k+1}^{(i)} - \hat{x}_{k+1})^T (\hat{x}_{k+1}^{(i)} - \hat{x}_{k+1})
\]

\[
\hat{x}_{k+1}^{(i)} = x_{k+1}^{(i)} - \hat{x}_{k+1}
\]

There is no need to compute these quantities in order to process the filter. It is advised that when the mean and covariance are computed, they should be computed after the update but before resampling and roughening.\(^{9}\) The reason is these two steps both introduce additional variations. The resampling step has an obvious “cut-tail” effect and the roughening step increases the sample covariance of the particles.

The BF makes few assumptions about the system and measurement models, and involves only straightforward function evaluations and random sampling schemes, thus being very easy to implement. The function evaluations include the system function, measurement function, and the likelihood function (possibly up to a constant). The following sampling steps are needed: drawing samples from \( p(x_0) \) at the initial time, drawing samples from \( p(w_k) \) at the prediction step, drawing samples from \( \{x_{k+1}^{(i)}, N \cdot w_{k+1}^{(i)} - k_i\} \) at the residual resampling step, and drawing samples from \( N(0, J_{k+1}) \) at the roughening step. Note that in the BF it is not required to draw samples from the likelihood or evaluate the prior.

Although it is discrete-time in nature, the BF is not limited to discrete-time/discrete-time state-space models. Its application can be extended to continuous-time/discrete-time state-space models with ease by converting the continuous-time model to its discrete-time counterpart. The prediction step is the only step involved in this conversion. This convenience is due to the fact that in the BF the prior and the likelihood are treated separately and that the evaluation of the prior is not required. Physical systems are usually described by a continuous-time model:

\[
\frac{dx(t)}{dt} = f(x(t), u(t), w(t))
\]

where \( w(t) \) is a continuous-time zero-mean white noise process (it is also possible to assume that \( w(t) \) includes impulses). For linear Gaussian models, the equivalent discrete-time models are also linear Gaussian and the exact relationship between \( x_{k+1} \) and \( x_k \) can be solved for analytically. For general nonlinear non-Gaussian models, this relationship is usually obtained by numerically integrating the differential equations from \( t_k \) to \( t_{k+1} \). If the right-hand side function contains no process noise, i.e., \( f(x(t), u(t), 0) \), the integration of Eq. (14) is straightforward. Otherwise, we need to determine how to approximate the white-noise process \( w(t) \) that does not exist in the real world. Here we use a band-limited, or piece-wise constant “white” noise \( w_b(t) \) as the approximation to \( w(t) \). The band-limited white noise \( w_b(t) \) changes its value only at time
avoidance. Another feature of the MRPs is that the two sets of MRPs are always distinct: Both $\rho$ frame. When $w$ is a white-noise sequence with pdf $p(w)$, obviously, the pdf $p(w)$ is related to the original $p(w(t))$. For example, if $w(t) \sim \mathcal{N}(0, Q/h)$. For these equations $\omega$ is the absolute angular velocity, $I_{3 \times 3}$ is the identity matrix and $[\rho \times]$ is the cross product matrix associated with $\rho$, defined as

\[
[\rho \times] = \begin{bmatrix}
0 & -\rho_3 & \rho_2 \\
\rho_3 & 0 & -\rho_1 \\
-\rho_2 & \rho_1 & 0
\end{bmatrix}
\]

In Eq. (15) either set of MRPs may become infinite as time increases. Therefore neither set of MRPs alone can be used to describe global attitude motion. But because the two sets will not approach the singular condition simultaneously, this singularity with the MRPs kinematical equations can be solved by using a switch from one set to the other, e.g., when $\|\rho\| > 1$.

From Eq. (15) the mapping from $\rho_{k'}$ at time $t_{k'}$ to $\rho_{k'+1}$ at time $t_{k'+1}$ is approximately given by

\[
\rho_{k'+1} = \frac{(1 - \rho_{k'}^T \rho_{k'}) \tan \frac{\|\Theta_{k'}\|}{2} \hat{\Theta}_{k'} + (1 - \tan^2 \frac{\|\Theta_{k'}\|}{2}) \rho_{k'} + 2 \tan \frac{\|\Theta_{k'}\|}{2} \rho_{k'} \times \hat{\Theta}_{k'}}{1 + \tan^2 \frac{\|\Theta_{k'}\|}{2} \rho_{k'}^T \rho_{k'} - 2 \tan \frac{\|\Theta_{k'}\|}{2} \rho_{k'}^T \hat{\Theta}_{k'}}
\]

with

\[
\Theta_{k'} = \int_{t_{k'}}^{t_{k'+1}} \omega(t) dt \\
\hat{\Theta}_{k'} = \frac{\Theta_{k'}}{\|\Theta_{k'}\|}
\]

We assume that $\hat{\Theta}_{k'} = 0$ when $\|\Theta_{k'}\| = 0$. Note that the caret symbol in $\hat{\Theta}_{k'}$ denotes a unit vector, not an estimate. Equation (18) is exact if during $[t_{k'}, t_{k'+1}]$ the direction of $\omega(t)$ is fixed in the spacecraft body frame. When $\rho_{k'}$ is parallel to $\hat{\Theta}_{k'}$ and $\|\Theta_{k'}\| = 1$, Eq. (18) is singular. Similarly, this singularity can be avoided by switching $\rho_{k'}$ to the alternative set. An equivalent but singularity-free way to obtain $\rho_{k'+1}$ is to propagate the attitude using the unit quaternion kinematics, and then convert $q_{k'+1}$ to $\rho_{k'+1}$ when needed, using the following equations:

\[
q_{k'+1} = \begin{bmatrix}
\cos \frac{\|\Theta_{k'}\|}{2} I_{3 \times 3} - \frac{\Theta_{k'}}{2} \times \sin \frac{\|\Theta_{k'}\|}{2} & \Theta_{k'} \sin \frac{\|\Theta_{k'}\|}{2} \\
-\Theta_{k'}^T \sin \frac{\|\Theta_{k'}\|}{2} & \cos \frac{\|\Theta_{k'}\|}{2}
\end{bmatrix} q_{k'}
\]

\[
\rho_{k'+1} = \frac{\Theta_{k'+1}}{1 + q_{k'+1}}
\]
In the above equations it is assumed that $q_k^{t_{k'}} = [q_{k}^{T}, q_{k',t_{k'}}]'$ and $q_{k',t_{k'}} \geq 0$. Non-negative $q_{k',t_{k'}}$ guarantees $\|\rho_k\| \leq 1$.

Under rigid body assumption, the spacecraft dynamical equations are given by\(^{15}\)

$$\frac{dH}{dt} = -[\omega \times (H + T)] \quad (21)$$

where $H = I\omega$ is the spacecraft angular momentum and $I$ is the inertia matrix. The vector $T$ denotes all the torques exerting on the spacecraft and can be written as $T = T_0 + T_{\text{dist}}$, where $T_0$ and $T_{\text{dist}}$ denote nominal and disturbance torques, respectively.

It is difficult for the attitude dynamical equations to provide a high precision attitude rate reference. A common sensor suite that measures the angular rate is rate-integrating gyros. For this sensor, a widely used model is given by\(^ {16}\)

$$\dot{\omega}(t) = \omega(t) + \beta(t) + \eta_v(t) \quad (22a)$$

$$\dot{\beta}(t) = \eta_n(t) \quad (22b)$$

where $\dot{\omega}(t)$ is the continuous-time measured angular rate, and $\eta_v(t)$ and $\eta_n(t)$ are independent zero-mean Gaussian white-noise processes with

$$E\{\eta_v(t)\eta_v^T(\tau)\} = I_{3 \times 3}\sigma^2(\tau - \tau) \quad (23a)$$

$$E\{\eta_n(t)\eta_n^T(\tau)\} = I_{3 \times 3}\sigma^2(\tau - \tau) \quad (23b)$$

Attitude measurements are assumed to be given by a star camera. For simplicity, the following assumptions are made for the star camera measurement model: the spacecraft body frame and the camera frame coincide; the boresight of the camera is along the Z-axis of the camera frame; the camera of the star camera is an ideal pin-hole camera; and the measurement noise with each star is independent, stationary, zero mean and Gaussian with standard deviation $\sigma_{\text{ST}}$. The focal-plane representation of the star centroid is chosen as the basic data type of the star camera measurement model. It is directly related to the physical measurement and measurement noise. The measurement equations for the $j^{th}$ observed star in the field-of-view (FOV) at $t_k$ are given as follows:

$$\tilde{y}_k^j = p_k^j + \varepsilon_k^j \quad (24a)$$

$$p_k^j = \begin{bmatrix} b_{1k}^j / b_{3k}^j \\ b_{2k}^j / b_{3k}^j \end{bmatrix} \quad (24b)$$

$$b_k^j = A(\rho_k)r^j \quad (24c)$$

$$r^j = \begin{bmatrix} \cos \alpha^j \cos \delta^j \\ \sin \alpha^j \cos \delta^j \\ \sin \delta^j \end{bmatrix} \quad (24d)$$

$$A(\rho_k) = I_{3 \times 3} + \frac{-4(1 - \rho_k^T \rho_k)\|\rho_k\|^2 + 8\|\rho_k\|^2}{(1 + \rho_k^T \rho_k)^2} \quad (24e)$$

where $\tilde{y}_k^j$ and $p_k^j$ are the respective measured and true (normalized) focal-plane representations associated with the LOS vector. The representation of the LOS vector in the inertial reference frame is denoted by $r^j$ and the representation in the spacecraft body reference frame $b_k^j$. The LOS $r^j$ is computed based on a star catalog and is assumed to be fixed in inertial space and noise-free, which is a good approximation in attitude estimation. The quantities $b_{1k}^j$, $b_{2k}^j$, and $b_{3k}^j$ are the X-axis, Y-axis and Z-axis components of $b_k^j$, respectively, and $A(\rho_k)$ is the attitude matrix parameterized by $\rho_k$. The measurement noise $\varepsilon_k^j$ is normally distributed with the pdf

$$p(\varepsilon_k^j) \propto \exp\left(-\frac{\varepsilon_k^j \varepsilon_k^j}{2\sigma^2_{\text{ST}}}\right) \quad (25)$$

Another star camera measurement model is the well-known QUEST measurement model for LOS mea-
measurements,\(^{17}\) which is equivalent to the focal-plane representation model to low order:

\[
\mathbf{b}_k^j = \mathbf{b}_k^j + \mathbf{v}_k^j = A(\mathbf{p}_k)\mathbf{r}_k^j + \mathbf{v}_k^j \tag{26a}
\]

\[
\mathbf{b}_k^j = \frac{1}{\sqrt{1 + \tilde{y}_{1k}^2 + \tilde{y}_{2k}^2}} \begin{bmatrix} \tilde{y}_{1k}^j \\ \tilde{y}_{2k}^j \\ 1 \end{bmatrix} \tag{26b}
\]

with \(\mathbf{v}_k^j \sim \mathcal{N}(\mathbf{0}_{3 \times 1}, \sigma_{ST}^2(I_{3 \times 3} - \mathbf{b}_k^j(\mathbf{b}_k^j)^T))\). The noise polluted measurement vector \(\mathbf{b}_k^j\) is used in the covariance matrix because the true value \(\mathbf{b}_k^j = A(\mathbf{p}_k)\mathbf{r}_k^j\) is not available in practice. Note that the covariance is singular; however, we can still have the pdf for \(\mathbf{v}_k^j\):

\[
p(\mathbf{v}_k^j) \propto \exp \left[ -\frac{\mathbf{v}_k^j^T (I_{3 \times 3} - \mathbf{b}_k^j(\mathbf{b}_k^j)^T) \mathbf{v}_k^j}{2\sigma_{ST}^2} \right] \tag{27}
\]

Because the measurement noise is additive, the derivation of the likelihood is straightforward. Take the focal-plane model as an example. Substituting \((\tilde{\mathbf{y}}_k^j - \mathbf{p}_k^j)\) for \(\mathbf{e}_k^j\) in Eq. (25) leads to the likelihood of \(\mathbf{p}_k\):

\[
p(\tilde{\mathbf{y}}_k^j | \mathbf{p}_k) \propto \exp \left[ -\frac{(\tilde{\mathbf{y}}_k^j - \mathbf{p}_k^j)^T (\tilde{\mathbf{y}}_k^j - \mathbf{p}_k^j)}{2\sigma_{ST}^2} \right] \tag{28}
\]

Under the assumption that the measurement noise is independent, the joint likelihood at time \(t_k\) is

\[
p(\tilde{\mathbf{y}}_k | \mathbf{p}_k) = \prod_{j=1}^M p(\tilde{\mathbf{y}}_k^j | \mathbf{p}_k),
\]

where the total measurement vector takes the form of \(\tilde{\mathbf{y}}_k = [\tilde{\mathbf{y}}_k^1, \cdots, \tilde{\mathbf{y}}_k^M]^T\) and \(M\) is the number of observed stars used in attitude estimation.

IV. Bootstrap Filtering Based Attitude Estimator

In this section a general BF based attitude estimator is proposed for sequential spacecraft attitude estimation. We will consider two sensor settings. One involves the star camera and gyros and the other involves the star camera only. Star camera/gyros is one of the most accurate sensor suites for spacecraft attitude estimation; gyroless attitude estimation is desired in small spacecraft applications or for the case of gyro failures. These two settings lead to differences in the state variables and system model of the BF. In the star camera/gyros case, the state variables are the attitude and the gyro bias, while the system model is based on the attitude kinematics and the attitude rate is obtained from gyro measurements. In the gyroless case, the state variables are the attitude and the attitude rate, while the system model is given by the attitude kinematics and the attitude dynamics model. (For sake of simplicity only, we assume the attitude dynamics can be adequately modeled using Eq. (21).) The process noise in the two systems are the gyro measurement noise and the disturbance torque, respectively. The measurement model for the two settings are the same, i.e., the star camera measurement model, given by Eq. (24) or (26). Thus, the main difference between the two sensor settings only lies in the prediction step. Therefore, we can treat the two sensor settings in a general framework. In the following discussion we will concentrate on the star camera/gyros case. Three issues are addressed: attitude representations, initial attitude distribution and gradually decreasing measurement variance. The procedure of the BF is then presented at the end of the section.

A. Attitude Representations

In the BF the distribution of the attitude is represented by random samples of it. If the BF only consists of the prediction, update, and resampling steps, then any attitude representation or their combination can be used as long as the constrained attitude parameters obey the constraints and the unconstrained parameters avoid singularity. This is because the resampling step is independent of attitude representations, and in the prediction and update steps the only operations on the attitude parameters are the propagation of the attitude kinematics and the computation of the attitude matrix. Besides, transforming one attitude representation to another does not alter the importance weight on each particle.

The unit quaternion is the most widely used attitude representation in the EKF or the UF. Because the unit quaternion is singularity-free, subject to only one constraint, linear in its kinematical equations, and
bilinear in the attitude matrix, it may be the numerically best attitude representation for the prediction and update steps of the BF. But the unit quaternion is problematic in the computation of the mean and covariance and in the roughening step, because the operations (average/addition) in Eq. (12) or (13) will violate the unit norm constraint upon the unit quaternion. An un-normalized quaternion is meaningless as far as attitude representation is considered. The brute-force re-normalization of the un-normalized quaternion resulting from Eq. (12) or (13) may yield considerable errors. In addition the ambiguity of the unit quaternion (any attitude can always be parameterized by a pair of quaternions, ±q) also causes problems in Eq. (12) or (13). The unconstrained representation, however, can be used directly in the mean/covariance computation and roughening without causing any problems. We therefore choose to use the MRPs in the these steps:

\[
\hat{\rho}_{k+1} = \frac{1}{N} \sum_{i=1}^{N} w_{k+1}^{(i)} \rho_{k+1}^{(i)} \\
\end{equation}

(29a)

\[
\tilde{P}_{k+1} = \frac{1}{N} \sum_{i=1}^{N} u_{k}^{(i)} \tilde{\rho}_{k+1}^{(i)} \tilde{\rho}_{k+1}^{(i)T} \\
\end{equation}

(29b)

\[
\hat{\rho}_{k+1}^{(i)} = \hat{\rho}_{k+1}^{(i)} - \hat{\rho}_{k+1} \\
\end{equation}

(29c)

\[
\tilde{\rho}_{k+1}^{(i)} = \tilde{\rho}_{k+1}^{(i)} + c_{k+1}^{(i)} \\
\end{equation}

(29d)

In Eq. (29) the MRPs are regarded as real vectors. By definition, the MRPs \( \rho_{k+1}^{(i)} \) in Eq. (29) are with respect to the inertial frame. We note that there is no substantial advantage to use the relative MRPs with respect to a predicted body frame when applying these equations, then compute the expectations with respect to the predicted body frame and finally convert the results back to the inertial frame. When the filter converges to its steady-state values, all the samples of MRPs must condense at a very small region around the true attitude, the means computed with respect to different frames are equivalent to first order. Before the BF converges to its steady-state values from a large initial error, the MRPs are sparsely spread in a rather large region of the parameter space, neither the inertial frame or the body frame may be a preferable reference frame for accuracy purposes. Similarly, we see no obvious advantage to roughen the particles, i.e., adding small jitters in the predicted body frame.

Because the mapping from the MRPs to the physical attitude is 2 : 1, this ambiguity of the MRPs

\[
\rho = \frac{1}{\sqrt{2}} \begin{bmatrix} \rho \cos \theta / 2 - \rho \sin \theta / 2 \\ \rho \sin \theta / 2 \end{bmatrix} \\
\end{equation}

gives a much more reasonable result than \([1,0,0,0]^T\). The examples exclude the possibility of eliminating the ambiguity by simply confining the MRPs to \(\|\rho^{(i)}\| \leq 1\). Our approach (CONDMRP) to the ambiguity problem, which is outlined as follows, is to condense the samples of the MRPs as much as possible before computing the mean and covariance:

1. Of all the \( \rho_{k}^{(i)} \) and \( \rho_{sk}^{(i)} \), find \( \rho_{k,MIN} \) which has the smallest norm;

2. For any particle, if \( \|\rho_{k}^{(i)} - \rho_{k,MIN}\| > \|\rho_{sk}^{(i)} - \rho_{k,MIN}\| \), then set \( \rho_{k}^{(i)} \) to \( \rho_{sk}^{(i)} \);

3. Compute the mean and covariance from the resultant particles.

The main point is to condense the particles and avoid artificial outliers caused by the MRPs ambiguity.

We also slightly modify the roughening step for the MRPs. In the original BF algorithm, \( E_{f} \) is calculated as the length of the interval between the maximum and the minimum samples of the \( t^{th} \) state component,
e.g., for the X-component of the MRPs, \( E_1 = \max(\rho_1) - \min(\rho_1) \). The modified formula is \( E_l = E_l^+ + E_l^- \), where \( E_l^+ = \max(\rho_l^+) - \min(\rho_l^+) \) and \( E_l^- = \max(\rho_l^-) - \min(\rho_l^-) \). In the equations \( \rho_l^+ \) and \( \rho_l^- \) denote positive and negative values, respectively. This works better than the original form when the BF is far from convergence and the MRPs samples have disjointed peaks.

### B. Initial Attitude Distribution

In the BF the initial attitude distribution is used to draw attitude samples. When the initial attitude errors are not large, e.g., \( 5^\circ(1\sigma) \) for each axis, and no further information regarding the correlation between the three axes or the distribution is available, we may choose the initial attitude distribution as a zero-mean Gaussian distribution (in the body frame) with covariance \( \text{diag}[(5^\circ)^2, (5^\circ)^2, (5^\circ)^2] \). If no initial attitude information is available, or the initial errors are very large, we may still approximate the initial attitude distribution by a Gaussian distribution with a very large covariance, as the practice in the EKF or the UF. But the covariance is generally a useful concept only for linear systems, which macroscopically the attitude is not.\(^{18}\) Actually, the attitude error is bounded and the maximum attitude error corresponds to a rotation of \( \pi \). Thus, too large a covariance is not reasonable physically. The covariance matrix in the EKF or the UF is actually used for data weighting. A large covariance matrix in the EKF or the UF may be conveniently interpreted as very small weight or as a loose constraint on the initial guess. For attitude sampling purposes, a very large variance does not yield the desired distribution. When no \textit{a priori} attitude information is available, it is most desired to draw attitude samples from a uniform attitude distribution, especially when the number of particles is limited. Other distributions may overemphasize some regions of the attitude parameter space. The uniform distribution for the unit quaternion is constant over the whole surface of the 4-dimensional unit sphere.\(^{18}\) Thus, generating a uniform attitude quaternion is equivalent to drawing samples from a uniform distribution defined over the surface of the 4-dimensional unit sphere. The procedure for drawing samples from the uniform attitude distribution is not unique. Because the Euler angles involve simpler pdfs, we choose to first draw \( N \) samples of the 3-1-3 Euler angles, and then convert the 3-1-3 Euler angles to the unit quaternion or MRPs. (It is also possible to use asymmetric Euler angles such as the 3-1-2 Euler angles.) The 3-1-3 Euler angles \( (\phi, \theta, \psi) \) are defined by successively rotating \( \phi \) about the Z-axis, rotating \( \theta \) about the X-axis and rotating \( \psi \) about the Z-axis. The uniform pdf for the 3-1-3 Euler angles is simply\(^{18}\)

\[
p_{313}(\phi, \theta, \psi) = p(\phi)p(\theta)p(\psi) \tag{30}
\]

with \( p(\phi) = p(\psi) = 1/(2\pi) \) and \( p(\theta) = (\sin \theta)/2 \). In addition it is assumed that \( 0 \leq \phi \leq 2\pi, \ 0 \leq \theta \leq \pi, \) and \( 0 \leq \psi \leq 2\pi \). The scheme for the generation of \( N \) uniform 3-1-3 Euler angles is given by\(^{18}\)

1. Draw \( N \) samples \( \phi^{(i)} \) from an independent uniform distribution on \([0, 2\pi)\).
2. Draw \( N \) samples \( \mu^{(i)} \) from an independent uniform distribution on \([0, 1]\) and compute \( \theta^{(i)} = \arccos(1 - 2\mu^{(i)}) \).
3. Draw \( N \) samples \( \psi^{(i)} \) from an independent uniform distribution on \([0, 2\pi)\).

The transformations from the 3-1-3 Euler angles to the unit quaternion or the MRPs can be found in Ref. 5.

### C. Importance Weights

In the update step we choose to update the importance weights star by star. For the focal-plane representation model, we have

\[
w^{(i),j}_{k+1} = w^{(i),j-1}_{k+1} \exp \left[ -\frac{(\mathbf{y}^j_{k+1} - \mathbf{p}^{(i),j}_{k+1})^T (\mathbf{y}^j_{k+1} - \mathbf{p}^{(i),j}_{k+1})}{2\sigma^2_{ST}} \right] \tag{31a}
\]

\[
w^{(i),j}_{k+1} \leftarrow \frac{w^{(i),j}_{k+1}}{\sum_{j=1}^N w^{(i),j}_{k+1}} \tag{31b}
\]

where \( j \) runs from 1 to \( M \), \( w^{(i),0}_{k+1} = w^{(i)}_k \), \( w^{(i),i}_{k+1} = w^{(i),M}_{k+1} \), and \( \mathbf{p}^{(i),j}_{k+1} \) is computed from the attitude sample \( \rho^{(i)}_{k+1} \) based on Eq. (24). We may use the QUEST model for the importance weight computation as well. (If
is very large, e.g., on the order of 10, additional resampling and roughening steps may be inserted before all the stars are processed in order to have the importance weights more evenly distributed.)

The measurement models we have assumed so far do not take into account the FOV constraint. From the fact that \( \mathbf{b}_{k+1}^{(i,j)} \) and \(-\mathbf{b}_{k+1}^{(i,j)}\) will yield the same \( \hat{p}_{k+1}^{(i,j)} \), we can infer that the particles with incorrect attitude close to \(-A_{k+1}\) may be inappropriately assigned with very large likelihood or importance weights using Eq. (31). The consequence is that those particles with falsely large weights will have the priority to be multiplied. As long as the attitude is observable and the BF performs normally, they will eventually be discarded when a series of star measurements are processed. But this problem of false likelihood may severely affect the capability of the BF to track the true attitude, for many particles may have been used to track the wrong attitude. A similar problem exists with the QUEST model. For instance, because of the projection operator \((I_{3x3} - \mathbf{b}_{k+1}^{T} \mathbf{b}_{k+1}^{T})\) in the pdf, the attitudes yielding \( \mathbf{b}_{k+1}^{j} \) and \(-\mathbf{b}_{k+1}^{j}\) are considered to be equally good. Thus, we include an additional checking step, which is based on the observation that the component of \( \mathbf{b}_{k+1}^{j} \) along the Z-axis must be close to +1. If \( \mathbf{b}_{k+1}^{j} \) is smaller than a certain threshold, we set the corresponding importance weight to zero or a considerably small positive number.

The performance of the BF heavily relies on how many particles are in or are able to move to the regions of high (posterior) probability. In the initialization phase when the attitude errors and rate errors are large, we can only expect that the particles are sparsely distributed in a vast region and that few particles can be in the neighborhood of the true attitude and attitude rate. Thus, most of the deviations \( \hat{p}_{k+1}^{(i,j)} \) are tremendously large compared with the star camera accuracy. As an exponential function of the square of the norm of the deviation, the importance weight may be so small that it is numerically identical to zero. For example, in Matlab, \( \exp(-30^2) = 0 \). Thus, if \( \|\hat{y}_{k+1}^{j} - \hat{p}_{k+1}^{(i,j)}\| \geq 30\sigma_{ST} \), the weight on the \( i \)th particle will numerically be zero. Suppose for star cameras \( \sigma_{ST} = 20 \) arcsec, then \( 30\sigma_{ST} \) is just 10 arcmin. The initial attitude error, however, may be several tens of degrees or even 180°. If all the particles have numerically zero weight, we have no way to discriminate or update them. Even if this is not the case, there can only be very few particles that have considerable weight and that can survive after resampling. In other words, after resampling the particle population will quickly collapse to a few distinct particles, which are not necessarily close to the true states. The roughening step can only increase diversity in a very limited way, because the jitter covariance for roughening directly depends on the range of the values of the particles, which is very small in this case. Unable to keep an adequate number of distinct particles around the true states, the BF will eventually lose the capability to track the measurements or the true states. There is probably no easy way to solve the problem due to the vast difference between the high accuracy of the star camera and the very large attitude errors.

We propose to use a time-varying \( \sigma_{ST}(t) \) that gradually decreases from an adequately large value at time 0 to the final true value \( \sigma_{ST} \) at some \( t_f \), e.g., from 30° to 20 arcsec. Large \( \sigma_{ST}(t) \) during the initialization phase allows many more particles a chance to pass the less stringent scrutiny of resampling and to be reproduced. Apparently, the measurement data before \( t_f \) are underweighted and therefore not fully utilized; this introduces extra estimation errors and leads to longer convergence time. However, the simpleness and effectiveness of the technique may outweigh its sub-optimality. Because of the large initial errors, the filter will not converge to the correct solution until an adequate number of measurements are processed to eliminate the ambiguity in the state estimates. From the perspective of the parameter space search, the data before \( t_f \) are used to direct the particles to the neighborhood of the true state vector so as to provide good a priori knowledge for later processing. Once the particles are close enough to the true states, the true standard deviation \( \sigma_{ST} \) can be safely used because the process noise in our problem is small. So, it will not drive the particles around the true states far away during a star camera sampling period. (If the process noise is very large or the sampling period is very long, and the direct use of \( \sigma_{ST} \) in the importance weight computation causes the inefficiency problem, we may need to consider using progressive corrections during each cycle.)

### D. Bootstrap Filter

The BF for star camera/gyros based attitude estimation is now summarized. The state vector is defined by \( \mathbf{x} = [\rho^T, \beta^T]^T \), where \( \rho \) is the MRP s and \( \beta \) is the gyro bias. The procedure in the BF is as follows.

1. **Initialization:** At time 0, draw \( N \) samples \( \hat{\rho}_0^{(i)} \) of the MRPs and \( N \) samples \( \hat{\beta}_0^{(i)} \) of the gyro bias from the initial distribution. The initial attitude distribution is taken to be a Gaussian or a uniform attitude distribution. The uniform attitude distribution is used when the a priori attitude knowledge
is unavailable. The initial bias distribution is approximated by a Gaussian distribution, if no further knowledge is available.

2. From $t_k$ to $t_{k+1}$, $k = 0, 1, 2, \ldots$

Propagate $\rho_k^{(i)}$ and $\beta_k^{(i)}$ to obtain $\rho_{k+1}$ and $\beta_{k+1}$. The gyro measurement sampling period $h$ is much smaller than the star tracker measurement sampling period $T$. We assume they satisfy $K' = T/h$, where $K'$ is an integer. For each particle, draw $K'$ samples $\eta_u^{(i)} \sim N[0, \sigma_u^2 h I_{3 \times 3}]$, and $K'$ samples $\eta_v^{(i)} \sim N[0, \sigma_v^2/I_{3 \times 3}]$, where $k' = 1, \ldots, K'$. The two sequences $\eta_u^{(i)}$ and $\eta_v^{(i)}$ are used for an approximation of the processes $\eta_u(t)$ and $\eta_v(t)$ in Eq. (22), with $t \in [t_k, t_{k+1}]$. The rate $\omega_k^{(i)}$ and the bias $\beta_k^{(i)}$, are propagated using

$$
\omega_k^{(i)}+1 = \omega_k^{(i)} + \beta_k^{(i)} - \eta_v^{(i)}_v
$$

$$
\beta_k^{(i)}+1 = \beta_k^{(i)} + \eta_u^{(i)}_u
$$

Next, compute $\Theta_k^{(i)} = \omega_k^{(i)} h$ (or $\Theta_k^{(i)} = \omega_k^{(i)} + \omega_k^{(i)} h$), and $\Theta_k^{(i)} = \Theta_k^{(i)} h$, then $\rho_k^{(i)}$ can be propagated from $\rho_k^{(i)}$ by applying Eq. (18) $K'$ times. The CONDMRP operation is applied on $\rho_k^{(i)}$.

3. Compute the importance weight for each particle using Eq. (31). A time-varying $\sigma_T(t)$ is used for the case of large initial errors. If $b_u^{(i),k+1}$ is smaller than a certain threshold, we set the corresponding importance weight to zero or a considerably small positive number.

4. Compute the means $\hat{\rho}_{k+1}$ and $\hat{\beta}_{k+1}$ and the associated covariances using Eq. (13). The attitude rate estimate is given by $\hat{\omega}_{k+1} = \hat{\omega}_{k+1} - \hat{\beta}_{k+1}$.

5. If resampling and roughening is needed, use the residual resampling scheme to obtain $N$ equally weighted particles. Roughen the equally weighted particles using Eq. (12). We choose to use the parameter $R$-factor to control how often the resampling and roughening steps are applied. For instance, $R$-factor = 5 means these steps are applied every 5 filter cycle. The parameter $G$ in the roughening step is another free parameter.

Note that if no stars are available at time $t_{k+1}$, steps 3 and 5 are skipped. For the gyroless case, attitude rate propagation in step 2 is implemented by integrating Eq. (21). Similarly, the continuous-time process noise $T_{\text{dist}}^{\text{in}}$ in Eq. (21) is approximated by a discrete-time sequence $T_{\text{dist},k'}$.

The above is a pure MRPs attitude estimator, in which no other attitude representations are used. An alternative estimator is such that the unit quaternion is used in the initialization, prediction, update and resampling steps, and the MRPs are used only in the mean/covariance computation and roughening steps. The two estimators will always yield the same results. The latter may be more computational efficient.

V. Simulation Examples

In this section the accuracy and convergence properties of the proposed BF are tested and compared with those of the UF using numerical simulations. For better comparisons, the attitude error in the UF is defined as the algebraic difference between the true and estimated MRPs relative to the inertial frame, the same as in the BF. The state vector of the UF is augmented to incorporate the process noise so that the effect of the nonlinear-appearing noise can be directly used. The square root decomposition of the covariance matrix is implemented using an eigenvalue decomposition (or SVD decomposition). The small negative eigenvalues of the covariance matrix due to numerical errors are set to zero to guarantee positive semi-definiteness. Before the predicted mean and covariance are to be computed from the sigma points, these are checked and adjusted using the CONDMRP procedure.

The inertia matrix of the spacecraft is assumed to be $I = \text{diag}[60, 60, 40] \text{kg} \cdot \text{m}^2$. For simplicity, the nominal torque $T_0$ is assumed to be zero and the external disturbance torque $T_{\text{dist}}$ is modeled as a Gaussian distribution with a standard deviation of $5 \times 10^{-5}$ Nm for each axis. The star camera and gyros are sampled at 2 seconds and 0.4 seconds intervals, respectively. The star camera measurements are simulated based on the star catalog and properties of the camera. The FOV of the star camera is $20^\circ \times 20^\circ$, the sensitivity
threshold $M_{\text{threshold}} = 4.5$ Mv and the accuracy $\sigma_{ST} = 20$arcsec. The maximum number of stars used for the filter update is 5. If more than 5 stars are sensed, only the 5 brightest stars are used, regardless of the geometry (for sake of simplicity). The parameters for the gyros are $\sigma_u = 3.1623 \times 10^{-4} \mu\text{rad}/\sqrt{s}$, and $\sigma_v = 0.31623 \mu\text{rad}/\sqrt{s}$. The initial gyro bias is always modeled as a zero-mean Gaussian distribution with the standard deviation for each axis 0.1 deg/hr.

First the accuracy of the BF and the UF is examined. The tests are limited to the star camera/gyros setting only. The true values for the initial attitude and the initial attitude rate are $[0.2, 0.2, 0.2]^T$ (in MRPs) and $[0.002, -0.002, 0.002]^T$ rad/s, respectively. The initial distributions of the attitude and the gyro bias in the BF or the UF are taken to be Gaussian. The means are assumed to be the true values. The covariance matrices for both the initial attitude and the initial gyro bias are assumed to be isotropic, with the standard deviation 1 arcmin and 1 deg/hr, respectively. The data span is 10000 seconds or 5000 data points. Before the comparisons, we note that in this nearly linear error case the accuracy of the UF estimates is largely independent of the choice of its parameters, namely, $\alpha$, $\beta$ and $\kappa$ (see Ref. 19 for a description of these variables). Thus, efforts on parameter tuning are not necessary. Because in these tests the initial errors and the process noise are small, the UF (or even the EKF) can perform in an almost optimal manner (strictly optimal for linear Gaussian systems), whereas the BF can never be strictly optimal, even if the system is linear and Gaussian. That is because based on Monte Carlo simulation, the BF always introduces extra errors in the state estimates. Thus, we should not expect the BF to yield better accuracy than the UF in these tests. In order to quantify the simulation results, the error norms are summed over the last 4000 seconds or 2000 data, given by

$$J = \sum_{k=1000}^{5000} \|e_k\|$$

where $e_k$ denotes the attitude errors or gyro bias errors. Finally, Eq. (33) is averaged over 12 runs. The steady-state errors of a typical run is given in Figure 1.

The use of different star camera measurement models in either the UF or the BF does not lead to distinguishable results, with the difference over one order below the estimation accuracy. So the averaged $J$ values are given without specifying which measurement model is used. The averaged $J$ values for the UF are 1.35° and 12.0 deg/hr, independent of the UF parameters and approximately the theoretical lower bounds. In the BF, 2000 particles are used. When the resampling and roughening steps are applied every filter cycle ($R$-factor = 1), and $G$ is set to 0.12, the averaged $J$ values are 12.20° and 857.4 deg/hr. These values are about 9 times and 70 times their counterparts for the UF. However, the averaged $J$ values reduce to 4.76° and 78.3 deg/hr when the particles are resampled and roughened every five cycles ($R$-factor = 5). When the resampling and roughening steps are applied every five filter cycles ($R$-factor = 5) and $G$ is set to 0.05, the averaged $J$ values for the BF become 1.45° and 13.15 deg/hr, less than 10% larger than the average $J$
values for the UF. Clearly, fewer resampling and roughening steps as well as smaller $G$ can greatly reduce the estimation errors in the BF. But too few resampling and roughening steps and too small $G$ may cause very poor performance or divergence of the BF, even though the initial estimation errors are small in these tests. In short, the accuracy of the BF is lower than that of the UF and is greatly influenced by the resampling and roughening steps. The parameters for these two steps, namely, $R$-factor and $G$, need to be tuned in order to achieve a balance between convergence and variance reduction. Finally we note that the accuracy of the BF may be increased by employing more particles, however, even in perfect Monte Carlo sampling, the estimation accuracy is only proportional to $1/\sqrt{N}$, thus this approach for accuracy enhancement is inefficient and is therefore not studied.

The real advantage of the BF is when large initial errors exist. Now the convergence properties of the BF for star camera/gyros based attitude estimation are to be studied. At most five stars are used for each update. The true value for the initial attitude in each run is randomly drawn from the uniform attitude distribution. In each run, the true value for the initial attitude rate is randomly drawn from a zero-mean Gaussian distribution with the standard deviation for each axis 0.03 rad/s. In the BF the uniform attitude distribution is taken as the initial attitude distribution. The initial gyro bias is modeled as a Gaussian distribution with both the mean and the standard deviation per axis given by 1500 deg/hr. This filter setting corresponds to the case of no a priori attitude knowledge and very poor gyro bias estimates. (The true value for the gyro bias per axis is within 0.3 deg/hr.) We still use 2000 particles in the BF. The parameter $G$ for roughening is set to 0.12. The time-varying $\sigma_{ST}(t)$, designed for the worst case (with the largest initial errors) using trial and error, is given in Table 1. The first row of the table gives the time points at which the measurement standard deviation decreases its value and the second row gives the post-decrease standard deviation values. The value of the standard deviation $\sigma_{ST}(t)$ decreases to 20arcsec in 650 star camera sampling periods, or 1300 seconds. There is no strict requirement on how often the resampling and roughening steps should be applied, but we find that initially (e.g., for the first 30 measurements) we have to do resampling and roughening every filter cycle ($R$-factor = 1) in order to suppress the particle degeneracy and diversity loss, which are most severe at the initial times. For instance, after the first update, the resulting normalized importance weights may be of large variance (i.e., only a few particles have considerable weights) and the effective number of particles may be only a few hundred or less. Without immediate resampling and roughening, the BF may fail to perform properly at later times. After the BF converges, we can keep using $R$-factor = 1 or reduce the frequency of resampling and roughening. The simulation for the star camera/gyros setting is run 100 times. In all runs the BF converges to the correct solutions. The result of the worst case in which the initial attitude estimate error is 180° and the initial gyro bias estimate error is $[4500, -4500, 4500]^T$ deg/hr is given in Figure 2.

We also study the special case in which a single star (the brightest star if there are stars in the FOV) is used for an update. In this single star case, we employ fast body rates (e.g., a spinning spacecraft) and force the use of different stars in different frames when possible. (For example, if another star comes into the FOV in a successive frame, then we use it instead of a previous star that may still be in the FOV.) Thus, the reference star “field” moves considerably with respect to the inertial frame. Therefore, observability of three-axis attitude is possible, akin to the magnetometer-only attitude estimation approach. The roughening parameter $G$ and the decreasing $\sigma_{ST}(t)$ in the single star case is the same as in the multi-star case. But it is observed that if $R$-factor = 1 is used during the whole simulation run, the BF may sometimes diverge. Therefore, except for setting $R$-factor = 1 for the first few seconds (e.g., 60 seconds), $R$-factor = 5 is used. Less resampling and roughening may be able to effectively prevent the BF from tracking the plausible local minima too much. (If most particles of the BF are used to track an incorrect attitude solution, the BF will quickly diverge.) Thus, the rule of thumb for tuning the $R$-factor is to initially set $R$-factor = 1 and afterwards a larger $R$-factor is preferred for better convergence properties. Another 100 runs are executed. Again, the BF converges to the correct solution in all the runs. The result for the worst case is also given in Figure 2. We also test the convergence properties of the BF for the gyroless setting. The attitude dynamical model needed for the attitude rate propagation in the gyroless setting is “more” nonlinear than the gyro-

<table>
<thead>
<tr>
<th>$t$</th>
<th>0</th>
<th>100s</th>
<th>200s</th>
<th>400s</th>
<th>500s</th>
<th>600s</th>
<th>700s</th>
<th>800s</th>
<th>1000s</th>
<th>1100s</th>
<th>1200s</th>
<th>1300s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{ST}(t)$</td>
<td>$20^\circ$</td>
<td>$10^\circ$</td>
<td>$4^\circ$</td>
<td>$3^\circ$</td>
<td>$2^\circ$</td>
<td>$1^\circ$</td>
<td>$0.5^\circ$</td>
<td>$0.2^\circ$</td>
<td>$0.1^\circ$</td>
<td>$0.06^\circ$</td>
<td>$0.02^\circ$</td>
<td>$20''$</td>
</tr>
</tbody>
</table>
measurement model. The same number of particles, $\sigma_{ST}(t)$, $G$, and resampling/roughening schedule are used for the gyroless setting. For simplicity, in the simulation tests we have assumed that the inertia matrix in the BF is identical to the true value and that the disturbance torque is the only error source in the dynamical model. (In the real world, however, model uncertainty is a significant problem with the dynamical model.) In each gyroless run, the true values for the initial attitude and initial attitude rate are respectively drawn from the uniform attitude distribution and a zero mean Gaussian distribution with the standard deviation of 1 deg/s per axis. The initial distributions of the BF are taken to be the same as the true distributions. In the next 200 runs, it is again observed that the BF always converges, whether at most 5 stars or a single star is used for update. The result of a typical run is given in Figure 2, in which the BF converges from the attitude error of 180° and the attitude rate error of about 0.04 rad/s.

Since the BF itself is based on Monte Carlo simulation, which is random in nature, and we cannot test all the initial conditions, we cannot assert from the previous 400 tests that the BF will never diverge. But the simulation results show that the BF does have a very high probability of convergence from very large attitude errors and very large gyro bias errors or attitude rate errors. Besides, it is worth pointing out that the same number of particles (i.e., 2000), the same $G$, and the same $\sigma_{ST}(t)$ can be used for all these test runs.

The same simulation conditions are used for the tests of the UF. Unfortunately, the UF does not have as good convergence properties as the BF when the initial errors are extremely large. Many divergent runs are observed. When the UF does converge, it usually converges notably slower than the BF. This can be seen from the result of a typical test run for the star camera/gyros setting, given by Figure 3. The initial attitude error is about 150°; the initial gyro bias error is within 1 deg/hr per axis; and at most one star is used in the filters. The only difference between Case I and Case II of the typical run is in the attitude rate. In Case I, the initial attitude rate is $[0.03, 0.03, 0.1]^T$ rad/s; in Case II, the initial attitude rate is $[0.1, 0.03, 0.03]^T$ rad/s. The BF (with $R$-factor = 5 and $G = 0.12$) converges in about 2000 seconds in both cases, and both the attitude and gyro bias estimates have almost the same convergence rate. The UF does not fully converge at the end of the simulation, or 20000 seconds. The gyro bias estimates converges slower than the attitude estimates. In both cases the UF yields worse gyro bias estimates than the BF. The UF parameters $\alpha$, $\beta$, and $\kappa$, which are used to control the relative positions and weights of the sigma points, now have a significant influence on the convergence properties of the UF. Inappropriate choice of $\alpha$, $\beta$, and $\kappa$ can result in filter divergence. Also, it is difficult to obtain overall good parameters by trial and error, if not impossible. In this typical run the UF parameters are tuned so as to fit the first case, but the same UF parameters are used in both cases. Clearly, when the initial attitude rate changes from $[0.03, 0.03, 0.1]^T$ rad/s (Case I) to $[0.1, 0.03, 0.03]^T$ rad/s (Case II), the performance of the UF degrades. If the initial attitude rate changes to $[0.03, 0.03, 0.03]^T$ rad/s, we observe the divergence of the UF with the LOS measurement model.
Figure 3. Comparisons of Convergence Properties between the BF and the UF

If the initial attitude rate changes to \([0.02, 0.02, 0.02]^T\) rad/s, we observe the divergence of the UF with the focal-plane measurement model. Unlike the BF, which yields very similar results when used with different star camera measurement models (in Figure 3, the results of the BF with different measurement models cannot be discriminated), the UF behaves differently when different measurement models are used. Figure 3 shows that the UF with the focal-plane measurement model converges faster than the UF with the LOS measurement model in this specific run. The difference between the two measurement models becomes more significant when the initial attitude error is very close to 180°. It is observed that the UF with the LOS measurement model has more tendency to converge than the UF with the focal-plane model in the case of close to 180° attitude errors. This might be due to lower nonlinearity of the LOS measurement model and boundedness of the LOS measurements. To sum up, the UF does not always converge when the initial errors are extremely large and it usually has a lower rate of convergence than the BF. Although the UF parameters do not need to be tuned when the filter works in the linear regime, to tune these parameters in order to achieve overall good convergence properties is not easy. On the contrary, the BF requires much less parameter tuning and is insensitive to the variations of the attitude trajectories.
VI. Conclusions

In this paper a new approach to attitude estimation using the Bootstrap Filter formulation was derived. Simulation results indicate that when the initial errors are small, the steady-state accuracy of the Bootstrap Filter may be worse than that of the Unscented Filter, because the Bootstrap Filter introduces extra Monte Carlo variations. However, for large initial errors the Bootstrap Filter has much better convergence properties than the Unscented Filter, because the Bootstrap Filter implicitly captures higher order characteristics of the posterior distribution. Therefore, it may be desirable to use the Bootstrap Filter in the initialization phase in order to better handle the problem of converging from extremely large initial errors. After convergence of the Bootstrap Filter, conventional filters, such the Unscented Filter or the Extended Kalman Filter, may be employed for the best possible steady-state accuracy. Though the Bootstrap Filter in this paper is proposed for star camera based attitude estimation, it can be easily extended to applications such as three-axis magnetometer based attitude estimation or GPS attitude estimation.

References