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Abstract—Carrier-phase synchronization can be approached in a
general manner by estimating the multiplicative distortion (MD) to which
a baseband received signal in an RF or coherent optical transmission
system is subjected. This paper presents a unified modeling and
estimation of the MD in finite-alphabet digital communication systems. A
simple form of MD is the carrier phase exp(jθ) which has to be estimated
and compensated for in a coherent receiver. A more general case with
fading must, however, allow for amplitude as well as phase variations of
the MD.

We assume a state-variable model for the MD and generally obtain a
nonlinear estimation problem with additional randomly-varying system
parameters such as received signal power, frequency offset, and Doppler
spread. An extended Kalman filter is then applied as a near-optimal
solution to the adaptive MD and channel parameter estimation problem.
Examples are given to show the use and some advantages of this scheme.

I. INTRODUCTION

The power efficiency provided by coherent detection in
digital communication systems is only possible when the
receiver is supplemented by a carrier phase synchronizer,
or said generally, a multiplicative distortion (MD) estimation
unit. Such a unit, which may or may not have access to
modulation-free sections of the carrier, can optimally estimate
the MD from the received signal by modeling the dynamics
generating the MD. These models have in general additional
unknown or randomly varying parameters and a good estimate
of them might be essential for successful synchronization. For
example, in a UHF mobile communication system the MD
estimation is mostly concerned with signals which strongly
depend on parameters such as the vehicle speed and received
signal power (Section IV).

The problems of identification, state estimation with track-
ing, and adaptive control of systems with unknown parameters
have been studied mainly in the field of control and aerospace
for over 20 years ([1]-[4], for example). In the area of signal
processing similar ideas are known as "adaptive algorithms"
whereas in statistics the methods are usually called "sequential
parameter estimation." A coherent picture and analysis of
recursive identification composed of the many approaches
used in each of these disciplines is presented in [5].

The major contribution of this paper is a formulation of
the extended Kalman filter [6] which can be applied in a unifying
manner to many MD estimation problems in digital communica-
tion systems with additional unknown or randomly varying
parameters. This opens the way for novel MD estimation
schemes and the improvement of some current carrier syn-
chronization techniques. Similar nonlinear estimation methods
[10]-[14] which are extensions of [7]-[9] are suggested in the
context of quasioptimum angle demodulation. All these
methods are in principle related to the example considered in
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Section IV-A. The demodulation structure for fading channels
[15] seems to have similarities to our example, Section IV-B.
However, a main difference is that we face an easy-to-
eliminate digital message and concentrate on the synchroniza-
tion problem while the above work has to jointly estimate the
fading distortion and the analog FM message.

A popular approach for carrier recovery [16] is the
maximum likelihood (ML) method where an appropriate
likelihood function of the carrier phase taken as unknown and
essentially constant over an observation interval is maximized
and no assumption about the a priori probability densities
(except for the additive noise) is made. For a simple additive
white gaussian noise (AWGN) channel, other approaches
(e.g., Bayesian) which use some a priori knowledge about the
carrier phase distribution yield similar results because the
module-2π nature of phase effectively produces a uniform
distribution. This can, for example, be seen in Fig. 4 where
the phase of ϑ is nearly a uniform distribution over any
interval of 2π even though the phase θ actually gaussian.
However, in the case where the MD is a two-dimensional
(complex, baseband) signal as in Fig. 6, we are not working
with periodic quantities. Then, by relying on certain a priori
information on both the MD and the additive noise
we can aim to deliver an optimum, in the sense of minimum
mean-square error (MMSE), estimate of the MD recursively.
Such statistical information can be provided in many cases of
interest (e.g., Section IV-B) and results in improvements over
the ML method.1 Other disadvantages of the ML method are
that an extensive search may be required to find the optimal
estimate when the density function has several peaks and that
the favorable properties, the unbiasedness and consistency of
the estimates, do not necessarily hold if the unknown quantity
is actually time varying.

Section II defines a general model used to represent digital
communications in baseband. The resulting complex-valued,
noise received signal and its random parameters are the
subjects of a joint estimation algorithm in Section III using an
extended Kalman filter. Section IV presents the examples
of MD estimation for AWGN channels, mobile communication
systems, and receivers with randomly varying frequency
offset and received signal power.

II. SIGNAL MODEL

Consider the complex-valued baseband linearly modulated
received signal of the form

\[ r(t) = \sum u_k \gamma(t) h_k(t - kT) + \nu(t) \]

generated by using a fixed local carrier. Here, \( u_k \)
represents the finite-alphabet digital modulation with
\( E[|u_k|^2] = 1 \), \( \gamma(t) \) the MD with \( E[\gamma(t)^4] = 1 \), \( h_k(t) \)
the convolution of the signaling pulse and the channel impulse-response, and
\( \nu(t) \) the AWGN with one-sided power spectral density (PSD) of \( N_0 \).
The goal of a general baseband "carrier synchronizer" is
to provide a good estimate of the MD \( \gamma(t) \) which may

1 It can be proved that on a channel with memory the detection process is
optimized under the minimization of probability-of-error criterion by
employing a MMSE estimator.
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\[ f_k(x_k) = \begin{bmatrix} a_k(p_k, z_k) \\ d_k(p_k) \end{bmatrix} \] (10)

\[ g_k(x_k) = \begin{bmatrix} b_k(p_k, z_k) \\ 0 \end{bmatrix} \] (11)

\[ h_k(x_k) = c_k(p_k, z_k) = y_k \] (12)

\[ w_k = \begin{bmatrix} n_k \\ \xi_k \end{bmatrix} \] (13)

We further assume that \( \{v_k\} \) and \( \{w_k\} \) are zero mean, white Gaussian processes and \( z_k \) is a Gaussian random variable, all being mutually independent with
\[ E[v_k v_k^T] = R_k \] (14)

\[ E[w_k w_k^T] = Q_k \] (15)

\[ E[x_k] = \bar{x}_0; \quad E[(x_0 - \bar{x}_0)(x_0 - \bar{x}_0)^T] = P_0. \] (16)

Now, we introduce the matrices
\[ F_k = \frac{\partial f_k(x)}{\partial x} \bigg|_{x = \bar{x}_k|k} = \begin{bmatrix} \partial a_k/\partial s & \partial a_k/\partial p \\ 0 & \partial d_k/\partial p \end{bmatrix} \] (17)

\[ H_k^T = \frac{\partial h_k(x)}{\partial x} \bigg|_{x = \bar{x}_k|k-1} = \begin{bmatrix} \partial c_k/\partial s & \partial c_k/\partial p \end{bmatrix} \] (18)

\[ G_k = B_k (\bar{x}_k|k) = \begin{bmatrix} b_k(\bar{p}_k|k, \bar{\xi}_k|k) \\ 0 \end{bmatrix} \] (19)

and follow the work in [6] to derive an approximate linear signal model and the corresponding Kalman filter. The functions \( f_k(\cdot) \) and \( h_k(\cdot) \), if sufficiently smooth, can be expanded in Taylor series about the conditional means \( \bar{x}_{ik} \) and \( \bar{\xi}_{ik} \), respectively. Neglecting the second and higher order terms enables us to approximate (8)-(9) by the linear model
\[ \begin{bmatrix} x_{k+1} \\ z_k \end{bmatrix} = \begin{bmatrix} F_k x_k + G_k w_k + q_{k,x} \\ H_k^T x_k + v_k + q_{k,z} \end{bmatrix} \] (20)

with known, external insertions
\[ q_{k,x} = f_k(\bar{x}_k|k) - F_k \bar{x}_k|k \] (21)

\[ q_{k,z} = h_k(\bar{x}_k|k-1) - H_k^T \bar{x}_k|k-1. \] (22)

Note that the linearization of \( f_k \) and \( h_k \) is performed at each time step. The Kalman gain \( L_k \) is computed online using (10)-(19) and the relations
\[ \hat{x}_{0|0} = E[x_0] = \bar{x}_0 \] (24)

\[ \hat{\Sigma}_{0|0} = E[(x_0 - \bar{x}_0)(x_0 - \bar{x}_0)^T] = P_0 \] (25)

\[ \Omega_k = H_k^T \Sigma_{k|k-1} H_k + R_k \] (26)

\[ L_k = \Sigma_{k|k-1} H_k \Omega_k^{-1} \] (27)

\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + L_k (z_k - h_k(\hat{\xi}_{k|k-1})) \] (28)

\[ \hat{\Sigma}_{k|k} = (I - L_k H_k^T) \Sigma_{k|k-1} (I - L_k H_k^T)^T + L_k R_k L_k^T \] (29)

\[ \hat{\Sigma}_{k+1|k} = F_k \hat{\Sigma}_{k|k} F_k^T + G_k \Omega_k G_k^T. \] (30)

While being an exact Kalman filter for the signal model (20)-(21), this extended Kalman filter is no longer linear or optimal when applied to the general model (8)-(9). The smaller the errors \( \| x_k - \hat{x}_{k|k} \| \) and \( \| x_k - \hat{x}_{k|k-1} \| \), the less is lost by neglecting the higher order terms in Taylor series expansion of \( f_k(\cdot) \) and \( h_k(\cdot) \). Some indications of the extended Kalman filter quality are how small the trace(\( \Sigma_{k|k} \)) and trace(\( \Sigma_{k|k-1} \)) and how white the pseudoinnovations are.

There are other algorithms [6] for gain and covariance recursions which are algebraically equivalent to (26)-(30) but have some improved properties such as better computational aspects or more efficiency. Most of these alternatives like square root or information square root Kalman filtering can be used with little extra effort in the extended version too.

We see that in (26)-(30) the computation of \( L \) and \( \Sigma \) are coupled to \( z \) through (17)-(19) and hence cannot be carried out offline. But for some applications it might be possible to find approximations which result in decoupling of these computations.

It is possible to improve the estimation accuracy by iteration techniques which improve the reference trajectory or by including more terms in the Taylor series expansion of \( f_k \) and \( h_k \) [22]. On the other hand, one can use other expansion methods like the "statistical approximation" technique [23] which does not require the differentiability of system nonlinearities and has potential performance advantages.

Unfortunately, no general performance or stability results are known for the extended Kalman filter. The algorithm may give biased estimates and may sometimes diverge. But there is room for improvements through modifications which are, for example, explained in [23]-[25]. In specific cases, when the nonlinearities \( f_k \) and \( h_k \) are cone bounded, similar estimators can be obtained by taking the structure of Fig. 3 but using some other procedure for the gain calculation which is decoupled from the state estimate and yields a filter with obtainable performance bound. Moreover, attempting to minimize the bound on the error covariance (instead of the error covariance itself) a "bound optimal" filter with pre-computable bound and gain can be found [6].

The MD estimation unit of Fig. 3, besides being nearly optimal, has the general advantage that no VCO or NCO is involved in this unit and that its structure well suits into signal processor and VLSI realizations. Additionally, some specific advantages are pointed out as we go through the examples in the next section.

IV. APPLICATIONS

Any MD estimation problem which can be formulated by some choice of the functions \( a_k, b_k, c_k, \) and \( d_k \) of Fig. 1 has the (near) optimum solution offered in Section III. We present a few examples by first finding a phase synchronizer for AWGN channels which is possibly only of academic significance.

Then, we proceed to other channel models where actual practical implications are at stake.

A. Carrier Phase Estimation on AWGN Channels

The sampled baseband received signal in a digital communication receiver on a pure AWGN channel is
\[ z_k = U_k \begin{bmatrix} \cos \theta_k \\ \sin \theta_k \end{bmatrix} + v_k. \] (31)

A coherent receiver must somehow estimate the carrier phase \( \theta_k \) and eliminate its effect before attempting to detect the data symbol \( u_k \). Here we approach phase synchronization (in the
context of the structure of Fig. 1) by the assumption that the phase process is generated using the system of Fig. 4.

Using the notation of the previous section we have

\[ s_{k+1} = a_k (p_k, s_k) + b_k (p_k, s_k) n_k = A (p_k) s_k + B (p_k) n_k \]  

(32)

where the carrier phase is recognized as

\[ y_k = c_k (p_k, s_k) = \begin{bmatrix} \cos [C^T (p_k) s_k] \\ \sin [C^T (p_k) s_k] \end{bmatrix} \]  

(33)

where the carrier phase is recognized as

\[ C^T (p_k) s_k = \theta_k. \]  

(34)

The matrices \( A (\cdot), B (\cdot), \) and \( C (\cdot) \) are set by the low-pass filter (LPF) which determines the PSD of the carrier phase process \( \theta_k. \) Similar models to that of Fig. 4 have been used [13] in the context of near-optimum demodulation of analog FM with \( \theta_k \) representing the message process. In our case here, the carrier phase process \( \theta_k \) is mostly the result of the flicker noise of the oscillators used in the mixers and its PSD has components of the form \( \omega^\alpha \) for \( \alpha \) some nonpositive number [26]. For example,

\[ S_\theta (\omega) = \sum_{\alpha = -4}^{\infty} h_\alpha |\omega|^{\alpha} \]  

(35)

where the coefficients \( h_\alpha \) depend on the oscillator type and \( \omega_0 \) and \( \omega_k \) represent limitations on the measurements of PSD. For practical reasons, in this example we let \( h_{\alpha} = h_{\alpha+1} = h_0 = 0. \) The two remaining terms correspond to random phase and frequency walk which can represent most oscillator inaccuracies and instabilities of interest. \(^3\) Now assuming white inputs with unity average power the LPF with two inputs and one output has the transfer function matrix

\[ F (s) = \begin{bmatrix} \sqrt{h_0} / s^2 \\ \sqrt{h_2} / s \end{bmatrix} \]  

(36)

with the unknown, constant parameter vector

\[ p = \begin{bmatrix} \sqrt{h_0} & \sqrt{h_2} \end{bmatrix}^T \]  

(37)

A discrete-time filter \( F_d (z) \) can be found from \( F (s) \) by using the impulse-invariant transformation [27]. Then the relation \( F_d (z) = C^T (z I - A)^{-1} B \) poses a realization problem for determining the matrices \( A, B, \) and \( C. \) Finally, using \( \hat{\theta}_k = 0 \) and \( d_k (p) = p \) in (6) the extended Kalman filter of Fig. 3 performs the carrier phase synchronization by delivering the estimate \( \hat{\theta}_k |\hat{\theta}_k| = [\cos h_k \theta_k, \sin h_k \theta_k]^T. \) Additionally, \( \hat{\theta}_k |\hat{\theta}_k| \) gives information about the unknown \( \theta_k \) coefficients in the model.

It is interesting to study the similarities of the above extended Kalman filter and the phase locked loop (PLL). \(^4\) In the extremely simplified case with known parameter \( p = [0 \ 1]^T, \) i.e., for \( F_d (z) = [0 \ 1] (z - 1)^{-1}, \) and with no AWGN the extended Kalman filter, after using some algebra, turns into a first-order PLL (in baseband) transformed to discrete time (Fig. 5). The box \( 1 / (z - 1) \) in the estimator plays the role of a voltage controlled oscillator (VCO) with transfer function \( 1/s. \) Furthermore, using \( p = [1 \ 1]^T, \) i.e., a LPF with transfer
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Fig. 5. Noiselss observations of a random phase walk process and the equivalent model of an extended Kalman filter (first-order 'discrete-time PLL' in baseband) as the estimator.

function matrix \( F_d (z) = [1/(z - 1)^2 \ 1/(z - 1)], \) results in an extended Kalman filter which after reaching steady state has the same form as a second-order PLL, the most popular one in application. In both of these cases, including the AWGN \( y_k = [y_k^1, y_k^2]^T \) in the signal model results in a term \( v_k \) \( (k, \theta) := - v_k^1 \sin \theta + v_k^2 \cos \theta \) to be added to the output of the sin \( (\cdot) \) of the estimator. A PLL with noisy input experiences an identical modification of its noiseless-input baseband equivalent model.

In a realistic problem, we might have significant amounts of additive noise in addition to oscillator instability and inaccuracy. Then, optimization of the tracking performance for a PLL requires quite laborious arguments for finding loop parameters which minimize the variance of the phase error \( \theta - \hat{\theta}. \) These arguments are based on assuming a set of values for the \( h_k \) coefficients of (35) and a fixed known signal-to-noise ratio (SNR) and have to be repeated if the SNR or the \( h_k \) coefficients change. On the other hand, approaching the same problem with an extended Kalman filter, the Kalman gain \( L_k \) which effectively contains all the loop parameters is easily set in the "best possible" manner automatically and adaptively. (For SNR adaptation, see Section IV-D below.) In any case, the synchronizers of the form in Fig. 5 are optimum during the tracking mode, as the sin(\( \cdot \)) nonlinearity can be ignored for small phase errors.

Rapid acquisition of phase is also essential in many applications. In general, any synchronizer resulting from the model of Fig. 4 (i.e., some form of a PLL) is not reliable for fast acquisition of phase or frequency by itself. For example, in Fig. 5, a situation with an initial estimation error \( \theta - \hat{\theta} \) \( \theta \) might be left uncorrected for a long time ("Hangup", [28]). A possible solution to this problem is known as "acquisition-aided PLL" [16, paper by H. Meyer and L. Popken]. Utilizing the ideas in this paper, a more systematic solution is being currently investigated. The idea is to stay away from phase and frequency as explicit state variables in an attempt to avoid the acquisition problems of the PLL.

B. Independent-I/Q Models: Adaptive MD Estimation for Mobile Communications

Starting with a PLL to achieve phase-coherent detection of digital data or voice transmitted over many fading channels results in receivers with unacceptable behavior. This is a direct reflection of the poor response of the PLL during and immediately after deep fades in channel amplitude, generally leading to the conclusions that coherent detection is not suitable for such fading channels and noncoherent estimation must be resorted to, [29]. Here we apply our method of near optimum MD estimation which does not have the weaknesses of the PLL and results in a coherent receiver that outperforms the noncoherent one.

We modify the last example by assuming that the two components of \( y_k \) are generated independently (Fig. 6). This allows amplitude as well as phase variations of the MD \( y_k \) and results in the Rayleigh flat fading observed in many mobile communication systems. \(^5\) Working on the quadrature components of \( y_k \) (not its phase directly) has interesting properties which will be explained at the end of this example.

\(^3\) In coherent optical communications, the noise process is mainly determined through nonzero \( h_0, h_2, \) and \( h_4 \) terms which represent the shot noise, the laser phase noise, and the frequency mismatch, respectively.

\(^4\) Such a comparison has been made by many authors for the case of near-optimum angle demodulation, too.

\(^5\) The signal model for Rice fading includes both Figs. 4 and 6 with their output vectors summed together after being properly scaled.
Independent UGN
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Fig. 6. Model with independent I/Q components for generation of MD.

The received signal is

$$z_k = U_k y_k + u_k.$$  \(38\)

In comparison to (31) the estimation of the MD $y_k$ can be interpreted as the "carrier estimation" in the receiver. Again, we ignore $U_k$ and concentrate on the estimation of $y_k$ by using specific information about the dynamics of the LPF's in Fig. 6.

In mobile communications, under the assumption of uniform angular distribution of the received electrical waves, a transmitted CW signal at frequency $f_c$ has the following baseband I- or Q-component PSD at the receiver [30]

$$S_{I/Q}(f) = (1 - (f/f_D)^2)^{-1/2}; \quad |f| < f_D$$  \(39\)

with

$$f_D = f_c v / c \quad \text{(half of the Doppler spread)}$$

$v = \text{vehicle speed}$

$c = \text{speed of light}.$  \(40\)

For a carrier frequency of 1 GHz and maximum vehicle speed of 260 km/h (e.g., for trains in Europe), the Doppler spread [17] runs up to about 500 Hz which is a considerable amount.

Assuming a white input, the magnitude of the frequency response of a LPF with output PSD of (39) is

$$|F(f)| = (1 - (f/f_D)^2)^{-0.25}; \quad |f| < f_D$$  \(41\)

which is plotted in Fig. 7. Having a fixed carrier frequency $f_c$ in (40), the filter cutoff frequency $f_D$ depends on the vehicle speed and is an unknown, time-varying parameter.

$$A' = \begin{bmatrix} 0 & 2 \exp (-2\omega) \cos (\omega \sqrt{1 - \xi_k^2}) \\ -\exp (-2\omega) & 1 \end{bmatrix}$$

$$B' = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$$

$$C' = \begin{bmatrix} \frac{1 - 2 \exp (-2\omega) \cos (2\omega \xi_k)}{\sqrt{1 + \exp (-2\omega)}} \end{bmatrix}$$

In our example, we assume the following stochastic model for the parameter $\omega = 2 \pi f T f_D$ which is the normalized cutoff frequency in radians:

$$\delta_{k+1} = \delta_k + \xi_k'$$

$$\omega_{k+1} = \omega_k + \delta_k + \xi_k'$$

where $\{\xi_k\}$ and $\{\xi_k'\}$ are zero mean WGN processes. Relating this to the notation of Section II we get the random parameter $p_k$ and its dynamics

$$P_k = \begin{bmatrix} \delta_k \\ \omega_k \end{bmatrix}$$

$$P_{k+1} = d_k(p_k) + \xi_k = Dp_k + \begin{bmatrix} \xi_k' \\ \xi_k' \end{bmatrix}$$

which is plotted in Fig. 7. Having a fixed carrier frequency $f_c$ in (40), the filter cutoff frequency $f_D$ depends on the vehicle speed and is an unknown, time-varying parameter.

$$A' = \begin{bmatrix} A' & 0 \\ 0 & A' \end{bmatrix}, \quad B' = \begin{bmatrix} B' \\ 0 \end{bmatrix}, \quad C' = \begin{bmatrix} C' \quad 0 \\ 0 \quad C' \end{bmatrix}.$$

The complex expression in (52) is the result of the requirement

$$D = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$  \(46\)

It is observed in practice that such random-parameter models yield good filter designs even if the parameters actually have deterministic behavior.

An LPF with very similar characteristics to (41) has been realized [31] by an eighth-order elliptic filter which we used to generate the multiplicative Rayleigh distortion. But in the extended Kalman filter we simplified matters further by assuming a second-order filter with unknown, time-varying cutoff frequency $\omega$. The performance loss due to this simplification was found to be minimal. So, the MD $y_k$ is assumed by the Kalman filter to be generated as

$$s_{k+1} = a_k(p_k, s_k) + b_k(p_k, s_k) n_k = A(p_k) s_k + B n_k$$

$$y_k = c_k(p_k, s_k) = C^T(p_k) s_k$$

with

$$A = \begin{bmatrix} A' & 0 \\ 0 & A' \end{bmatrix} \quad ; \quad B = \begin{bmatrix} B' \\ 0 \end{bmatrix} \quad ; \quad C' = \begin{bmatrix} C' \quad 0 \\ 0 \quad C' \end{bmatrix}.$$  \(49\)

The parameter $\{\xi_k'\}$ takes on a fixed value, for example, 0.2. Alternatively, it could also have been assumed unknown and taken into account by the parameter vector $p_k$.

Now, with (44)-(52) and (7)-(19) the extended Kalman filter of Fig. 3 is completely determined. We used the setup in Fig. 8 to simulate the above ideas. The time-varying cutoff frequency $\omega_k$ and its estimate are displayed in Fig. 9.

We also ran this example for 4-phase, differentially-coherent phase-shift-keying (4-DC-PSK) modulation with decision-aided synchronization. Fig. 10 shows the error-rate performance of this receiver (using the "tentative decisions"
of Fig. 2) and that of a noncoherent one with differential detection (4-DPSK) where the superiority of the coherent detection can be clearly seen. The theoretical result for coherent 4-PSK with perfect synchronization [17] is also plotted in that figure. In the presence of diversity (or coding, in general,) similar ordering of performances are observed.

The MD estimation scheme outlined above has several more interesting properties. It is free of hangup, as the phase variable \( \theta \) is not approached directly. Also, the magnitude of \( |y_k| \) can be used as the channel quality information in diversity reception for maximal ratio combining or in a soft-decision decoder when coded transmission is present.

Before leaving this example, we point out that (in opposed to Fig. 4) the model of Fig. 6 has no explicit nonlinearity and if it were not for the sake of random parameters in the LPF's, we would have a purely linear model. Such a linear model for the MD is assumed in [32] and used to discuss optimal detection and synchronization.

### C. Adaptive MD Estimation with Frequency Offset

A problem faced in receivers is a frequency offset after the received signal is mixed down to baseband. Depending on the modulation scheme in use, a reasonable amount of left over frequency offset can be handled by our baseband synchronizer.

In example A this corresponds to the term \( h_{4e}/\omega^4 \) in (35) which can represent a random frequency walk along with frequency offset. The latter is taken care of by merely using a larger value for the first element of \( P_k \) in (25) which corresponds to the frequency variable in this example. Such an easy modification for frequency offset is always possible when one of the system states is actually the frequency variable.

In general, the matter can be solved by assuming a frequency offset \( \mu(t) \) in Hz, resulting in a phase change \( \phi_k = 2\pi \frac{\mu(t)}{T} \). Then the signal \( U_ky_k \) must make a phase rotation of \( \phi_k \) by premultiplying it with the time-varying matrix

\[
\Phi_k = \begin{bmatrix}
\cos \phi_k & -\sin \phi_k \\
\sin \phi_k & \cos \phi_k
\end{bmatrix}.
\]  

(53)

So, for Section IV-B, the third part of (49) takes the form

\[
C^T = \Phi_k \begin{bmatrix}
C' & \mathbf{0} \\
0 & C' \end{bmatrix}.
\]  

(54)

Note that \( C^T \) in the presence of frequency offset is no longer block diagonal and hence a cross-coupling between the two components of \( y_k \) exists which was not otherwise present in Fig. 6.

It remains now to extend the random parameter \( p_k \) and the equation describing its dynamics. We can, for example, assume that \{\( \phi_k \)\} is the result of random phase and frequency walk processes

\[
\begin{align*}
\mu_{k+1} &= \mu_k + \xi_k^p \\
\phi_{k+1} &= \phi_k + \xi_k^\phi
\end{align*}
\]  

(55)

where all inputs are zero mean WGN, as usual. Actually, in addition to frequency offset this model takes care of instability of the mixer oscillators. Now, (44)-(46) have the form

\[
P_k = \begin{bmatrix}
\delta_k & \omega_k & \xi_k^p \\
\omega_k & \mu_k & \xi_k^\phi \\
\xi_k^p & \xi_k^\phi & \xi_k^\phi
\end{bmatrix}
\]  

(56)

\[
p_{k+1} = d_k(p_k) + \xi_k = Dp_k + \begin{bmatrix}
\xi_k^p \\
\xi_k^\phi \\
\xi_k^\phi
\end{bmatrix}
\]  

(57)

\[
D = \begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  

(58)

Taking all the above system and parameter changes into account Section IV-B can now be tried again, resulting in an extended Kalman filter which adaptively estimates an MD with randomly varying bandwidth and in the presence of frequency offset and oscillator instability, the estimates of which are also delivered.

We modified Fig. 8 by applying a frequency offset to \( z_0 \). A safe upper limit of the normalized frequency offset with CW transmission is about \( \pi/2 \) rad and with 4-PSK modulation \( \pi/8 \) rad, which for symbol rate of \( 1/T = 20 \text{ kHz} \) corresponds to \( (\pi/8)/(2\pi T) = 1.25 \text{ kHz} \). Fig. 11 shows the estimation of the frequency offset by the extended Kalman filter explained above. The simulated bit error rate showed negligible performance loss compared to Fig. 10, as tracking a frequency offset using the above method is very satisfactory. However, the initial acquisition behavior requires a closer look (cf. end of Section IV-A) which is out of the scope of this paper.

### D. Adaptive MD and Received Signal Power Estimation

The received signal power (RSP) is a parameter which may be needed in many receiver configurations. If the assumption holds that the PSD of the AWGN is fixed and approximately known, the estimations of the RSP and the signal-to-noise ratio (SNR) are equivalent. We define RSP as an average power, where time-averaging is performed only long enough to leave out the "short-term" effects but to include the "long-term" ones. For a standard AWGN channel, there are no long-term effects and the RSP might be an unknown, constant parameter.

![Fig. 8. MD estimation by joint estimation of a noisy, complex-valued signal and its randomly varying bandwidth.](image)

![Fig. 9. The time-varying cutoff frequency and its estimate after removing the bias due to modeling differences.](image)

![Fig. 10. Probability of error versus SNR for a mobile communication system.](image)
On the other hand, the RSP is a slow, randomly varying parameter in mobile communications with Rayleigh fading (short-term) and log-normal shadowing (long-term) [30].

Here, we only outline the simple procedure when adaptive RSP estimation is necessary in the receiver. The schemes in the examples A, B, and C can be extended by appending the additional parameter $\eta_k$ to (37), (44), and (56) and multiplying the right-hand sides of (33) and (52) by $\eta_k$. The square of $\eta_{k-1}$ is a measure for RSP. Therefore, we have adaptive MD estimation schemes which provide estimates of the RSP in addition to other time-varying parameters of interest. The estimate $\eta_{k-1}$ can be used for AGC amplifier setting in analog and/or digital parts of the receiver.

V. CONCLUSIONS AND FURTHER REMARKS

Near-optimal MD estimation for digital communications involves, in general, nonlinear models with additional unknown or randomly varying parameters. The systematic approach offered in this paper can be regarded as a new tool for "carrier synchronization" where an extended Kalman filter is applied for estimating a noisy signal with randomly varying parameters governed by nonlinear dynamical equations. Under simplifying conditions on AWGN channels, the solutions found here reconcile with the classical PLL, showing the "asymptotic optimality" of the PLL in the sense of MMSE. Novel algorithms with significant advantages have been derived here for other channels with more involved models containing fading, shadowing, and frequency offset.

In general, the extended Kalman filter should be tried out for specific cases, resulting in possible refinements. For example, in the event of nonsatisfactory performance the same approach offered in this paper can be regarded as a new tool for "carrier synchronization" where an extended Kalman filter is applied for estimating a noisy signal with randomly varying parameters governed by nonlinear dynamical equations. Under simplifying conditions on AWGN channels, the solutions found here reconcile with the classical PLL, showing the "asymptotic optimality" of the PLL in the sense of MMSE. Novel algorithms with significant advantages have been derived here for other channels with more involved models containing fading, shadowing, and frequency offset.
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