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Image registration is the process of spatially aligning two or more images of a scene. This basic capability is needed in various image analysis applications. The alignment process will determine the correspondence between points in the images, enabling the fusion of information in the images and the determination of scene changes. If identities of objects in one of the images are known, by registering the images, identities of objects and their locations in another image can be determined. Image registration is a critical component of remote sensing, medical, and industrial image analysis systems.

This book is intended for image analysis researchers as well as graduate students who are starting research in image analysis. The book provides details of image registration, and each chapter covers a component of image registration or an application of it. Where applicable, implementation strategies are given and related work is summarized.

In Chapter 1, the main terminologies used in the book are defined, an example of image registration is given, and image registration steps are named. In Chapter 2, preprocessing of images to facilitate image registration is described. This includes image enhancement and image segmentation. Image enhancement is used to remove noise and blur from images and image segmentation is used to partition images into regions or extract region boundaries or edges for use in feature selection.

Chapters 3–5 are considered the main chapters in the book, covering the image registration steps. In Chapter 3, methods and algorithms for detecting points, lines, and regions are described, in Chapter 4, methods and algorithms for determining the correspondence between two sets of features are given, and in Chapter 5, transforma-
tion functions that use feature correspondences to determine a mapping function for image alignment are discussed.

In Chapter 6 resampling methods are given and in Chapter 7 performance evaluation measures, including accuracy, reliability, robustness, and speed are discussed. Chapters 8–10 cover applications of image registration. Chapter 8 discusses creation of intensity and range image mosaics by registering overlapping areas in the images, and Chapter 9 discusses methods for combining information in two or more registered images into a single highly informative image. In particular, fusion of multi-exposure and multi-focus images is discussed. Finally, Chapter 10 discusses registration of stereo images for depth perception. Camera calibration and correspondence algorithms are discussed in detail and examples are given.

Some of the discussions such as stereo depth perception apply to only 2-D images, but many of the topics covered in the book can be applied to both 2-D and 3-D images. Therefore, discussions on 2-D image registration and 3-D image registration continue in parallel. First the 2-D methods and algorithms are described and then their extensions to 3-D are provided.


The figures used in the book are available online and may be obtained by visiting the website [http://www.imgfsr.com/book.html](http://www.imgfsr.com/book.html). The software implementing the methods and algorithms discussed in the book can be obtained by visiting the same site. Any typographical errors or errata found in the book will also be posted on this site. The site also contains other sources of information relating to image registration.
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Introduction

Image registration is the process of determining the point-by-point correspondence between two images of a scene. By registering two images, the fusion of multimodality information becomes possible, the depth map of the scene can be determined, changes in the scene can be detected, and objects can be recognized.

An example of 2-D image registration is shown in Fig. 1.1. Figure 1.1a depicts a Landsat multispectral scanner (MSS) image and Fig. 1.1b shows a Landsat thematic mapper (TM) image of the same area. We will call Fig. 1.1a the reference image and Fig. 1.1b the sensed image. By resampling the sensed image to the geometry of the reference image, the image shown in Fig. 1.1c is obtained. Figure 1.1d shows overlaying of the resampled sensed image and the reference image. Image registration makes it possible to compare information in reference and sensed images pixel by pixel and determine image differences that are caused by changes in the scene. In the example of Fig. 1.1, closed-boundary regions were used as the features and the centers of corresponding regions were used as the corresponding points. Although ground cover appears differently in the two images, closed regions representing the lakes appear very similar with clear boundaries.

An example of a 3-D image registration is shown in Fig. 1.2. The top row shows orthogonal cross-sections of a magnetic resonance (MR) brain image, the second row shows orthogonal cross-sections of a positron emission tomography (PET) brain image of the same person, the third row shows overlaying of the orthogonal cross-sections of the images before registration, and the fourth row shows overlaying of the orthogonal cross-sections of the images after registration. MR images show anatomy well while PET images show function well. By registering PET and MR brain images, anatomical and functional information can be combined, making it possible to anatomically locate brain regions of abnormal function.
Fig. 1.1  (a) A Landsat MSS image used as the reference image. (b) A Landsat TM image used as the sensed image. (c) Resampling of the sensed image to register the reference image. (d) Overlaying of the reference and resampled sensed images.
The following terminologies are used in this book.

1. **Reference Image**: One of the images in a set of two. This image is kept unchanged and is used as the reference. The reference image is also known as the **source image**.

2. **Sensed Image**: The second image in a set of two. This image is resampled to register the reference image. The sensed image is also known as the **target image**.

3. **Transformation Function**: The function that maps the sensed image to the reference image. It is determined using the coordinates of a number of corresponding points in the images.
Further terminologies are listed in the Glossary at the end of the book.

1.2 STEPS IN IMAGE REGISTRATION

Given two images of a scene, the following steps are usually taken to register the images.

1. **Preprocessing:** This involves preparing the images for feature selection and correspondence. Using methods such as scale adjustment, noise removal, and segmentation. When pixel sizes in the images to be registered are different but known, one image is resampled to the scale of the other image. This scale adjustment facilitates feature correspondence. If the given images are known to be noisy, they are smoothed to reduce the noise. Image segmentation is the process of partitioning an image into regions so that features can be extracted.

2. **Feature Selection:** To register two images, a number of features are selected from the images and correspondence is established between them. Knowing the correspondences, a transformation function is then found to resample the sensed image to the geometry of the reference image. The features used in image registration are corners, lines, curves, templates, regions, and patches. The type of features selected in an image depends on the type of image provided. An image of a man-made scene often contains line segments, while a satellite image often contains contours and regions. In a 3-D image, surface patches and regions are often present. Templates are abundant in both 2-D and 3-D images and can be used as features to register images.

3. **Feature Correspondence:** This can be achieved either by selecting features in the reference image and searching for them in the sensed image or by selecting features in both images independently and then determining the correspondence between them. The former method is chosen when the features contain considerable information, such as image regions or templates. The latter method is used when individual features, such as points and lines, do not contain sufficient information. If the features are not points, it is important that from each pair of corresponding features at least one pair of corresponding points is determined. The coordinates of corresponding points are used to determine the transformation parameters. For instance, if templates are used, centers of corresponding templates represent corresponding points; if regions are used, centers of gravity of corresponding regions represent corresponding points; if lines are used, intersections of corresponding line pairs represent corresponding points; and if curves are used, locally maximum curvature points on corresponding curves represent corresponding points.

4. **Determination of a Transformation Function:** Knowing the coordinates of a set of corresponding points in the images, a transformation function is determined to resample the sensed image to the geometry of the reference image. The type of transformation function used should depend on the type of geometric difference between the images. If geometric difference between the
images is not known, a transformation that can easily adapt to the geometric difference between the images should be used.

5. **Resampling:** Knowing the transformation function, the sensed image is resampled to the geometry of the reference image. This enables fusion of information in the images or detection of changes in the scene.

### 1.3 SUMMARY OF THE CHAPTERS TO FOLLOW

Chapter 2 covers the preprocessing operations used in image registration. This includes image restoration, image smoothing/sharpening, and image segmentation. Chapter 3 discusses methods for detecting corners, lines, curves, regions, templates, and patches. Chapter 4 discusses methods for determining the correspondence between features in the images, and Chapter 5 covers various transformation functions for registration of rigid as well as nonrigid images. Various image resampling methods are covered in Chapter 6 and evaluation of the performance of an image registration method is discussed in Chapter 7. Finally, three main applications of image registration are covered. Chapter 8 discusses image fusion, Chapter 9 discusses image mosaicking, and Chapter 10 covers stereo depth perception.

### 1.4 BIBLIOGRAPHICAL REMARKS

One of the first examples of image registration appeared in the work of Roberts [325]. By aligning projections of edges of model polyhedral solids with image edges, he was able to locate and recognize predefined polyhedral objects. The registration of entire images first appeared in remote sensing literature. Anuta [8, 9] and Barnea and Silverman [23] developed automatic methods for the registration of images with translational differences using the sum of absolute differences as the similarity measure. Leese *et al.* [237] and Pratt [315] did the same using the cross-correlation coefficient as the similarity measure. The use of image registration in robot vision was pioneered by Mori *et al.* [279], Levine *et al.* [241], and Nevatia [286]. Image registration found its way to biomedical image analysis as data from various scanners measuring anatomy and function became digitally available [20, 361, 397].

Image registration has been an active area of research for more than three decades. Survey and classification of image registration methods may be found in papers by Gerlot and Bizais [140], Brown [48], van den Elsen *et al.* [393], Maurer and Fitzpatrick [268], Maintz and Viergever [256], Lester and Arridge [239], Pluim *et al.* [311], and Zitova and Flusser [432].

A book covering various landmark selection methods and their applications is due to Rohr [331]. A collection of papers reviewing methods particularly suitable for registration of medical images has been edited into a book entitled *Medical Image Registration* by Hajnal *et al.* [175]. Separate collections of work covering methods for registration of medical images have been edited by Pernus *et al.* in a special issue of *Image and Vision Computing* [304] and by Pluim and Fitzpatrick in a special
issue of *IEEE Trans. Medical Imaging* [312]. A collection of work covering general methodologies in image registration has been edited by Goshtasby and LeMoigne in a special issue of *Pattern Recognition* [160] and a collection of work covering topics on nonrigid image registration has been edited by Goshtasby *et al.* in a special issue of *Computer Vision and Image Understanding* [166].
The images to be registered often have scale differences and contain noise, motion blur, haze, and sensor nonlinearities. Pixel sizes in satellite and medical images are often known and, therefore, either image can be resampled to the scale of the other, or both images can be resampled to the same scale. This resampling facilitates the feature selection and correspondence steps. Depending on the features to be selected, it may be necessary to segment the images. In this chapter, methods for noise and blur reduction as well as methods for image segmentation are discussed.

2.1 IMAGE ENHANCEMENT

To facilitate feature selection, it may be necessary to enhance image intensities using smoothing or deblurring operations. Image smoothing reduces noise but blurs the image. Deblurring, on the other hand, reduces blur but enhances noise. The size of the filter selected for smoothing or deblurring determines the amount of smoothing or sharpening applied to an image.

2.1.1 Image smoothing

Image smoothing is intended to reduce noise in an image. Since noise contributes to high spatial frequencies in an image, a smoothing operation should reduce the magnitude of high spatial frequencies. Smoothing can be achieved by convolution or filtering. Given image $f(x, y)$ and a symmetric convolution operator $h$ of size $(2k+1) \times (2l+1)$ with coordinates varying from $-k$ to $k$ horizontally and from $-l$
to $l$ vertically, the image value at $(x, y)$ after convolution, $\tilde{f}(x, y)$, is defined by

$$
\tilde{f}(x, y) = \sum_{i=-k}^{k} \sum_{j=-l}^{l} f(x + i, y + j)h(i, j).
$$

(2.1)

Convolution, as can be observed, is a linear operation. For image filtering to be independent of the image orientation, the filter kernel should be radially symmetric.

To reduce zero-mean or white noise, mean or Gaussian filtering is performed, while to reduce impulse or salt-and-pepper noise, median filtering is performed. Median filtering involves finding the median value in a local neighborhood and is not a linear operation and, therefore, it cannot be computed by the convolution operation.

When carrying out Gaussian, mean, or median filtering, the size of the filter determines the amount of smoothing applied to an image. Larger filters reduce image noise more, but they blur the image more also. On the other hand, smaller filters do not blur the image as much, but they may leave considerable noise in the image. Filter size should be selected to provide a compromise between the amount of noise removed and the amount of detail retained in an image.

### 2.1.1.1 Median filtering

Denoting the image before smoothing by $f$, the image after smoothing by $\tilde{f}$, assuming image $f$ contains $M \times N$ pixels, and the filter is of radius $r$ pixels, median filtering is computed from

$$
\tilde{f}(i, j) = MEDIAN(f, i, j, r), \quad i = 0, \ldots, M - 1, \quad j = 0, \ldots, N - 1,
$$

(2.2)

where $MEDIAN(f, i, j, r)$ is a function that returns the median intensity in image $f$ in a circular window of radius $r$ centered at $(i, j)$. If a part of the window falls outside the image, intensities within the portion of the window falling inside the image are used to compute the median. As mentioned earlier, circular windows are used to make smoothing independent of image orientation.

The effect of filter size in median filtering is shown in Fig. 2.1. The image with impulse noise is shown in Fig. 2.1a. Results of median filtering using filters of radius 2 and 4 pixels are shown in Figs 2.1b and 2.1c, respectively. By increasing the filter size, more noise is removed. Since impulse noise usually presides over a small percentage of image pixels (in Fig. 2.1a only 2% of the pixels contain noise), a small window is often sufficient to remove it.

### 2.1.1.2 Mean filtering

This is pure image averaging and the intensity at a pixel in the output is determined from the average of intensities in the input within a circular window centered at the pixel position in the output. Mean filtering is computed from

$$
\tilde{f}(i, j) = MEAN(f, i, j, r), \quad i = 0, \ldots, M - 1, \quad j = 0, \ldots, N - 1,
$$

(2.3)

where $MEAN(f, i, j, r)$ is a function that returns the average of intensities within the circular area of radius $r$ centered at $(i, j)$ in image $f$. The filter size determines the
neighborhood size where averaging is performed. As the window size is increased, more noise is removed, but the image is also more blurred. The example in Fig. 2.2 demonstrates this fact. Figure 2.2a shows an image containing zero-mean noise. Figures 2.2b and 2.2c show results of mean filtering the image using filters of radius 2 and 4 pixels, respectively.

Although mean filtering is very easy to implement, it is not the best filter for image smoothing. A smoothing filter should reduce the magnitude of higher spatial frequencies more. If we examine the frequency response of a mean filter by determining its Fourier transform, we observe that its frequency response does not monotonically decrease [55]. A mean filter allows some very high spatial frequencies to be reproduced while it completely removes some mid-frequencies, resulting in image artifacts. A filter, such as a Gaussian, which has a monotonically decreasing frequency response, is more suitable for image smoothing.

2.1.1.3 Gaussian filtering The Fourier transform of a Gaussian is also a Gaussian [55]. Therefore, Gaussian smoothing reduces higher spatial frequencies more than the lower spatial frequencies. Gaussian filters are also computationally very efficient

---

**Fig. 2.1**  (a) An image with 2% impulse noise. (b), (c) Noise reduction by median filtering using filters of radius 2 and 4 pixels, respectively.

**Fig. 2.2**  (a) An image containing zero-mean noise. (b), (c) Noise reduction by mean filtering using filters of radius 2 and 4 pixels, respectively.
because they can be separated into 1-D Gaussians, enabling computations in 1-D:

\[
G(x, y) = \frac{1}{2\pi\sigma^2} \exp \left\{ -\frac{x^2 + y^2}{2\sigma^2} \right\}
= \frac{1}{\sqrt{2\pi}\sigma} \exp \left\{ -\frac{x^2}{2\sigma^2} \right\} \times \frac{1}{\sqrt{2\pi}\sigma} \exp \left\{ -\frac{y^2}{2\sigma^2} \right\}
= G(x) \times G(y).
\]

Therefore, instead of smoothing an image with a 2-D Gaussian, the image is smoothed first with a 1-D Gaussian row-by-row and then, with the same 1-D Gaussian, column-by-column. If image size is \(N \times N\), computation of the value at an output pixel using two 1-D convolutions requires \(2N\) multiplications, while computation using a 2-D convolution requires \(N^2\) multiplications.

Computations can be further speeded up if they are carried out in the frequency (Fourier) domain. For instance, to smooth a 1-D image by a Gaussian, the Fourier transform of the image and the Fourier transform of the Gaussian are determined and they are point-by-point multiplied. Then, the inverse Fourier transform of the result is computed to obtain the smoothed image. Assuming a 1-D image contains \(N\) pixels, computation of its Fourier transform by the fast Fourier transform (FFT) takes \(N \log_2 N\) multiplications [46, 75], it takes \(N\) multiplications to compute the filtering operation in the Fourier domain, and finally, it takes \(N \log_2 N\) multiplications to find the inverse Fourier transform of the result by the FFT algorithm. In total, therefore, it takes \(N + 2N \log_2 N\) multiplications to carry out a smoothing. If smoothing is performed directly, computation of each smoothed pixel in the output requires \(N\) multiplications, and since there are \(N\) pixels in the 1-D image, \(N^2\) multiplications are needed. For a 2-D image of size \(N \times N\) pixels, computation using the Fourier transform requires on the order of \(N^2 \log_2 N\) multiplications, while the direct method requires on the order of \(N^3\) multiplications. Calculation of smoothing using the FFT algorithm is faster than that by direct calculation. However, the FFT algorithm requires that dimensions of the image be a power of 2, such as 128 or 256.

If dimensions of an image are not a power of 2, computations cannot be speeded up using the FFT algorithm but, since a Gaussian vanishes exponentially, it can be truncated 3 or 4 standard deviations away from its center without having any noticeable effect on the result. For instance, if smoothing is performed using a Gaussian of standard deviation 1 pixel, it is sufficient to find the weighted average of 9 pixels within a 1-D image to produce a pixel value in the output. For small standard deviations, this direct computation may be faster than computation using the FFT algorithm. One should also notice that Fourier transform assumes that an image is cyclic, that is, the first image row follows the last image row and the first image column is a continuation of the last image column. Therefore, if image intensities near the top and bottom or near the left and right image borders are different, computation of image smoothing by FFT results in artifacts. Therefore, depending on image content, image smoothing using direct computation may be more accurate and faster than computation by the FFT algorithm.
Results of image smoothing using Gaussians of standard deviation 2 and 4 pixels are shown in Fig. 2.3 using direct computation and computation using the FFT algorithm. A clean image is shown in Fig. 2.3a. After adding white noise to it, the image in Fig. 2.3d is obtained. Smoothing this image with Gaussians of standard deviation 2 and 4 pixels by direct computation the images in Figs 2.3b and 2.3c are obtained, and by the FFT algorithm the images in Figs 2.3e and 2.3f, are obtained. Inaccuracies near image borders are evident when computation is carried out in the Fourier domain.

Image smoothing in 3-D is the same as image smoothing in 2-D except that spherical kernels are used instead of circular kernels. If a separable filter, such as a Gaussian, is used, smoothing in 3-D can be achieved by a combination of 1-D filtering operations, first performed row-by-row, then column-by-column, and finally slice-by-slice.

### 2.1.2 Deblurring

Deblurring, also known as inverse filtering, is the process of reducing blur in an image. Deblurring is used to reduce image blur caused by camera defocus. Assuming \( F(u, v) \) and \( G(u, v) \) are the Fourier transforms of image \( f(x, y) \) before and after blurring, and assuming \( H(u, v) \) is the Fourier transform of the blurring source, deblurring is

![Fig. 2.3](image)

**Fig. 2.3**  (a) A noise-free image. (b), (c) Image smoothing by direct computation using Gaussians of standard deviation 2 and 4 pixels. (d) Image (a) after addition of zero-mean noise. (e), (f) Image smoothing using the FFT algorithm with Gaussians of standard deviation 2 and 4 pixels, respectively.
the process of estimating the image before it was blurred from

\[ \hat{f}(x, y) = \mathcal{F}^{-1} \left\{ \frac{G(u, v)}{H(u, v)} \right\}, \tag{2.5} \]

where \( \hat{f}(x, y) \) denotes estimation of image \( f(x, y) \) and \( \mathcal{F}^{-1} \) denotes the inverse Fourier transform [142]. Therefore, if information about the blurring source is known, a blurred image can be sharpened by determining its Fourier transform, dividing it point-by-point by the Fourier transform of the blurring filter, and computing the inverse Fourier transform of the result. Note that inverse filtering is possible only when the Fourier transform of the blurring filter does not contain any zeros.

If the degradation source can be modeled by a rank-one filter, computation of inverse filtering can be achieved efficiently without the Fourier transform. Rank-one operators are those that can be separated into a combination of 1-D operators. For example, operator

\[
T = \begin{bmatrix}
ac & a & ad \\
c & 1 & d \\
bc & b & bd
\end{bmatrix}
\tag{2.6}
\]

can be separated into

\[
r = \begin{bmatrix}
a \\
1 \\
b
\end{bmatrix}
\tag{2.7}
\]

and

\[
s = [c 1 d].
\tag{2.8}
\]

Therefore \( T \) it is a rank-one operator.

Convolving an image with filter \( T \) is the same as convolving the image with filter \( r \) followed by filter \( s \). Similarly, inverse filtering an image with filter \( T \) is the same as inverse filtering the image with \( s \) and then with \( r \). In the following, an efficient algorithm for computing inverse filtering when the filter under consideration is rank-one is described. Computation of inverse filtering for filters of form \( r \) is discussed. Inverse filtering for filters of form \( s \) can be determined by inverse filtering the transpose of the image with the transpose of filter \( s \) and then transposing the obtained result.

Assuming \( f \) is an \( M \times N \) image, convolving the image with filter \( r \) can be written as

\[
g(j) = \mathcal{F}^{-1} \{ \mathcal{F}(f(j)) \cdot \mathcal{F}(r) \} \quad j = 0, \ldots, N - 1
\tag{2.9}
\]

where \( f(j) \) and \( g(j) \) are the \( j \)th columns of the image before and after filtering, respectively. The dot denotes point-by-point multiplication, and \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote Fourier and inverse Fourier transforms, respectively. Now, given the filtered (blurred) image \( g \) and the blurring filter \( r \), the image before blurring is computed from

\[
f(j) = \mathcal{F}^{-1} \left\{ \frac{\mathcal{F}[g(j)]}{\mathcal{F}(r)} \right\} \quad j = 0, \ldots, N - 1
\tag{2.10}
where the division is again point-by-point. For this operation to be possible, none of
the coefficients in the Fourier transform of $r$ should be zero.

For rank-one filters, computation of inverse filtering does not require the use of
Fourier transform. If by convolving image $f$ of size $M \times N$ with filter $r$ image $g$ is
obtained, then

$$g(x, y) = \sum_{i=-1}^{1} r(i) f(x, y+i); \quad x = 0, \ldots, M-1; \quad y = 0, \ldots, N-1; \quad (2.11)$$

where $g(x, y)$ is the $xy$th entry in the convolved image, $r(-1) = a$, $r(0) = 1$, and $r(1) = b$. In this formula, $f(x, -1)$ and $f(x, N)$ are assumed to be zero for
$x = 0, \ldots, M - 1$. These assumptions will result in some inaccuracies in estimations of values at image borders. Formula (2.11) may be written in matrix form by

$g = Bf$, where

$$B = \begin{bmatrix}
1 & b & a \\
a & 1 & b \\
a & a & 1 \\
\end{bmatrix}_{M \times M}. \quad (2.12)$$

Note that matrix $B$ is completely determined when filter $r$ is given. The problem in inverse filtering, therefore, is determining the original image $f$ given the blurred
image $g$. Taking advantage of the special form of matrix $B$, image $f$ can be deter-
mined column by column. Assuming $f(j)$ and $g(j)$ are the $j$th columns of $f$ and $g$, respectively, $f(j)$ can be determined by solving

$$Bf(j) = g(j). \quad (2.13)$$

To solve equation (2.13), $B$ is replaced by $bD$, where

$$D = \begin{bmatrix}
\alpha & 1 & \alpha \\
\beta & \alpha & 1 \\
\beta & \beta & \alpha \\
\end{bmatrix}, \quad (2.14)$$

$\alpha = 1/b$, and $\beta = a/b$. Now, since matrix $D$ can be easily factored into the product of $LU$ [257] with

$$L = \begin{bmatrix}
1 & l_0 & 1 & \ldots & 1 \\
l_1 & l_1 & 1 & \ldots & 1 \\
l_2 & l_2 & 1 & \ldots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
l_{M-2} & l_{M-2} & 1 & \ldots & 1 \\
\end{bmatrix}, \quad (2.15)$$
Fig. 2.4  (a) An outdoor scene image. (b)–(d) Sharpening of the image by inverse filtering using filter $T$ of (2.6) with $a = b = c = d = 0.16, 0.32,$ and $0.48,$ respectively.

$$ U = \begin{bmatrix} u_0 & 1 & 1 & \cdots & 1 \\ u_1 & u_2 & \cdots & \cdots & u_{M-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & u_{M-2} & 1 \\ u_{M-1} & \end{bmatrix}, \quad (2.16) $$

$u_0 = \alpha$, $l_{i-1} = \beta/u_{i-1}$, and $u_i = \alpha - l_{i-1}$, for $i = 1, \ldots, M - 1$, we can rewrite equation (2.13) by

$$ bLUf(j) = g(j). \quad (2.17) $$

In equation (2.17), by forward substitution an unknown vector $Y$ is determined using $LY = g(j)$, and using $bUf(j) = Y$, $f(j)$ is determined by back substitution. Assuming $Y(i)$ is the $i$th element of $Y$, $g(i,j)$ is the $ij$th element of $g$, and $f(i,j)$ is the $ij$th element of $f$, the following algorithm computes $f$ given $g$ and $r$.

Algorithm 2.1: Direct computation of inverse filtering

1:  Determine $L$ and $U$.
2:  For $j = 0, \ldots, N - 1$
2.1: Set $Y(0) = g(0,j)$.
2.2: Compute $Y(i) = g(i,j) - l_{i-1} Y(i-1)$ for $i = 1, \ldots, M - 1$.
2.3: Set $f(M-1,j) = Y(M-1)/b_{M-1}$.
2.4: Compute $f(i,j) = [Y(i)/(b - f(i+1,j))] / u_i$ for $i = (M-2), \ldots, 0$.

Computation of each element of matrix $f$ requires only four multiplications and divisions. It has been shown [257] that the $LU$-decomposition for matrix $D$ exists only when $a, b < 0.5$.

Computation of inverse filtering of an $N \times N$ image by the FFT algorithm takes in the order of $N^2 \log N$ multiplications. Computation of inverse filtering (for a $3 \times 3$ rank-one filter) by Algorithm 2.1 takes in the order of $N^2$ multiplications. For large values of $N$, this computational saving can be significant.

An example of inverse filtering is given in Fig. 2.4. Inverse filtering of image 2.4a using filter $T$ with $a = b = c = d = 0.16$, 0.32, and 0.48 is shown in Figs 2.4b–d. When $a = b = c = d = 0.48$ we see that the amount of deblurring applied to the image is too much, resulting in artifacts.

2.2 IMAGE SEGMENTATION

Image segmentation is the process of partitioning an image into meaningful parts and is perhaps the most studied topic in image analysis. This can be attributed to the importance of segmentation in image analysis and the fact that a universal method does not exist that can segment all images. A method is usually developed taking into consideration the properties of a particular class of images.

Segmentation methods can be grouped into thresholding, boundary detection, and region growing. Thresholding methods assign pixels with intensities below a threshold value into one class and the remaining pixels into another class and form regions by connecting adjacent pixels of the same class. Thresholding methods work well on simple images where the objects and background have different intensity distributions.

Boundary extraction methods use information about intensity differences between adjacent regions to separate the regions from each other. If the intensities within a region vary gradually but the difference of intensities between adjacent regions remains large, boundary detection methods can successfully delineate the regions. Region growing methods form regions by combining pixels of similar properties.

The objective of this section is not to exhaustively review image segmentation methods, but rather to describe a few effective methods that can be used to prepare an image before feature selection.

2.2.1 Intensity thresholding

In image segmentation by thresholding, one or more threshold values are interactively or automatically selected and used to segment an image. When a single threshold value is used, image intensities equal to or greater than it are assigned to one class and the remaining intensities are assigned to another class. Then, regions are formed by connecting adjacent pixels of the same class. Intensity thresholding works well in
images where intensity distributions of the objects and the background are Gaussians and have different means.

Images containing two types of regions, one belonging to the objects and one belonging to the background, produce bimodal histograms. The threshold value is selected at the valley between the two modes. Since a histogram is usually noisy, to avoid selection of a local minimum as the threshold value, the histogram is smoothed before selecting the threshold value. If after smoothing, the valley contains a flat segment, the midpoint in the horizontal segment is taken as the threshold value. If the valley cannot be clearly located, a method to deepen the valley may be used [410, 411]. These methods either do not count pixels with gradient magnitudes above a threshold value, or they count higher-gradient pixels with smaller weights when creating the histogram.

Although some images may contain objects and background that have different Gaussian distributions, if the Gaussians are too close to each other a bimodal histogram may not be obtained. On the other hand, an image containing a complex scene with nonhomogeneous objects may produce a bimodal histogram. Pixels in an image can be randomly rearranged without changing the histogram of the image. Therefore, the intensity at the valley between the two modes in a bimodal histogram may not segment an image properly. A better approach will be to use gradient information to select pixels that belong to region boundaries and use intensities of those pixels to determine the threshold value. The average intensity of high gradient pixels may be used as the threshold value because high-gradient pixels represent the boundaries of objects or their parts. Selection of the right percentage of these high gradient pixels is critical when computing the threshold value [364].

Alternatively, the intensity at which the change in region size becomes minimum can be taken as the threshold value. Region boundaries have high gradients and changing the threshold value corresponding to an intensity at region boundaries will not change the region sizes significantly. To find the threshold value where change in pixel count becomes minimum, the number of pixels falling on one side of a threshold value must be determined and pixel count must be tracked as the threshold value is changed. This process is computationally more expensive than finding the average intensity of high gradient pixels, but the obtained threshold value will be optimal [421].

Examples of image segmentation by intensity thresholding are shown in Fig. 2.5. Figure 2.5a is the same as Fig. 1.1a except that it is smoothed by a Gaussian of standard deviation 1.5 pixels to reduce noisy details in the image. Figure 2.5b shows its histogram. The histogram has three peaks and two valleys. Thresholding this image using the intensity at the valley between the first two peaks results in the segmentation shown in Fig. 2.5c. Using the average intensity of pixels with the highest 5% gradients as the threshold value the segmentation shown in Fig. 2.5d is obtained. Changing the percentage of highest gradient pixels changes the threshold value and that changes the segmentation result. The best threshold value can be considered the one that is shared by most high gradient pixels in the image. Such a threshold value minimally changes the region sizes as the threshold value is changed.
Fig. 2.5  (a) The Landsat MSS image of Fig. 1.1a after smoothing with a Gaussian of standard deviation 1.5 pixels. (b) The histogram of the image. (c) Segmentation using the threshold value corresponding to the valley between the first two modes in the histogram after the histogram is smoothed with a Gaussian of standard deviation 2. (d) Segmentation using a threshold value equal to the average intensity of the highest 5% gradient pixels in the image.

2.2.2 Boundary detection

Boundary contours or edges are significant image features that are needed in various image analysis applications. Edge detection is an efficient means of finding boundaries of objects or their parts in an image. Edges represent sharp changes in image intensities, which could be due to discontinuities in scene reflectance, surface orientation, or depth. Image pixels representing such discontinuities carry more information than pixels representing gradual change or no change in intensities.
Two main approaches to edge detection exist. One approach determines the zero-crossings of the second derivative of image intensities, while the second approach finds locally maximum gradient magnitudes of image intensities in the gradient direction. The zero-crossing method is easier to implement, but it detects a mixture of true and false edges, requiring removal of the false edges by a postprocessing operation. In the following, a number of edge detection methods are reviewed.

2.2.2.1 The Laplacian of a Gaussian edge detector

Edges are considered image pixels where intensity change is locally maximum. Edges in a 1-D image can be found by computing the gradient (first derivative) of the image and locating pixels that have locally maximum gradient magnitudes. An alternative approach is to find the second derivative of the image intensities and locate the zero-crossings. In 2-D, the second derivative is computed by the Laplacian operator, and edges are obtained by finding the Laplacian of an image and locating the pixels that separate positive and negative regions.

The Laplacian operator is defined by \( (\partial^2/\partial x^2 + \partial^2/\partial y^2) \), and the Laplacian of image \( f(x, y) \) is defined by \( (\partial^2 f(x, y)/\partial x^2 + \partial^2 f(x, y)/\partial y^2) \). In the digital domain, the Laplacian can be approximated by

\[
T = \begin{bmatrix}
  0 & -1 & 0 \\
  -1 & 4 & -1 \\
  0 & -1 & 0 
\end{bmatrix}.
\] (2.18)

Operator \( T \) is equivalent to the sum of operators \( r = [-1 \ 2 \ -1]^T \) and \( s = [-1 \ 2 \ -1] \), where \( \tau \) denotes transpose. Therefore, the Laplacian of an image is obtained by convolving the image with \( r \) and \( s \) separately and adding the convolved images together. Also, note that \( [-1 \ 2 \ -1] \) is obtained by convolving the difference operator \( d = [1 \ -1] \) with itself. \( d \) is a difference operator and computes the first derivative of an image horizontally, so \( s \) is a second-derivative operator horizontally. Similarly, we find that \( r \) represents a second-derivative operator vertically.

To avoid detection of noisy edges, an image is smoothed before its Laplacian is computed. Smoothing or convolving an image with a Gaussian and then determining its Laplacian is the same as convolving the image with the Laplacian of Gaussian (LoG). That is,

\[
\text{LoG}[f(x, y)] = \frac{\partial^2 [f(x, y) \ast G(x, y)]}{\partial x^2} + \frac{\partial^2 [f(x, y) \ast G(x, y)]}{\partial y^2} = f(x, y) \ast \frac{\partial^2 G(x, y)}{\partial x^2} + f(x, y) \ast \frac{\partial^2 G(x, y)}{\partial y^2} \quad (2.19)
\]

where \( \ast \) denotes convolution. Since a 2-D Gaussian can be separated into two 1-D Gaussians, to speed up the computations, in formula (2.19), \( G(x, y) \) can be replaced with \( G(x)G(y) \); therefore, the LoG of an image can be computed from

\[
\text{LoG}[f(x, y)] = \frac{\partial^2 G(x)}{\partial x^2} \ast G(y) \ast f(x, y) + G(x) \ast \frac{\partial^2 G(y)}{\partial y^2} \ast f(x, y) \quad (2.20)
\]
Edge detection by the LoG operator was proposed by Marr and Hildreth [261] in a pioneering paper on edge detection.

Zero-crossing edges always produce closed boundaries because they are formed by thresholding a LoG image at zero and finding the boundaries between positive and negative regions. Closed boundaries are very desirable because they often correspond to object boundaries. When a boundary contour breaks into pieces, it becomes difficult to delineate objects or their parts.

The zero-crossings of the second derivative of an image correspond to locally maximum as well as locally minimum gradients. Clark [67] has shown that the zero-crossing pixels that produce first and third derivatives of the same sign correspond to locally minimum gradients and zero-crossings that produce first and third derivatives of different signs correspond to locally maximum gradients. This provides a mechanism for distinguishing true from false edges among the detected zero-crossings.

As the standard deviation of the Gaussian smoother is increased, fewer edges are obtained, and the edge contours become rounder and displace from their true positions. A method known as edge focusing starts by finding edges at a coarse resolution (a rather high standard deviation of Gaussian). The standard deviation of the Gaussian smoother is then gradually reduced while tracking the edges from low to high resolution. The process allows edges to accurately position themselves while avoiding weaker edges entering the picture. It has been shown that if the standard deviation of Gaussians is changed by half a pixel, the edges move by less than a pixel, except near places where edge contours break into two or more contours [28]. Therefore, as the standard deviation of the Gaussian is reduced with half-pixel steps, it is only necessary to search for the new edge positions by searching within a ribbon of width three pixels centered at the old edge contours. An efficient method to track the edges from coarse to fine is described in [154].

An example of edge detection by the LoG operator is shown in Fig. 2.6. The zero-crossings of the image in Fig. 2.6a using a Gaussian of standard deviation 2.5 pixels are shown in Fig. 2.6b. Removing the false edges from among the zero-crossings results in the edges shown in Fig. 2.6c. The arteries, which are the objects of interest, have been detected but some edge contours have become disconnected after removal of the zero-crossings corresponding to locally minimum gradients. As we will see below some of the false edges that connect the true edges are needed to delineate the object boundaries. The edges determined by edge focusing are shown in Fig. 2.6d. Some critical edges are missed here also. The missing edges represent the false edges of the contour segments that break into new segments and displace by more than half a pixel, causing the tracking process to lose them. As a result, a contour is cut at the point it branches to new contours from low to high resolution.

2.2.2.2 Canny edge detector Canny has formulated a procedure that ensures 1) good detection, 2) good localization, and 3) a single response to a true edge [51]. Criterion one ensures that the edge detector has a low probability of missing a real edge and a low probability of detecting a false edge. Criterion two ensures that the
Fig. 2.6  (a) An X-ray angiogram. (b) Zero-crossing edges obtained by the LoG operator of standard deviation 2.5 pixels. (c) Zero-crossings after removal of the false edges. (d) Edges determined by edge focusing starting from $\sigma = 5$ pixels and stopping at $\sigma = 2.5$ pixels with half-pixel steps and after removal of false edges.

edge detector positions an edge as close as possible to the center of the real edge. Criterion three ensures that only one edge is obtained per a true edge. Canny finds that the edge detector satisfying the three criteria can be approximated by detecting locally maximum gradient magnitudes in the gradient direction. The Canny edges of Fig. 2.6a are shown in Fig. 2.7 using a Gaussian of standard deviation 2.5 pixels.

Representing gradient magnitudes in an image as elevations in a terrain scene, locally maximum gradient magnitudes correspond to the ridge points. All ridge points, however, do not correspond to locally maximum gradients in the gradient direction. Some correspond to locally minimum gradients. Note that the gradient
directions at two sides of a ridge point have opposite signs and the gradient magnitudes at ridge points vary rather slowly. When walking along a ridge contour, if change in the gradient of the ridge contour is greater than the gradient in the direction normal to it, the edge contour representing the ridge will not be detected and the edge contour will be fragmented. To avoid an edge contour from being fragmented, locally minimum gradients that are connected from both sides to locally maximum gradients should also be considered as edges and kept [95].

An example demonstrating this phenomenon is shown in Fig. 2.8. Suppose image 2.8a represents the gradient magnitudes of an image. Clearly, one closed edge contour should be obtained from this image. However, by labeling pixels with locally maximum gradients in the gradient direction as the edges, the edges shown in Fig. 2.8b are obtained. Representing the intensities as elevations, the 3-D elevation map shown in Fig. 2.8c is obtained. Although ridges in this image should be detected as edges, the ridge points do not represent locally maximum gradients in the gradient direction. Therefore, when only locally maximum gradients in the gradient direction are detected, some critical edges are missed, causing a boundary contour to break. By considering locally minimum gradients that are connected from both sides to locally maximum gradients as edges, the edge contour in Fig. 2.8d is obtained. This edge contour now represents the intended boundary more accurately than the fragmented edge contours shown in Fig. 2.8b.

2.2.2.3 Edge detection by intensity ratios A 2-D image represents the projection of a 3-D scene onto a plane, recording intensities proportional to brightnesses in the scene. Perceived brightness at a point depends on the illumination as well as the reflectance and orientation of the surface at the point. Therefore, recorded intensity
Fig. 2.8  (a) A synthetic gradient image with a clear region boundary. (b) The Canny edges, representing locally maximum gradients in the gradient direction. (c) Image (b) when intensities are considered as elevations. (d) The ridge contour of (c).

$f$ at point $(x, y)$ can be described by [192]

$$f(x, y) = i(x, y)r(x, y)\cos \theta(x, y),$$

(2.21)

where $i(x, y)$ is the illumination at the scene point whose projection in the image is point $(x, y)$, and $r(x, y)$ and $\theta(x, y)$ are the reflectance and the angle of the surface normal with the direction of light. All these factors contribute to the recorded intensities; however, edges separating objects from each other and from the background, correspond to scene points where reflectance and surface normals change sharply. In the following, we will refer to metric $r(x, y)\cos \theta(x, y)$ as the surface property and
will denote it by \(p(x, y)\). Therefore, formula (2.21) can be written as

\[
f(x, y) = i(x, y)p(x, y),
\]

(2.22)

where \(f(x, y)\) is the recorded intensity at location \((x, y)\) in an image, \(i(x, y)\) is the scene illumination reaching the surface point whose projection in the image is \((x, y)\), and \(p(x, y)\) is the property of the surface at \((x, y)\).

Intensity gradient in the \(x\) direction at point \((x, y)\) can be computed from

\[
D_x[f(x, y)] = \frac{\partial f(x, y)}{\partial x} = \frac{f(x + \Delta x, y) - f(x, y)}{\Delta x}.
\]

(2.23)

The intensity gradient between two points separated by \(\Delta x\) is computed from the difference of intensities at the two points. Substituting relation (2.22) into relation (2.23) and letting \(\Delta x = 1\), we obtain

\[
D_x[f(x, y)] = i(x + 1, y)p(x + 1, y) - i(x, y)p(x, y).
\]

(2.24)

Now, if two points separated by a small distance in an image receive about the same illumination, that is, if

\[
i(x + 1, y) \approx i(x, y),
\]

(2.25)

then relation (2.24) can be approximated by

\[
D_x[f(x, y)] = i(x, y)[p(x + 1, y) - p(x, y)].
\]

(2.26)

If relation (2.26) is used to compute gradients at points \(x_1\) and \(x_2\) in an image, we obtain

\[
D_x[f(x_1, y)] = i(x_1, y)[p(x_1 + 1, y) - p(x_1, y)]
\]

(2.27)

and

\[
D_x[f(x_2, y)] = i(x_2, y)[p(x_2 + 1, y) - p(x_2, y)],
\]

(2.28)

respectively. When surface properties at \((x_1, y)\) and \((x_2, y)\) are the same and surface properties at \((x_1 + 1, y)\) and \((x_2 + 1, y)\) are the same also, we expect that gradients at \(x_1\) and \(x_2\) be the same. However, we see that if illuminations at \((x_1, y)\) and \((x_2, y)\) are different, gradients at \((x_1, y)\) and \((x_2, y)\) will be different too. If, instead of intensity
differences, intensity ratios are used as the metric to characterize scene changes, we will have

\[ R_x[f(x_1, y)] = \frac{f(x_1 + 1, y)}{f(x_1, y)} = \frac{i(x_1 + 1, y)p(x_1 + 1, y)}{i(x_1, y)p(x_1, y)}. \]  

(2.29)

In image areas where relation (2.25) holds, we can approximate relation (2.29) by

\[ R_x[f(x_1, y)] = \frac{p(x_1 + 1, y)}{p(x_1, y)}. \]  

(2.30)

Similarly, the property ratio at point \((x_2, y)\) is determined from

\[ R_x[f(x_2, y)] = \frac{p(x_2 + 1, y)}{p(x_2, y)}. \]  

(2.31)

As can be observed, if surface property at \((x_1, y)\) is the same as that at \((x_2, y)\) and the surface property at \((x_1 + 1, y)\) is the same as that at \((x_2 + 1, y)\), we will find \(R_x[f(x_1, y)] = R_x[f(x_2, y)]\). Therefore, metric \(R\), which depends only on surface property (surface reflectance and surface normal), more accurately characterizes scene content than metric \(D\), which depends on both surface property and scene lighting.

\(D_x\) is the intensity gradient in the \(x\) direction. We will refer to \(R_x\) as the property ratio in the \(x\) direction. A positive intensity gradient shows change in intensities in one direction, while a negative intensity gradient shows change in intensities in the opposite direction. A zero gradient shows no change in intensities. The property ratio, however, is always positive. Values greater than 1.0 show change in surface properties in one direction while values less than 1.0 show change in surface properties in the opposite direction. A ratio of 1.0 shows no change in surface properties. Locally maximum intensity gradients were called intensity edges. We will refer to locally maximum property ratios that are greater than 1.0 and locally minimum property ratios that are less than 1.0 as the property edges. In practice, we will replace property ratios that are less than 1.0 with their inverses and determine the local maxima of obtained values to detect the property edges, therefore, in the following we assume \(R_x \geq 1\).

In many situations, intensity edges are the same as property edges, but they are not always the same. For instance, consider the 1-D image \([18 \ 16 \ 13 \ 9 \ 6 \ 3 \ 2 \ 2]\). The gradient magnitudes of this image computed by intensity differences (with \(\Delta x = 1\)) are \([2 \ 3 \ 4 \ 3 \ 3 \ 1 \ 0]\), while the gradients of the image computed from intensity ratios are \([1.1 \ 1.2 \ 1.4 \ 1.5 \ 2 \ 1.5 \ 1]\). The position of the intensity edge is at the third point, while the position of the property edge is at the fifth point.

The intensity ratio method not only produces edges that are more representative of discontinuities in surface properties compared to the intensity difference method, but it also produces edges that are less sensitive to noise. Since noise is usually additive,
in a homogeneous area where intensity variations are mainly due to noise, the output from operator $D_x$ will be mostly due to noise, while the output from operator $R_x$ will depend on the noise as well as the signal.

Edges computed from intensity ratios partition an image into surfaces of different properties as they do not depend on scene illumination. However, on shadow boundaries where relation (2.25) does not hold, detected edges do not represent change in surface properties and represent the shadow boundaries. Gershon et al. [141] have developed a method for separating edges representing changes in surface material from edges representing changes in scene illumination (shadow boundaries) in color images.

Note that when metric $R_x$ is greater than one, by taking the logarithm of both sides of relation (2.30) and replacing $x_1$ with $x$, we obtain

$$\log R_x [f(x, y)] = \log \frac{p(x + 1, y)}{p(x, y)}$$

(2.32)

$$= \log \frac{i(x + 1, y)p(x + 1, y)}{i(x, y)p(x, y)}$$

(2.33)

$$\approx \log \frac{f(x + 1, y)}{f(x, y)}$$

(2.34)

$$= \log f(x + 1, y) - \log f(x, y)$$

(2.35)

$$= \frac{\partial [\log f(x, y)]}{\partial x}. \quad (2.36)$$

Since local maxima of $R_x [f(x, y)]$ are the same as local maxima of $\log R_x [f(x, y)]$ when $R_x > 1$, relation (2.36) states that edges determined by intensity ratios are the same as edges determined by the difference of the logarithm of the intensities.

Measurements on simple animal eyes have shown that relation between the light intensity input to visual receptors and the neural output level is approximately logarithmic [76, 367]. Experimental results on the human visual system have also shown a logarithmic sensitivity to light intensity [201, 418]. From relation (2.36) we can conclude that edges determined by intensity ratios are similar to edges perceived by biological vision systems.

The above discussions focused on computation of gradients in surface property in the $x$ direction. Gradients in surface property in the $y$ direction can be determined similarly, and gradients in surface property in an arbitrary direction will be a vector with $x$ and $y$ components, representing property changes along $x$ and $y$ directions. When an image is noisy or contains small details, the image should be smoothed before computing the gradients. Edges are located by finding the local maxima of property changes in the direction of maximum change. This procedure is similar to that of the Canny edge detector with the exception that, instead of using intensity differences, intensity ratios are used to compute gradients. To determine edges corresponding to the zero-crossings of the second derivative of surface properties, first, an image $f$ is convolved with the positive part of the LoG operator (see Fig. 2.9b) to obtain an
image, which we denote by \( f_1 \). Then image \( f \) is convolved with the negative part of the LoG operator (see Fig. 2.9c). The negative part of LoG should be inverted so that all values become positive. Let’s call the obtained image \( f_2 \). The logarithm of the ratio of \( f_1 \) and \( f_2 \) is computed at each pixel and the zero-crossings of the result are located to find the edges.

An example of edge detection by intensity ratios using the X-ray angiogram of Fig. 2.6a is shown in Fig. 2.10a. Edges detected by intensity differences are depicted in Fig. 2.10c. We see that arterial edges are more thoroughly detected by intensity ratios than by intensity differences. Removing the weakest 70% of edges in both cases, the edges shown in Figs 2.10b and 2.10d are obtained. We see that more edges in dark areas are detected by intensity ratios, while more edges in bright areas are detected by intensity differences. In this particular image, edges detected by intensity ratios delineate the objects of interest, which are the arteries, better than the edges detected by intensity differences.

2.2.2.4 Edge detection by curve fitting  

Curves are particularly useful if the ultimate objective in edge detection is to find the locally maximum curvature points or inflection points in region boundaries. In a method described by Goshtasby [155], gradient magnitude at each pixel is determined and connected pixels with gradient magnitudes above a threshold value are formed into regions. The regions are partitioned into elongated subregions and a curve is fitted to each subregion.

Consider a region that is formed by high-gradient pixels in an image. The region may correspond to a complex structure with many branches and loops. First, such a region is subdivided into simple ones, each containing only very short branches. Then, a curve is fitted to pixels within each simple region.

A region is reduced to a minimum-spanning tree (MST) [316] and tree branches that are longer than a threshold value are cut off. Each obtained branch is treated like a new tree and the subdivision is repeated until all trees have a trunk with branches that are shorter than a threshold value. A curve is then fitted to points in each simple tree trunk.
Since the distance from a pixel to pixels to its left, right, above, and below is the same, many MSTs can be obtained from a single region. In order to obtain MSTs with trunks representing the spines of trees, the gradients and intensities of pixels are taken into consideration when choosing the MST edges. An MST is grown gradually, starting from a single pixel until all pixels in a region are included. At any stage, the procedure that selects the next pixel in a region among the unprocessed ones takes the pixel which is the closest to the MST. If two or more pixels can be selected as the next MST vertex, the pixel with the highest gradient magnitude is chosen. Choosing MST vertices in this manner will ensure that pixels with locally-maximum gradient magnitudes form the spine in a region.
If a pixel is of the same distance to two or more MST vertices, it could be connected to the MST in two or more different ways. In such a situation, the pixel is connected to the MST vertex that produces the largest absolute intensity difference between the two points. Selecting MST edges in this manner will ensure that branches are connected to the spine in the direction of the maximum gradient.

A complex region may have an MST that has many branches. In order to obtain longer curve segments, the maximal path (longest path) in the MST is determined. Then, branches connected to the maximal path that are longer than a threshold value are cut off. A branch is treated like a new tree, and if it has long branches, they are recursively cut until all trees have a trunk with branches that are shorter than a threshold value.

Given a set of pixels \( \{ V_i : i = 1, \ldots, n \} \) representing a region, it is required that the order in which the curve approximates the points be determined. In a parametric curve, this ordering is provided by the nodes of the curve: \( \{ u_i : i = 1, \ldots, n \} \). The nodes of a curve show the positions of the curve’s basis functions in the parameter space. Node \( u_i \) shows the parameter value at which the effect of the \( i \)th pixel is maximum on the curve. The nodes of a curve are determined such that the effect of a pixel is maximum at the curve point closest to it. If the curve is given, the curve point closest to a pixel can be determined. However, since a curve cannot be generated before its nodes are determined, the maximal path (spine) of the MST of a region is used as an approximation to the curve and the nodes are estimated. For points that lie on the maximal path, their distances to one end of the path are divided by the length of the path and used as the nodes. For points that are not on the maximal path, their projections to the path (points on the path closest to them) are determined and distances of the projections to the same end of the path are divided by the length of the maximal path to obtain the nodes. Estimating the nodes in this manner ensures that the effect of a pixel becomes maximum at the curve point closest to it.

Because an MST cannot contain loops, the procedure described above will replace a closed boundary by an open curve. In order to avoid that, whenever two branch end-points in an MST are adjacent, they are connected and a closed curve is fitted to it. Branches attached to the spine which are longer than a threshold value are again cut off and treated like new trees.

A curve formulation that can approximate a large number of points without solving a system of equations is the rational Gaussian (RaG) formulation defined by [153]

\[
P(u) = \sum_{i=1}^{n} V_i g_i(u) \tag{2.37}
\]

where \( V_i \) is the \( i \)th control point (pixel in a region),

\[
g_i(u) = \frac{W_i G_i(u)}{\sum_{j=1}^{n} W_j G_j(u)} \tag{2.38}
\]
is the $i$th blending function of the curve, $W_i$ is the weight (gradient magnitude) associated with the $i$th pixel, and

$$G_i(u) = e^{-(u-u_i)^2/2\sigma^2}$$

(2.39)

is a Gaussian of height one, and $u_i$ in formula (2.39), known as the $i$th node of the curve, is the parameter value at which the $i$th blending function is centered. $\sigma$ is the standard deviation of the Gaussians and shows the smoothness of the curve. The standard deviation $\sigma$ and parameter $u$ are measured with the same unit.

Formulas (2.37)–(2.39) show an open curve. To obtain a closed curve, formula (2.39) is replaced with

$$G_i(u) = \sum_{j=-\infty}^{\infty} e^{-(u-(u_i+j))^2/2\sigma^2}.$$ 

(2.40)

The infinity in this formula comes from the fact that a Gaussian extends from $-\infty$ to $+\infty$ and when a curve is closed, it makes infinite cycles. A Gaussian, however, approaches zero exponentially and in practice the infinity may be replaced by a small number. Assuming the accuracy of a computer is $\epsilon$ and the standard deviations of all Gaussians are equal to $\sigma$, we find

$$-\left\lceil \sigma \sqrt{-2\ln \epsilon} \right\rceil \leq j \leq \left\lceil \sigma \sqrt{-2\ln \epsilon} \right\rceil.$$ 

(2.41)

In digital images, it has been shown [155] that it is sufficient to vary $j$ in the range [-5,5]. Using larger values of $j$ will not change the curve fitting result.

A nice property of this curve is that it does not require the solution of a system of equations to obtain it. A curve is immediately obtained by substituting the coordinates of given points into relations (2.37)–(2.39). The standard deviation of Gaussians in this formula controls the smoothness of the obtained curve. This is because the Fourier transform of a Gaussian in the spatial domain is another Gaussian in the frequency domain [55] and, as the standard deviation of the Gaussian in the spatial domain is increased, the standard deviation of the Gaussian in the frequency domain decreases, showing that the obtained curve will have smaller high-spatial-frequency coefficients. Since a curve with smaller high-spatial-frequency coefficients implies a smoother curve, we can conclude that as the standard deviation of Gaussians increases, a smoother curve is generated. Hence, the ability to vary the standard deviation of Gaussians makes it possible to control the smoothness of generated edge contours.

The weight at a control point determines the degree of importance of that point with respect to others in defining a curve. The weight at a point may be set to the gradient magnitude at the point to ensure that the obtained curve passes closer to points with higher gradient magnitudes.

Since images come from a variety of scanners, have different levels of noise, and are in different resolutions, the employed edge detection method should have
parameters that can be adjusted to these image variations. This curve-fitting method has three parameters that can be varied to meet these needs.

1. The gradient threshold $g$, which selects the pixels in a region.
2. The maximum branch-length $l$, which ensures that a curve is fitted to a tree with only small branches. This threshold value also removes noisy regions that contain fewer than $l$ pixels.
3. The standard deviation of Gaussians $\sigma$, which controls the smoothness of the obtained curves.

When selecting the gradient threshold value, the degree of detail in an image should be taken into consideration. In a noisy image, the threshold value should be increased to avoid detection of noisy edges. In a blurred image, the threshold value should be decreased to pick up low-gradient region boundaries. As the gradient threshold is decreased, the number of points used in curve fitting increases, slowing down the edge detection process. As the gradient threshold is increased, the process becomes faster but some of the edge contours become disconnected.

The maximum branch length in a tree determines the positional accuracy of an obtained curve. An MST with long branches will produce a curve that may not reconstruct local image details well. On the other hand, if very small branches are cut off, very short curve segments will be obtained. A textured image containing a lot of details requires a small threshold value so that image details are not averaged. A blurred image containing thick region boundaries requires a large threshold value so that multiple contours are not generated for the same region boundary.

The standard deviation of Gaussians determines the smoothness of obtained curves. If $\sigma$ is too large, edge contours with sharp corners cannot be reproduced. On the other hand, if $\sigma$ is too small, unwanted noisy details may appear in a generated contour. For a noisy image, a larger $\sigma$ should be used to avoid detection of noisy edges. For a high-contrast image with very little noise, a smaller $\sigma$ should be used to allow a curve to reproduce sharp corners.

An example of edge detection by curve fitting is shown in Fig. 2.11b. The gradient threshold value was 10, branches in a tree containing more than 10 pixels were cut off and treated as new trees, regions containing fewer than 10 pixels were considered noise and removed from the image, and the standard deviation of the Gaussian was 2 pixels. Edges obtained by the LoG operator with $\sigma = 2$ pixels and gradient magnitudes greater than ten are shown in Fig. 2.11d. Comparing edges determined by curve fitting and by the LoG operator, we see that edges detected by curve fitting are longer and smoother, while edges obtained by the LoG operator are better positioned. Since edge contours obtained by curve fitting are in continuous form, it is possible to generate them in an arbitrary scale.

### 2.2.2.5 Edge detection by functional approximation

In this method an image is considered a single-valued surface and the local shape of the surface is approximated by a biquadratic patch. Gradients of the patches are then determined and edges are located at locally maximum gradients in the gradient direction. A biquadratic patch is fitted to intensities in a $3 \times 3$ neighborhood centered at each pixel by the least-squares
Fig. 2.11  (a) A Landsat TM image. (b) Edges detected by curve fitting using gradient threshold 10, minimum branch length 10 pixels, and $\sigma = 2$ pixels. (c) The edges are overlaid with the image to evaluate the quality of detected edges. (d) Edges detected by the LoG operator with gradient threshold 10 and $\sigma = 2$ pixels.

method. Since the shape of a patch is independent of the position of the $3 \times 3$ window and depends only on the intensity arrangements in it, the window is assumed to be centered at $(0, 0)$. So, biquadratic surface

$$S(x, y) = a + bx + cy + dx + ex^2 + fy^2$$  \hspace{1cm} (2.42)

is fitted to

$$\{[x, y, f(x, y)] : x = -1, 0, 1; y = -1, 0, 1\}$$  \hspace{1cm} (2.43)
by minimizing

\[
E_2 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} [S(x, y) - f(x, y)]^2
\]

\[
= \sum_{x=-1}^{1} \sum_{y=-1}^{1} \left[ a + bx + cy + dxy + ex^2 + fy^2 - f(x, y) \right]^2, \tag{2.44}
\]

where \( f(x, y) \) denotes the intensity at \((x, y)\). To find parameters \(a\) through \(f\) that minimize \(E_2\), we find partial derivatives of \(E_2\) with respect to the parameters, set them equal to zero, and solve the obtained system of linear equations. Since

\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} 1 = 9; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} x = 0;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} y = 0; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} xy = 0;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} xy^2 = 0; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} x^2y = 0;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} x^3 = 0; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} y^3 = 0;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} x^3y = 0; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} xy^3 = 0;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} x^2y^2 = 4; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} x^2 = 6;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} y^2 = 6; \quad \sum_{x=-1}^{1} \sum_{y=-1}^{1} x^4 = 6;
\]
\[
\sum_{x=-1}^{1} \sum_{y=-1}^{1} y^4 = 6; \tag{2.45}
\]

and letting

\[
B_1 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} f(x, y); \quad B_2 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} xf(x, y);
\]
\[
B_3 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} yf(x, y); \quad B_4 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} xyf(x, y);
\]
\[ B_5 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} x^2 f(x, y); \quad B_6 = \sum_{x=-1}^{1} \sum_{y=-1}^{1} y^2 f(x, y); \]

we obtain

\[
\begin{bmatrix}
9 & 0 & 0 & 0 & 6 & 6 \\
0 & 6 & 0 & 0 & 0 & 0 \\
0 & 0 & 6 & 0 & 0 & 0 \\
0 & 0 & 4 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 6 & 4 \\
6 & 0 & 0 & 0 & 4 & 6 \\
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c \\
d \\
e \\
f \\
\end{bmatrix}
= \begin{bmatrix}
B_1 \\
B_2 \\
B_3 \\
B_4 \\
B_5 \\
B_6 \\
\end{bmatrix},
\]

which produces the following solution:

\[ a = (5B_1 - 3B_5 - 3B_6)/9; \quad b = B_2/6; \]
\[ c = B_3/6; \quad d = B_4/4; \]
\[ e = B_5/2 - B_1/3; \quad f = -B_1/3 + B_6/2. \]

The relations in (2.48) describe coefficients \(a\)–\(f\) in terms of the intensities of the pixels within a 3 \(\times\) 3 window. The gradients of the patch in \(x\) and \(y\) directions are

\[ S_x(x, y) = b + dy + 2ex, \quad (2.49) \]
\[ S_y(x, y) = c + dx + 2fy. \quad (2.50) \]

At the center of the patch, gradients along \(x\) and \(y\) are obtained by setting \(x = 0\) and \(y = 0\) in equations (2.49) and (2.50). Doing so, we obtain \(S_x = b\) and \(S_y = c\). Therefore, gradient magnitude and gradient direction at the center of the patch are \(\sqrt{b^2 + c^2}\) and \(\tan^{-1}(c/b)\), respectively.

Now, since

\[ S_{xx}(x, y) = 2e, \quad (2.51) \]
\[ S_{yy}(x, y) = 2f, \quad (2.52) \]

the Laplacian of the patch is obtained from

\[ S_{xx}(x, y) + S_{yy}(x, y) = 2(e + f). \quad (2.53) \]

To find the zero-crossings of the Laplacian of the image, coefficients of the patch approximating each 3 \(\times\) 3 neighborhood are computed and the zero-crossings of \((e + f)\) are located. To distinguish the zero-crossings that correspond to locally maximum gradients from the zero-crossings that correspond to locally minimum gradients, at each zero-crossing point, the gradient magnitudes at both sides of the zero-crossing in the gradient direction are determined. If the gradient at the zero-crossing is larger than those at its two sides, then the zero-crossing represents a locally maximum gradient;
otherwise, it represents a locally minimum gradient. Since the neighborhood over which a patch is determined is very small, noisy edges may be obtained. To avoid detection of noisy edges, an image is first smoothed before approximating it locally by biquadratic functions. To avoid detection of edges corresponding to the discrete nature of image intensities, it is important that all computations, including smoothing, are performed using floating-point numbers.

Although it is required to fit a biquadratic surface to each $3 \times 3$ neighborhood, because the coefficients of the surface are determined by a small number of multiplications as demonstrated in (2.48), it takes in the order of $N^2$ multiplications to find the zero-crossing edges for an image of size $N \times N$ pixels. This computation does not include the time needed to smooth the image.

An example of edge detection by functional approximation is shown in Fig. 2.12. Figure 2.12a shows the zero-crossing edges of the X-ray angiogram in Fig. 2.6a obtained by functional approximation. The image was smoothed with a Gaussian of standard deviation 2.5 pixels before determining its edges. Removing the weak edges, the image shown in Fig. 2.12b is obtained. The quality of edges detected by functional approximation are similar to those detected by the LoG operator.

### 2.2.2.6 Edge detection in 3-D images

The procedure for detecting edges in 3-D closely follows that in 2-D. The LoG operator in 3-D is computed from

$$
\text{LoG} \left[ f(x, y, z) \right] = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) G(x, y, z) * f(x, y, z)
$$

$$
= \frac{\partial^2 G(x)}{\partial x^2} * G(y) * G(z) * f(x, y, z)
$$
\[ + \frac{\partial^2 G(y)}{\partial y^2} * G(x) * G(z) * f(x, y, z) \]
\[ + \frac{\partial^2 G(z)}{\partial z^2} * G(x) * G(y) * f(x, y, z). \]  
(2.54)

Edges are considered to be voxels representing the boundary between positive and negative regions in the 3-D LoG image. To detect the edges, the LoG image is scanned in \( x, y, \) and \( z \) directions separately and changes in the sign of image values are detected and marked as edges. Since zero-crossings most often fall between image voxels, their positions can be determined with subvoxel accuracy. If subvoxel accuracy is not required, the magnitude of the LoG values of two adjacent voxels that have different signs are compared and the voxel with the smaller magnitude LoG is taken to represent the zero-crossing edge.

Zero-crossing edges correspond to locally maximum as well as locally minimum gradients and locally minimum gradients represent false edges. Since false edges usually have small gradient magnitudes, by removing edges with gradient magnitudes below a threshold value, false edges as well as weak edges can be removed from an image.

The Canny edge detector in 3-D requires the computation of the 3-D gradients and the location of voxels that have locally maximum gradient magnitudes in the gradient direction. Gradients in 3-D represent 3-D vectors with three components. Assuming an image should be smoothed with a 3-D Gaussian \( G(x, y, z) \) before computing its gradient, the three components of a gradient vector are obtained from

\[ f_x(x, y, z) = \frac{\partial G(x, y, z) * f(x, y, z)}{\partial x} \]
\[ = \frac{\partial G(x, y, z)}{\partial x} * f(x, y, z) \]
\[ = \frac{\partial G(x)}{\partial x} * G(y) * G(z) * f(x, y, z), \]  
(2.55)

\[ f_y(x, y, z) = \frac{\partial G(y)}{\partial y} * G(x) * G(z) * f(x, y, z), \]  
(2.56)

\[ f_z(x, y, z) = \frac{\partial G(z)}{\partial z} * G(x) * G(y) * f(x, y, z). \]  
(2.57)

The gradient magnitude at \((x, y, z)\) is obtained from

\[ M(x, y, z) = \left\{ [f_x(x, y, z)]^2 + [f_y(x, y, z)]^2 + [f_z(x, y, z)]^2 \right\}^{\frac{1}{2}} \]  
(2.58)

and gradient direction at \((x, y, z)\) is a unit vector with components

\[ \mathbf{u}(x, y, z) = \left( \frac{f_x(x, y, z)}{M(x, y, z)}, \frac{f_y(x, y, z)}{M(x, y, z)}, \frac{f_z(x, y, z)}{M(x, y, z)} \right). \]  
(2.59)
Note that convolutions in 2-D as well as in 3-D are performed by a combination of 1-D convolutions to achieve high speed.

Intensity ratio edges in 3-D are obtained by convolving the positive and negative parts of operator

\[
\frac{\partial^2 G(x)}{\partial x^2} \ast G(y) \ast G(z) + \frac{\partial^2 G(y)}{\partial y^2} \ast G(x) \ast G(z) + \frac{\partial^2 G(z)}{\partial z^2} \ast G(x) \ast G(y)
\] (2.60)

separately with the image, creating two images, and then finding the ratio of the images point by point. The process closely follows that described for 2-D images.

Edge contours in 2-D become edge surfaces in 3-D, so edge detection by curve fitting becomes edge detection by surface fitting. Edges in 3-D, however, form complex surface structures, which cannot easily be represented by parametric surfaces. Edge detection in 3-D by surface fitting is possible if implicit surfaces are used \([34, 292]\). For images containing simple objects with spherical or cylindrical topologies, superquadrics \([21]\), hyperquadrics \([69]\), and rational Gaussian surfaces \([165]\) have been used.

By considering a 3-D image as discrete samples from a continuous volume, the continuous volume within a \(3 \times 3 \times 3\) neighborhood can be approximated by a triquadratic function by the least-squares method. The gradient magnitude and gradient direction at each image voxel can then be estimated from the gradient magnitude and gradient direction at \((x = 0, y = 0, z = 0)\) of the function. This process will find edges that correspond to image voxels with locally-maximum gradient magnitudes in the gradient direction. Note that since triquadratic functions are fitted to very small neighborhoods, to avoid detection of noisy edges, it is important that the image is smoothed with a Gaussian before carrying out functional approximation.

Examples of 3-D edges are shown in Fig. 2.13. Edges determined by the LoG operator with a Gaussian of standard deviation 2 voxels are shown in Fig. 2.13b. The weakest 70% of the edges have been removed. Canny edges obtained using a Gaussian of standard deviation 2 voxels and interactively removing the weak edges are shown in Fig. 2.13c. Figure 2.13d shows edges obtained by the intensity ratios. Again, the standard deviation of the Gaussian smoother was 2 pixels and the weak edges were interactively removed to keep the same number of edges as those found by the Canny method and the LoG operator. The majority of edges determined by the three methods are the same. There are some differences between the edges detected by the three methods.

### 2.2.2.7 Edge detection in color images

In gray scale images, sharp changes in intensities are considered edges. In color images, sharp changes in color values are considered edges. In a color image, three color values are present at each pixel; therefore, edge detection requires the detection of sharp changes in a 3-D vector field over a plane. Denoting color gradients in \(x\) and \(y\) directions by \(\mathbf{u}(x, y)\) and \(\mathbf{v}(x, y)\), respectively, we have

\[
\mathbf{u}(x, y) = \frac{\partial R(x, y)}{\partial x} \mathbf{r} + \frac{\partial G(x, y)}{\partial x} \mathbf{g} + \frac{\partial B(x, y)}{\partial x} \mathbf{b},
\] (2.61)
Fig. 2.13  (a) A volumetric MR brain image. The upper-left window shows three orthogonal cross-sections of the image in 3-D and the upper-right, lower-left, and lower-right windows show the three cross-sections in 2-D. (b)–(d) Edges detected by the LoG operator, the Canny method, and the intensity ratios, respectively. In all cases, the standard deviation of the Gaussian smoother was 2 pixels, and weak edges were interactively removed to keep about the same number of edges by the three methods.

\[
v(x, y) = \frac{\partial R(x, y)}{\partial y}\mathbf{r} + \frac{\partial G(x, y)}{\partial y}\mathbf{g} + \frac{\partial B(x, y)}{\partial y}\mathbf{b},
\]

(2.62)

where \(R(x, y), G(x, y),\) and \(B(x, y)\) are the red, green, and blue color values at pixel \((x, y)\) and \(\mathbf{r}, \mathbf{g},\) and \(\mathbf{b}\) are unit vectors along red, green, and blue axes in the 3-D color space. Gradient direction at \((x, y)\) is considered to be the direction \(\theta(x, y)\) that maximizes [98]

\[
F(x, y) = [u(x, y) \cos \theta(x, y) + v(x, y) \sin \theta(x, y)]^2.
\]

(2.63)
The maximum $\theta(x, y)$ can be obtained by finding the derivative of $F(x, y)$ with respect to $\theta(x, y)$, setting it to zero, and solving for $\theta(x, y)$. Doing so,

$$\theta(x, y) = 0.5 \tan^{-1} \left( \frac{2u(x, y) \cdot v(x, y)}{u(x, y) \cdot u(x, y) - v(x, y) \cdot v(x, y)} \right)$$  \hspace{1cm} (2.64)

is obtained, where $\cdot$ denotes inner product; that is,

$$u(x, y) \cdot u(x, y) = \left| \frac{\partial R(x, y)}{\partial x} \right|^2 + \left| \frac{\partial G(x, y)}{\partial x} \right|^2 + \left| \frac{\partial B(x, y)}{\partial x} \right|^2, \hspace{1cm} (2.65)$$

$$v(x, y) \cdot v(x, y) = \left| \frac{\partial R(x, y)}{\partial y} \right|^2 + \left| \frac{\partial G(x, y)}{\partial y} \right|^2 + \left| \frac{\partial B(x, y)}{\partial y} \right|^2, \hspace{1cm} (2.66)$$

Fig. 2.14  (a) A color image of an outdoor scene. (b) The luminance component of the image. (c) Edges of the color image. (d) Edges of the luminance image. (See also color plate section.)
\[ \mathbf{u}(x, y) \cdot \mathbf{v}(x, y) = \frac{\partial R(x, y)}{\partial x} \frac{\partial R(x, y)}{\partial y} + \frac{\partial G(x, y)}{\partial x} \frac{\partial G(x, y)}{\partial y} \]

\[ + \frac{\partial B(x, y)}{\partial x} \frac{\partial B(x, y)}{\partial y}. \]  

(2.67)

Once the gradient direction at \((x, y)\) is determined, the square-root of the quantity on the right hand side of equation (2.63) will show the gradient magnitude at \((x, y)\).

Knowing the gradient direction and gradient magnitude at each image pixel, the edges are detected by locating image pixels with locally maximum gradient magnitudes in the gradient direction.

An example of edges determined in this manner in a color image is shown in Fig. 2.14. The original image is shown in Fig. 2.14a and the obtained edges are shown in Fig. 2.14c. The luminance component of the color image obtained by averaging the red, green, and blue components is shown in Fig. 2.14b, and edges of the luminance image obtained by locating locally maximum gradients in the gradient direction are shown in Fig. 2.14d. We see that color edges pick up sharp changes in chroma in addition to sharp changes in luminance. Color edges separate adjacent regions with significant color differences.

2.3 SUMMARY

There is often a need to preprocess images before registration. Noise reduction and the removal of motion blur and haze in images improve feature selection. Image segmentation and edge detection also facilitate feature selection. It should be mentioned that although, customarily, image smoothing is used to reduce image noise, noise is a function of time and smoothing is a function of space. Image smoothing blurs image details and in the process it reduces the magnitude of noise. The right way to reduce noise in an image is to average the intensity at each pixel over time. This is, however, not possible if live camera images are not provided.

Several edge detection methods were covered in this chapter. The LoG operator finds edges that correspond to locally maximum as well as locally minimum gradient magnitudes. Edges corresponding to locally minimum gradient magnitudes can be removed by examining the signs of the first- and third-derivative image intensities. The Canny edge detector specifically looks for locally maximum gradients in the gradient direction, so it does not detect edges with locally minimum gradients. However, detecting only edges with locally maximum gradients may fragment a region boundary. It was shown that in order to produce closed region boundaries, it may be necessary to also detect those edges with locally minimum gradient magnitudes that are delimited by edges with locally maximum gradient magnitudes.

When lighting across an image varies, edge detection by intensity ratios is preferred over edge detection by intensity differences. Edge detection by intensity ratios responds to changes in surface reflectance and surface normal.

Among the edge detection methods discussed in this chapter, the curve fitting method is most expensive, but it enables selection of locally maximum curvature.
points or inflection points as point features. The selection of such point features by traditional means requires fitting curves to the edge contours and locating the curvature maxima or inflection points.

3-D edge detection methods closely follow those of 2-D methods. Edge detection in color or multispectral images requires a different formulation than edge detection in intensity images because pixel values in these images represent $d$-dimensional vectors over a plane. In color images $d = 3$ and edges are considered those pixels where change in color magnitude in the color gradient direction is locally maximum.

2.4 BIBLIOGRAPHICAL REMARKS

Remote sensing images often require correction for motion blur, haze, noise, and sensor nonlinearities. Sawchuk describes a method for removing motion blur from images [338, 339], Richter describes a method for removing haze from aerial photographs and satellite images [323], and Horn and Woodham describe a method for removing geometric distortions from satellite images of the earth, using the curvature of the earth and the altitude and attitude of the satellite [193].

Geometric distortions due to lens nonlinearities can be corrected by placing a uniform grid in front of the camera and determining a transformation that maps the captured grid to the ideal grid [151, 205, 408]. Distortions in MR images occur due to the inhomogeneous magnetic field and the spatial nonlinearity of the field gradients and vary with tissue type. Distortions that are independent of the tissue type can be corrected by placing a uniform 3-D grid in the space of the scanner, obtaining an image of the grid, and determining a transformation function that maps the captured grid to the ideal grid [289, 340, 345].

A great deal of work has been done in image segmentation. A survey of thresholding methods is given by Bezdek et al. [32]. A survey and comparison of edge detection methods is provided by Heath et al. [186]. Edge detection by functional approximation has been described by Haralick [180] using bicubic surfaces. A class of iterative energy minimizing methods proposed by Kass et al. [220] delineates individual region boundaries. This class of methods, which has proven very effective in segmentation of medical images, has appeared in various forms in both 2-D and 3-D [11, 271, 285, 306, 337].

Many 2-D edge detectors can be easily extended to 3-D. Implementation of the LoG operator in 3-D is described by Bomans et al. [37]. Brejl and Sonka review various 3-D edge detection methods and describe an edge detection method that works with anisotropic data [45]. Boundary detection in 3-D using level sets has been described by Baillard et al. [15] and Lopéz et al. [248].

A relatively small number of methods exists for the detection of edges in color images. Nevatia [287] was among the first to detect edges in color images. He detected edges in red, green, and blue components by the Hueckel operator [199] and then combined the edges to obtain color edges. Cumani [80] developed a local measure of contrast in a color image and located points where the contrast in the gradient direction was locally maximum. Since color can be represented in different coor-
coordinate systems, edges determined in different coordinate systems may be different. Robinson [326] compared color edges in different coordinate systems and found that edges determined in CIELab color coordinates represented object boundaries better than edges determined by RGB color coordinates. This is not surprising since the evaluation was done visually, and the human visual system distinguishes more colors in the Lab color coordinate system than in the RGB coordinate system [188, 221].
Feature Selection

Image features are unique image properties that can be used to establish correspondence between two images. The most desired features are points, because their coordinates can be directly used to determine the parameters of a transformation function that registers the images. In some images it may not be possible to detect point features; however, lines or regions may be abundant. In such situations points are derived from the lines and regions. For example, the intersections of corresponding line pairs produce corresponding points and the centroids of corresponding regions produce corresponding points.

In this chapter, methods for extracting various image features from images are discussed. Methods for finding the correspondence between the features are discussed in the following chapter.

3.1 POINTS

Points are the most desired features. Knowing the coordinates of a number of corresponding points in two images, a transformation function can be determined to resample one image to the geometry of the other. Point features are also known as interest points, point landmarks, corner points, and control points. In this book the term control point will be used mostly. Control points represent centers of unique neighborhoods that contain considerable image information. Different methods can be used to measure uniqueness and information content in a neighborhood.

Neighborhoods with a large number of high-gradient pixels are highly informative, and if the high-gradient pixels form a unique pattern, such as a corner, the neighborhood becomes unique. Various methods for detecting corners in an image have been developed. Corners in an image are determined by locating points that have locally
maximum cornerness measures. Various cornerness measures have been proposed. Assuming $I_x(x, y)$ and $I_y(x, y)$ are gradients of image $I(x, y)$ with respect to $x$ and $y$ at $(x, y)$, $I_x(x, y)$ and $I_y(x, y)$ are average gradients with respect to $x$ and $y$ in a small window centered at $(x, y)$, and

$$
C(x, y) = \begin{bmatrix}
I_x(x, y) & I_x(x, y) & I_x(x, y) \\
I_y(x, y) & I_y(x, y) & I_y(x, y)
\end{bmatrix},
$$

then $\text{det}(C)$ can be used as a cornerness measure. $C$ is called the inertia matrix. This cornerness measure has been used by Rohr [327], while the normalized version of it, $\text{det}(C)/\text{tr}(C)$, has been used by Förstner [125] to detect corners in an image. Here, $\text{det}()$ and $\text{tr}()$ denote the determinant and the trace of a matrix, respectively.

The eigenvalues of matrix $C$ are indicators of the strength of the gradients in directions normal to each other in a window. If both eigenvalues are large, it can be concluded that a strong corner exists within the window. It is sufficient to examine the value of the smaller of the two eigenvalues to locate the corners. Tomasi and Kanade [387] find corners in an image in this manner. An algorithm based on this idea is given below. Although detection of image edges is not required, in order to speed up the process, image edges are used to limit the search space.

**Algorithm 3.1:** In this algorithm, INPUT is a list used to save all detected corners, OUTPUT is a list used to save the strong and widely dispersed corners, $n$ shows the number of required corners, $m$ shows the number of detected corners, $L$ is an image where the value at an edge point represents the smaller of the two eigenvalues of matrix $C$ at the point, and $\sigma$ is the standard deviation of the Gaussian smoother used to detect the edges.

1. Find the image edges and compute gradients of the image with respect to $x$ and $y$. Also, create empty INPUT and OUTPUT lists, and let $m = 0$.

2. At each edge point:
   2.1: Compute the inertia matrix $C$ using image gradients in the circular area of radius $3\sigma$. If a portion of the window falls outside the image, use only the portion that falls inside the image.
   2.2: Determine the eigenvalues of the matrix. Suppose they are $\lambda_1$ and $\lambda_2$, and $\lambda_1 > \lambda_2$. Find the eigenvalues for windows centered at all image edges and save their $\lambda_2$s in image $L$ at the corresponding edge positions.

3. Find edge points that have locally maximum $\lambda_2$s by examining $3 \times 3$ neighborhoods in image $L$. Consider such edge points as the corners and save them in INPUT.

4. Sort INPUT according to $\lambda_2$ from the largest to the smallest.

5. Starting from the top of INPUT, move corners from INPUT to OUTPUT one at a time. After moving a corner, increment
m by 1 and remove all corners in INPUT that are within distance 7σ of it. Repeat the process until either all n required corners are found or no more corners remain in INPUT.

6: Return the OUTPUT list and m; m is the number of detected corners.

The window size used to compute the inertia matrix at an edge point is set to 3σ in step 2.1. This window size is arbitrary and the user may decrease it to make the measure more local or increase it to make the measure more global. The window size is set proportional to the standard deviation of the Gaussian smoother that is used to detect the edges and the image gradients. Therefore, a larger window is used when a larger smoothing filter is selected in order to detect the edges and provide sufficient image information in the computation of the inertia matrix. Once a corner is selected in step 5, the algorithm ensures that corners within distance 7σ of it are not selected. The number 7 is again arbitrary and can be changed to obtain desired spacing between the corners. Experiments on various images show that 3σ for neighborhood size and 7σ for spacing between corners produce strong and well dispersed corners suitable for image registration.

The eigenvalues of matrix \( C \) are determined as follows. If \( \lambda \) is an eigenvalue of \( C \), since it should satisfy

\[
det(C - \lambda I) = 0,
\]  

where \( I \) is an identity matrix, we have

\[
\begin{vmatrix}
\bar{T}_x^2 - \lambda & \bar{T}_x \bar{T}_y \\
\bar{T}_y \bar{T}_x & \bar{T}_y^2 - \lambda
\end{vmatrix} = 0,
\]  

which reduces to

\[
\lambda^2 + B\lambda + C = 0,
\]  

having solutions

\[
\lambda_1, \lambda_2 = (-B \pm \sqrt{B^2 - 4C})/2,
\]  

where

\[
B = -(\bar{T}_x^2 + \bar{T}_y^2)
\]  

and

\[
C = \bar{T}_x^2 \bar{T}_y^2 - (\bar{T}_x \bar{T}_y)^2.
\]
Assuming \( \lambda_1 \) and \( \lambda_2 \) are the two eigenvalues of \( C \) and \( k = \lambda_1/\lambda_2 \), Harris and Stephens [184] define the cornerness measure by

\[
R = \frac{k}{(k + 1)^2} \left[ \det(C) - tr(C)^2 \right].
\]  

(3.8)

The subtracted term in equation (3.8) makes sure that the corner detector does not respond to stair-casing of diagonal step edges. Harris and Stephens also suggested the use of Gaussian weighted averaging of the derivatives inside small windows when computing \( I_x \) and \( I_y \) rather than simple averaging.

These corner detectors compute the cornerness measure using the image gradients (first-derivative image intensities). The cornerness measure can be defined in terms of the second-derivative image intensities or a combination of the first- and second-derivative image intensities. Beaudet [26] used

\[ I_{xx}I_{yy} - I_{xy}^2, \]

(3.9)

while Kitchen and Rosenfeld [225] used

\[
\frac{I_{xx}I_y^2 - 2I_{xy}I_xI_y + I_{yy}I_x^2}{I_x^2 + I_y^2},
\]  

(3.10)

as a cornerness measure to detect control points in images, where \( I_{xx} \) and \( I_{yy} \) are image second derivatives with respect to \( x \) and \( y \), respectively, and \( I_{xy} \) is the derivative of image intensities with respect to both \( x \) and \( y \). The first and second derivative image intensities with respect to \( x \) and \( y \) are obtained by convolving the image with the first and second derivative 1-D Gaussians in \( x \) and \( y \) directions, respectively. The Gaussian process will smooth the image while determining its derivatives. Image smoothing is required in order to reduce the effect of image noise on detected corners. Note that the absence of overline in the cornerness measures by Beaudet and Kitchen and Rosenfeld implies the use of the gradient information at a single pixel as opposed to a collection of pixels within a circular window for methods that use \( C \). However, since smoothing is performed in the computation of the gradients, in the method of Beaudet and the method of Kitchen and Rosenfeld, information about pixels in a small neighborhood of the pixel under consideration is used to calculate the cornerness measure.

Examples of corners detected by Algorithms 3.1 are shown in Fig. 3.1. The corners detected at two resolutions (\( \sigma = 1.5 \) and 2 pixels) are shown. Many corners have appeared in both resolutions although their positions are slightly shifted with respect to each other. There are also corners that have been detected in one resolution but not in the other. As image resolution is varied, some locally maximum cornerness measures cease to remain locally maximum, while points with locally maximum cornerness measures newly emerge. This can actually be used to filter out less stable corners and retain only the stable ones. Stable corners show neighborhoods that remain locally unique under a wide range of resolutions and will result in more
Fig. 3.1  Corners detected by Algorithm 3.1 using (a) $\sigma = 1.5$ pixels and (b) $\sigma = 2$ pixels. (c) Corners that are common in both (a) and (b). (d) Stable corners that persist from $\sigma_1 = 1.5$ pixels to $\sigma_2 = 3$ pixels. Since the position of a corner may shift as the resolution is changed, in this figure, corners whose positions did not shift by more than $\Delta \sigma = \sigma_2 - \sigma_1$ pixels were considered stable and selected.

If the objective is to locate unique and highly informative image neighborhoods, uniqueness and information content may be explicitly used to locate the corners. The following algorithm first determines the image edges and then locates those edges that are locally unique and are centered at image windows with considerable image detail.

**Algorithm 3.2:** In this algorithm, $n$ is the number of required corners, $m$ is the number of available corners, and $D$ is a measure controlling the spacing between the obtained corners. INPUT is a list containing all edges that can potentially represent corners and OUTPUT is a list that contains the set of strong and widely dispersed corners.
1: Determine the image edges.

2: From among the detected edges, select those that are centered at highly informative circular windows of radius $R$ and save in INPUT.

3: From among the edges in INPUT, keep only those that are centered at unique circular windows of radius $R$ and are also widely dispersed as follows.

3.1: Order the edges in INPUT according to their uniqueness from the highest to the lowest.

3.2: Initially, clear OUTPUT to an empty list and let $m = 0$.

3.3: If $m = n$ or if the INPUT is empty, stop; otherwise, continue.

3.4: Remove the edge from the top of INPUT, append it to the OUTPUT, and increment $m$ by 1.

3.5: Multiply the uniqueness of edges in INPUT by $H = 1 - \exp(-d_i^2/D^2)$ and sort INPUT again, where $d_i$ is the distance of the $i$th edge in INPUT to the edge just moved from INPUT to OUTPUT, and $D$ is a parameter controlling the spacing of the selected control points. Go back to step 3.3.

Step 2 keeps only those edges that are centered at highly informative windows. A circular window is considered highly informative if it has a rather high entropy. Entropy is computed using the histogram of the window and is computed from

$$E = -\sum_{i=0}^{255} p_i \log_2(p_i),$$ (3.11)

where $p_i$ is the probability that if a pixel is randomly selected in the window, it will have intensity $i$ and is estimated from $h(i)/T$. Here, $h(i)$ is the number of pixels with intensity $i$ and $T$ is the total number of pixels in the window. Note that since the histogram of a circular window at $(x, y)$ is independent of the orientation of the image, the same entropy is obtained for point $(x, y)$ independent of the orientation of the image. Control points centered at highly informative neighborhoods are more likely to produce correct correspondences than control points that are located in rather uniform neighborhoods. In step 2, one may choose the most informative half, or one-third, of the edges as the candidate control points.

In addition to being informative, step 3 ensures that the selected edges are centered at unique windows. Locally unique control points will be more likely to produce correct correspondences than control points that are not locally unique. An edge point is considered locally unique if auto-correlation at the point becomes locally minimum when using circular windows of radius $R$ in the computations.
Uniqueness at a pixel can be measured using the dissimilarity of the window centered at it with windows centered at pixels adjacent to it using the original image intensities. The circular window centered at a pixel is highly unique if it is not very similar to windows centered at the adjacent pixels. The correlation coefficient can be used as a means to determine the similarity between two windows. Denoting the window centered at \((x, y)\) by \(W(x, y)\), the uniqueness measure \(U(x, y)\) is defined by

\[
U(x, y) = 1 - \text{MAX}\{CC[W(x, y), W(x+x', y+y')]\},
\]

where \(x' = -1, 0, 1; y' = -1, 0, 1;\) and \(x'\) and \(y'\) are not both 0. The correlation coefficient of two windows is denoted by \(CC\). To determine the uniqueness of the window centered at \((x, y)\), its correlation is determined with windows centered at the eight adjacent pixels and the difference of the largest similarity and the maximum possible similarity of 1 is determined. If at least one of the windows adjacent to \((x, y)\) is similar to the window at \((x, y)\) then the window at \((x, y)\) will not be very unique and, therefore, \(U\) will be rather small. However, if correlations between \(W(x, y)\) and the windows adjacent to it are all rather small, then \(W(x, y)\) will be unique.

The cross-correlation coefficient between windows \(W_1\) and \(W_2\) is computed from

\[
CC[W_1, W_2] = \frac{W_1 \cdot W_2}{||W_1|| ||W_2||},
\]

where \(\cdot\) denotes vector inner product and \(||W||\) denotes the magnitude of vector \(W\). If \(W\) is an image window, pixel intensities in the window form the elements of the vector. In order for the obtained correlation to fall in range \([-1, 1]\], the windows are normalized to have a mean of 0.

Parameter \(R\) in Algorithm 3.2 controls the neighborhood size over which the correlation, and thus the uniqueness measure, is computed. A smaller \(R\) will speed up the computations but it may not use sufficient image information to produce highly reliable correspondences. On the other hand, a larger \(R\) will detect control points that are unique and highly informative, thus finding more reliable correspondences, but it will slow down the feature selection process. Experiments show that values of \(R\) from \(3\sigma\) to \(5\sigma\) pixels are suitable compromises between speed and reliability.

In step 3.5, the uniqueness of edges remaining in INPUT are multiplied by \(H\), a measure that is inversely proportional to the distance of the edge just moved from INPUT to OUTPUT to the edges remaining in INPUT. Since \(H\) approaches 0 exponentially, it will affect only a small number of edges near the edge just selected. In practice, it is necessary to revise the uniqueness of a point in INPUT and reposition it in INPUT, if necessary, when the distance of the point just selected to it is less than \(5D\) pixels. Otherwise, the uniqueness and the position of the point are not changed. Step 3.5 ensures that edges that are very close to the edges already selected as control points are not selected again. Note that INPUT is sorted every time a feature point is moved from INPUT to OUTPUT, after multiplying the uniqueness measures by \(H\). Alternatively, after selecting an edge point from INPUT, all edges within a certain distance of it, such as \(5D\), can be removed from INPUT without sorting the list. This
will speed up the feature selection process at the cost of selecting less optimal feature points.

Theoretically, the control points selected by Algorithms 3.1 and 3.2 are independent of the orientation of a given image. This is because the edge detector is rotationally invariant, the eigenvalues of matrix $C$ are independent of the orientation of the image when circular windows are used, and the entropy of a circular window does not depend on the orientation of the window. Some differences may be observed in a $3 \times 3$ window when searching for the locally maximum cornerness measures due to the digital nature of images. Therefore, it is anticipated that some of the control points detected in two images that have rotational differences be different. Figures 3.2a and 3.2b show corners detected in the image of Fig. 3.1 after rotation by 15 and 30 degrees, respectively. As can be observed, the majority of corners in Figs 3.1d, 3.2a, and 3.2b are the same. There are corners, though, that appear in only one of the images.

Control points in 3-D are determined the same way they are determined in 2-D. In 3-D the inertia matrix is defined by

$$
C = \begin{bmatrix}
T_x^2 & T_x T_y & T_x T_z \\
T_y T_x & T_y^2 & T_y T_z \\
T_z T_x & T_z T_y & T_z^2
\end{bmatrix}.
$$

(3.14)

Matrix $C$ in 3-D will have three eigenvalues. Again, the smallest eigenvalue will be used to measure cornerness at an edge point. To find edges with locally maximum cornerness measures, a search is made in $3 \times 3 \times 3$ windows in step 3 of Algorithm 3.1. Everything else in the algorithm remains the same. The cornerness measure of

![Fig. 3.2](image)

**Fig. 3.2** Stable corners detected by Algorithm 3.1 when rotating the image in Fig. 3.1 by (a) 15 degrees and (b) 30 degrees. The corners in each image show those persisting from $\sigma = 1.5$ to $\sigma = 3$ pixels.
Fig. 3.3  (a) An MR brain image of size $256 \times 256 \times 128$ voxels. The leftmost plate shows three orthogonal cross-sections of the image in 3-D and the three plates to its right show the individual cross-sections. (b) The most informative, unique, and widely dispersed 200 control points detected by Algorithm 3.2 using $\sigma = 2.5$ pixels are shown in stereo.

Beaudet in 3-D becomes the determinant of the Hessian matrix $H_g$ [185],

$$
H_g = \begin{bmatrix}
I_{xx} & I_{xy} & I_{xz} \\
I_{yx} & I_{yy} & I_{yz} \\
I_{zx} & I_{zy} & I_{zz}
\end{bmatrix},
$$

(3.15)

and the cornerness measure of Kitchen and Rosenfeld becomes [185]

$$
\frac{I_x^2(I_{yy} + I_{zz}) + I_y^2(I_{xx} + I_{zz}) + I_z^2(I_{xx} + I_{yy}) - 2(I_x I_y I_{xx} + I_x I_z I_{xz} + I_y I_z I_{yz})}{I_x^2 + I_y^2 + I_z^2}.
$$

(3.16)

Algorithm 3.2 in 3-D primarily remains the same; however, a 3-D edge detector rather than a 2-D edge detector is used, spherical windows rather than circular windows are used to compute the entropies and correlation coefficients, and 26 neighbors of an edge point rather than 8 neighbors of an edge point are examined to determine whether or not the edge point has locally maximum uniqueness measure. An example of 3-D corners detected by Algorithm 3.2 is shown in Fig. 3.3. The number of detected corners is limited to 200, shown in stereo for 3-D viewing.

3.2 LINES

Images of man-made scenes contain abundant line features, which can be used in image registration. Various methods for detecting lines in images have been developed.
When the images are not noisy and contain a small number of lines, Hough transform may be used to detect them. If an image or a region in an image is known to contain a single line and the points on the line are known, the line can be determined by the least-squares method. Often, a large number of lines are present in an image and there is a need to find them. In the following section, the concepts of Hough transform and least-squares fitting are described and their uses in line detection and line fitting are given. Then, a general algorithm to detect a large number of lines in an image is described.

### 3.2.1 Line detection using the Hough transform

Hough transform is a patented methodology for detecting analytic lines and curves in images [196]. The idea, however, is general and can be used to detect arbitrary digital shapes in images [17]. A line in the \(xy\) space is defined by

\[ y = mx + b. \]  

Parameter \(m\) is the slope and parameter \(b\) is the \(y\)-intercept of the line. Note that a line in the \(xy\) space as defined by equation (3.17) corresponds to point \((m, b)\) in the \(mb\) space. Conversely, line (3.17) in the \(mb\) space corresponds to point \((x, y)\) in the \(xy\) space. If points \(\{(x_i, y_i) : i = 1, \ldots, n\}\) on a line in the \(xy\) space are known, the line obtained from each such point should pass through the same point in the \(mb\) space, which is the point defining the line in the \(xy\) space. Therefore, to determine lines from points in an image, all that needs to be done is to initialize all entries of the \(mb\) space to 0 and increment an entry by 1 when the line representing a point in the \(xy\) space passes over it, and then find the entry in the \(mb\) space that has the highest count. If more than one line is to be detected, entries with locally peak counts in the \(mb\) space are located and their coordinates are used as the slopes and \(y\)-intercepts of the lines. To avoid detection of noisy lines, only locally peak counts that are larger than a prespecified threshold value may be used.

The process of line detection by Hough transform is depicted in Fig. 3.4. Figure 3.4a shows an image containing six points, five of which belong to a line and one that is noise. The image contains \(r\) rows and \(c\) columns. The parameter space is quantized into \(r\) rows and \(C + 1\) columns, the columns representing the slopes of the lines from 0 to 1 with spacing of \(1/C\). \(C\) is provided by the user. If a finer angular quantization is required, a wider array should be used. Initially, all entries of the array are set to 0 and entries falling on the line obtained from each point in the \(xy\) space are incremented by 1. For points in Fig. 3.4a, the lines in Fig. 3.4b are obtained. The entry with the maximum count shows the \(m\) and \(b\) parameters of the detected line.

The accumulator array in Fig. 3.4b can detect lines with slopes between 0 and 1. A similar accumulator array is needed to detect lines with slopes between \(-1\) and 0. To determine lines with slopes greater than 1 and slopes less than \(-1\), the image should be rotated by 90 degrees and processed again. This is done because slopes of nearly vertical lines are very large, requiring very large accumulator arrays. Alternatively,
lines in the image space may be described in polar form;

\[ \rho = (x - x_c) \cos(\theta) + (y - y_c) \sin(\theta), \]  

where \( \rho \) is the distance of the line to the image center, \((x_c, y_c)\) are the coordinates of the image center, and \( \theta \) is the angle of the normal to the line with the \( x \) axis. Since \( \rho \) is limited to \( \sqrt{r^2 + c^2}/2 \) and \( \theta \) is limited to 360 degrees, a rather small accumulator array is sufficient to find all lines in an image [101]. Note that if the polar equation of lines is used, for each point in an image, a sinusoidal curve rather than a line should be drawn in the accumulator array. Again, array entries with locally peak counts should be identified and used to detect the lines.

To detect lines in an image, the image edges are first determined and weak edges are removed. This will reduce the number of edge points to be processed and will also avoid the detection of weak and noisy lines. Hough transform by itself cannot tell which edge points contribute to a line, it simply gives the equation of the line. Further processing is needed to determine the edge points that contribute to a line. Hough transform is not sensitive to outliers if the number of outliers is much smaller than the number of points on the lines to be detected (see Fig. 3.4b). Hough transform is sensitive to noise though. If the majority of the given points are not noisy, noisy points and outliers will not affect the outcome of the Hough transform.

### 3.2.2 Least-squares line fitting

Knowing the coordinates of a number of points on a line, the coefficients of the line can be determined by the least-squares method. Least-squares is a mathematical tool for determining the unknown parameters of an analytic function from which a set of noisy samples are available [324]. In our case, the underlying function is a line and the parameters to be estimated are the line coefficients. The polar equation of a line
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is given by (3.18), or equivalently by

\[ Ax + By + C = 0, \]  

(3.19)

where \( A = \cos(\theta) \), \( B = \sin(\theta) \), and \( C = -(x_c \cos \theta + y_c \sin \theta + \rho) \). We will use line equation (3.19), keeping in mind that \( A^2 + B^2 = 1 \).

Assuming the given points are \( \{(x_i, y_i) : i = 1, \ldots, n\} \) and the line to be estimated is defined by (3.19), the distance of point \( (x_i, y_i) \) to the line is given by

\[ d_i = |Ax_i + By_i + C| \]  

(3.20)

with the condition that \( A^2 + B^2 = 1 \). We would like to find the line where the sum of squared distances from the points to the line, that is

\[ E_2 = \sum_{i=1}^{n} (Ax_i + By_i + C)^2, \]  

(3.21)

is minimum. Figure 3.5 depicts the least-squares line fitting process. To find the \( A \), \( B \), and \( C \) that minimize \( E_2 \), we determine the partial derivatives of \( E_2 \) with respect to \( A \), \( B \), and \( C \), set them to zero, and solve the equations for \( A \), \( B \), and \( C \). This will result in;

\[ A = \pm \frac{d\bar{x} - b\bar{y}}{\sqrt{(a\bar{y} - b\bar{x})^2 + (d\bar{x} - b\bar{y})^2}}, \]  

(3.22)

\[ B = A \frac{a\bar{y} - b\bar{x}}{d\bar{x} - b\bar{y}}, \]  

(3.23)

\[ C = -(A\bar{x} + B\bar{y}), \]  

(3.24)

\[ \text{Fig. 3.5} \quad (a) \text{ A set of noisy points and (b) the line fitting to it by the least-squares method.} \]

The process minimizes the sum of squared distances of the points to the line.
where \( a = \sum_{i=1}^{n} x_i^2, \ b = \sum_{i=1}^{n} x_i y_i, \ d = \sum_{i=1}^{n} y_i^2, \ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, \) and \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i. \) Consequently,

\[
\theta = \tan^{-1}(B/A),
\]
\[
\rho = -(C + x_c \cos \theta + y_c \sin \theta).
\]

Two solutions are obtained, one minimizing the sum of squared distances and one maximizing the sum of squared distances. Among the two solutions, the one producing the smaller \( E_2 \) is selected to represent the line.

Least-squares line fitting requires the coordinates of points on a line. If an edge image is available, one may trace the edge contours and fit lines to them as they are

![Fig. 3.6](image)

(a) An office image. (b) Canny edges of the image obtained with a Gaussian smoother of standard deviation 1.5 pixels. The weak edges have been removed. (c), (d) Lines in the edge image detected by the least-squares line-fitting method with tolerances of 2 and 4 pixels, respectively. Very short line segments have been discarded.
traced. Once the error in line fitting reaches a desired tolerance, the contour segment traced so far is replaced with the line segment and the process is repeated until all edge contours are processed. This process, in effect, replaces edge contours with line segments. An example of line fitting in this manner is shown in Fig. 3.6. The Canny edges of Fig. 3.6a are shown in Fig. 3.6b. Fitting lines to the edge contours such that the maximum distance between the contours and the lines is less than or equal to 2 pixels the lines shown in Fig. 3.6c are obtained. Increasing the tolerance to 4 pixels, the lines shown in Fig. 3.6d are obtained. As the error tolerance is increased, the lines become longer but they also shift more from their true positions.

### 3.2.3 Line detection using image gradients

If the lines to be detected separate regions of different properties from each other, the lines can be found from the high-gradient pixels. Image gradients have magnitude and direction. An algorithm that detects lines in an image by partitioning the image into regions of different gradient directions and fitting a line to each region by the weighted least-squares method is described below.

**Algorithm 3.3:** $n_t$ is the minimum region size used in line fitting and $\alpha$ is the directional accuracy of the lines being determined.

1. Determine the gradient magnitudes and directions of pixels in the image.
2. Partition the image into regions with gradient directions in ranges $[-\alpha, \alpha]$, $[\alpha, 3\alpha], \ldots, [\pi/2 - \alpha, \pi/2 + \alpha], \ldots$
3. Remove regions containing fewer than $n_t$ pixels and fit a line to each remaining region by the weighted least-squares method.
4. For each line, draw the portion of the line falling inside the region from which it was obtained.

The smaller the $\alpha$, the more accurate an obtained line direction will be, but because a smaller $\alpha$ will result in smaller regions, this will result in shorter line segments. Since man-made scenes often contain lines that are nearly vertical and horizontal, the angular quantization should be made such that the obtained regions include gradient directions $0, \pi/2, \pi, 3\pi/2$ and directions close to them. For instance, when $\alpha = \pi/16$, the ranges should be $[-\pi/16, \pi/16]$, $[\pi/16, 3\pi/16]$, $[3\pi/16, 5\pi/16]$, etc.

Detailed image regions or regions containing corners become fragmented into small regions because of the large variation in gradient directions. They are removed in step 3 of the algorithm before lines are fitted to them. When fitting a line to pixels in a region, we would like the pixels with larger gradient magnitudes to have larger roles in the obtained line than pixels with smaller gradient magnitudes. For that reason, weighted least-squares is used. The error measure to be minimized in
Weighted least-squares is

\[ W_2 = \sum_{i=1}^{n} w_i (Ax_i + By_i + C)^2 \]  \hspace{1cm} (3.27)

where \( w_i \) is the gradient magnitude of pixel \((x_i, y_i)\) in the region under consideration. The parameters of the line minimizing \( W_2 \) are again obtained from (3.22), (3.23),

**Fig. 3.7** (a) An office image. (b) Lines in the image determined by Algorithm 3.3 using a Gaussian smoother of standard deviation 1 pixel, grouping connected pixels with gradient magnitudes within \( \pi/8 \) of each other into regions starting from \(-\pi/16\), removing pixels in a region with gradient magnitudes smaller than 3 and discarding regions containing fewer than 50 pixels. (c) Lines detected when changing the standard deviation of the Gaussian smoother to 2 pixels but keeping other parameters the same as those in (b). (d) Lines obtained when discarding regions containing fewer than 100 pixels, but keeping other parameters the same as those in (b).
and (3.24), but using \( a = \sum_{i=1}^{n} w_i x_i^2 \), \( b = \sum_{i=1}^{n} w_i x_i y_i \), \( d = \sum_{i=1}^{n} w_i y_i^2 \), \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} w_i x_i \), and \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} w_i y_i \).

Examples of line detection by Algorithm 3.3 are shown in Fig. 3.7. Image 3.7a was smoothed with a Gaussian filter of standard deviation 1 pixel to reduce noise without significantly smoothing image details. Gradient magnitudes of the image were determined and the image was partitioned into regions with gradient magnitudes within \( \pi/8 \) of each other starting from \( -\pi/16 \). Pixels with gradient magnitudes smaller than 3 were then removed and, if more than 50 pixels remained in a region, a line was fitted to the region by the weighted least-squares method. This produced the lines shown in Fig. 3.7b. Smoothing the image with a Gaussian of standard deviation 2 pixels produced the lines shown in Fig. 3.7c. Smoothing suppresses the weaker lines. Using a Gaussian smoother of standard deviation 1 pixel but discarding regions containing fewer than 100 pixels, the lines shown in Fig. 3.7d are obtained. Compared to Fig. 3.7b, we see that longer lines are detected, suppressing the shorter line segments.

### 3.3 REGIONS

Remote sensing and medical images often contain clearly defined regions. For instance, lakes in satellite or aerial images appear homogeneous and have properties that are often quite different from those of surrounding land and thus can be easily extracted through a thresholding process. Bones in CT images represent rather homogeneous regions with intensities that are different from surrounding soft tissues and again can be isolated through intensity thresholding. Centroids of such regions are control points that are resistant to noise because they are obtained from the average of pixels on region boundaries and the averaging process reduces the effect of noise on the computed centroids. Elaborate image segmentation methods may be needed to extract nonhomogenous regions in images, some of which were discussed in section 2.2.

For the centroids of corresponding regions to correspond to each other, it is required that corresponding regions represent the same scene parts and geometric difference between images within the local neighborhoods representing the regions be negligible. The segmentation method that is used to find regions in two images should ensure that obtained regions are very similar. This may require changing the parameters of the segmentation, region by region. In a segmentation method described in Goshtasby et al. [164], first, regions in the reference and sensed images are extracted by intensity thresholding and correspondence is established between the regions using their shapes and relative distances. Then, for each region in the reference image, the corresponding region in the sensed image is iteratively revised by gradually changing the threshold value in such a way to increase the similarity between the region shapes. This process is repeated until the peak similarity is reached for corresponding regions. Finally, corresponding region centroids are determined with subpixel accuracy and used as corresponding points to determine the registration parameters.
3.4 TEMPLATES

Templates are unique image neighborhoods. For instance, neighborhoods contained in rectangular or circular windows can be used as templates. If two image windows correspond to each other, their centers will correspond to each other. Templates are abundant and are not limited to a particular type of image; therefore, they can be used to register all types of images.

When templates are selected from the reference image, template matching is carried out to find windows in the sensed image that contain similar patterns. Centers of corresponding templates and windows are then used as corresponding points to register the images. The template-matching process that finds this correspondence (see Chapter 4) produces more reliable matches if the selected templates are locally unique and highly informative. Algorithm 3.2, which was used to select highly informative and locally unique control points can, therefore, be used to select highly informative and locally unique templates in an image. Figure 3.8 shows an example. Figure 3.8a shows the detected control points and Fig. 3.8b shows the corresponding templates. Only templates that are fully included in the image are selected.

Circular templates are preferred over rectangular ones because two templates with the same center will contain the same image areas independent of the rotational difference between the images. Circular templates can be used in conjunction with invariant moments to produce rotationally invariant features that can register images with rotational differences [145].

![Fig. 3.8](a) Control points and (b) templates selected in a satellite image.)
3.5 SUMMARY

Algorithms for selecting points, lines, regions, and templates in images were described. Point features are ideal for image registration because their coordinates can be directly used to determine the parameters of the transformation function that registers the images. Point features are selected using corner detectors.

In man-made scenes, lines are often present and may be used as features to register images. Intersections of lines define points, which can be determined with subpixel accuracy and used to register the images. Line detection by Hough transform, least-squares, and weighted least-squares was discussed.

Closed-boundary regions often appear in satellite and aerial images and may be used as features to register images. Centroids of regions can be determined with subpixel accuracy and used as control points. Templates represent locally unique and highly informative image neighborhoods. Centers of closed-boundary regions and circular templates are rotationally invariant and may be used to register images with rotational differences.

Feature selection is the first and perhaps the most important step in image registration. The ability to extract a large number of features that are invariant to image orientation and are not sensitive to image noise and image resolution greatly reduces the burden on the correspondence step that follows feature selection. Algorithms 3.1 and 3.2 use circular windows, image gradients, eigenvalues of the inertia matrix, entropy, and autocorrelation, all of which are independent of the orientation of an image. Some minor dependency on image orientation may exist due to the digital nature of images. Keeping only the stable corners that persist over a wide range of image resolutions makes the process insensitive to image resolution. It also makes the process resistant to noise because the smoothing process that is employed to track a corner in a wide range of resolutions reduces the effect of image noise on selected corners.

3.6 BIBLIOGRAPHICAL REMARKS

Early methods registered images directly without finding their features. One image was shifted over another and, at each shift position, the similarity between the two was determined. The shift position producing the highest similarity was chosen to register the images [8, 23, 315].

To reduce the computation time subimages (templates) were introduced in image registration and, to speed up the process even further, multi-stage [159, 394] and coarse-to-fine [335] methods were developed. Circular templates have also been used to achieve rotational invariance in feature selection [145].

The importance of point features in image registration became evident when trying to register images with rotational differences. Rotationally invariant point features defined in terms of image derivatives are described by Beaudet [26], and Kitchen and Rosenfeld [225]. Image corners are used as point features in image registration by Rohr [328, 329, 330], Heitger et al. [187], Reisenfeld et al. [322], Trajkovic and
Hedley [388], Frantz et al. [131], Harris and Stephens [184], Zheng et al. [429], Rangarajan et al. [321], Wang and Pavlidis [402], and Harkens et al. [185]. Schmid et al. [343] compared various corner detectors against repeatability and information content and found the Harris and Stephens corner detector [184] producing the best repeatability and information content over a wide range of images.

Scale and affine invariant point feature detectors have also been developed. Crowley and Parker [78] used locally maximum or minimum points in the scale-space image as scale-invariant point features. Lowe [249] located locally maximum points in the scale-space pyramid built from the difference of Gaussian operators. He later improved the detector [250] so it would not respond to straight edges. An affine invariant point feature detector is described by Deriche and Giraudon [87], and Alvarez and Morales [6] where a chain of points is first detected through affine morphological muti-scale analysis and then the bisector of the chain is taken as the position and orientation of a point feature. Mikolajczyk and Schmid [275] combined the Harris and Stephens corner detector [184] with Laplacian-based scale detection [103]. The obtained detector was then made affine invariant.

Line detection by Hough transform has been studied extensively, a survey of which is given by Illingworth and Kittler [204]. In spite of considerable work, Hough transform has not emerged as a practical method in line detection. Rather, more generally applicable methods developed by Burns et al. [50], Mansouri et al. [258], and MacVicar-Whelan and Binford [252] have been used to detect lines in images.

Image regions and, in general, binary features have been extensively used in chamfer matching to locate objects of interest (binary templates) in an image or to align two binary images [39, 395]. The use of regions for registration of satellite images has been described by Goshtasby et al. [164]. Le Moigne et al. [238] have compared various image features in image registration.
In the preceding chapter, methods for selecting features in an image were discussed. In this chapter, methods for determining corresponding features in sensed and reference images are discussed. Also, given two sets of features obtained from the reference and sensed images independently, methods for determining the correspondence between them are discussed. Using a set of corresponding point features in two images, methods for determining a transformation function that registers the images will be discussed in the next chapter.

4.1 POINT PATTERN MATCHING

The most desired features for image registration are points because their coordinates can be directly used to determine the parameters of a transformation function that registers the images. Point features are either determined directly or are determined from the intersections of lines, centroids of regions, or extrema of image contours. We assume that two images are available and a set of points are given in each image. The objective is to determine the correspondence between the two sets of points. Due to noise and other factors, it is possible that some points appear in only one of the sets. Such points are called outliers. It is also possible that some points shift from their true positions due to quantization and/or image noise. We would like to identify the outliers and determine the correspondence between remaining points in the images. In this section, we assume that the coordinates of the points are the only information available. In the following sections, we will consider cases where lines, regions, and templates are associated with the points and use the additional information to find the correspondences.
The problem to be solved is as follows. Given a set of points in the reference image, \( P = \{ p_i : i = 1, \ldots, n_r \} \), and a set of points in the sensed image, \( Q = \{ q_j : j = 1, \ldots, n_s \} \), where \( p_i = (x_i, y_i) \) and \( q_j = (X_j, Y_j) \), we would like to determine all index pairs \((i, j)\) from the two point sets where \( p_i \) and \( q_j \) show the same point in the scene. Since only positional information is available about the points, constraints such as relative distance between points or relative orientation of lines connecting the points can be used to find the correspondences.

We assume that nonlinear geometric difference between the images is negligible. Therefore, corresponding points in the images can be related by affine or linear transformation

\[
\begin{align*}
X &= ax + by + c, \\
Y &= dx + ey + f,
\end{align*}
\] (4.1)

where \((X, Y)\) are the coordinates of points in the sensed image and \((x, y)\) are the coordinates of points in the reference image. In 3-D, this linear relation becomes

\[
\begin{align*}
X &= ax + by + cz + d, \\
Y &= ex + fy + gz + h, \\
Z &= ix + jy + kz + l.
\end{align*}
\] (4.2)

### 4.1.1 Matching using scene coherence

Because of scene coherence, if the correspondence between three non-colinear points in the two point sets is known, the remaining corresponding points in the two sets will be known by aligning the point sets at the three points. This, of course, requires that the three points correctly correspond to each other. If the points contain errors and only approximately correspond to each other, by aligning them, other points in the two sets will also approximately align. To determine the likelihood that the three selected points truly correspond to each other, the parameters of transformation (4.1) are determined from the three correspondences. The obtained transformation is then used to map points in set \( Q \) to points in set \( P \). Next, a measure of match between points in set \( P \) and points in transformed set \( Q \) is determined and, if the match-rating is sufficiently high, the three selected point pairs are considered corresponding points.

The match-rating between two point sets can be determined using the Hausdorff distance, named after Felix Hausdorff (1968–1942). The Hausdorff distance between sets \( P \) and \( Q \) is the maximum of minimum distances between points in \( P \) to points in \( Q \) [202]. That is,

\[
h(P, Q) = \max_{p \in P} \min_{q \in Q} ||p - q||,
\] (4.3)

where \( || \cdot || \) denotes some kind of a distance metric, such as the Euclidean distance. A small Hausdorff distance is evidence that the closest points in the two sets very likely correspond to each other. A large Hausdorff distance, on the other hand, is
evidence that closest points in the two sets are not likely to correspond to each other. Hausdorff distance produces a reliable match-rating between two point sets if outliers do not exist. Since the point sets obtained from two images often contain outliers, in order to use Hausdorff distance to compute the match rating between the two sets, correspondences whose distances are above a threshold value are considered outliers and are not used in the calculations. Remaining points in the two sets are then used to calculate the match-rating. Alternatively, the distances may be ranked from the smallest to the largest and the $k$th smallest distance may be used as the match rating [296], where $k$ is smaller than both $n_r$ and $n_s$. This process automatically removes the outliers.

Therefore, to find correspondence between two point sets, three non-collinear point pairs are selected from the images and hypothesized as corresponding points. The hypothesis is then verified by finding the number of other points in the two sets that fall within a small distance of each other with the transformation obtained from the three correspondences. The three point pairs producing the most correspondences will determine parameters $a$–$f$ of the transformation and the points falling within a small distance of each other by the obtained transformation will be considered corresponding points. The following algorithm matches two point sets that are related by the affine transformation using scene coherence.

**Algorithm 4.1:** Given point sets $P = \{p_i = (x_i, y_i) : i = 1,\ldots,n_r\}$ and $Q = \{q_j = (X_j, Y_j) : j = 1,\ldots,n_s\}$, this algorithm finds the correspondence between the points and returns the result in list $L = \{(i_k, j_k) : k = 1,\ldots,n\}$, where $i_k$ and $j_k$ show the indices of corresponding points in $P$ and $Q$. It is assumed that points in the two sets are related by the affine transformation given by (4.1), and the allowed error tolerance in the correspondences is $D$ pixels.

1: Create empty list $L$.
2: Select three points from set $P$ and three points from set $Q$ and let $n = 0$.
3: Determine parameters $a$–$f$ of the affine transformation given by (4.1) using the coordinates of the three point pairs.
4: For $j = 1,\ldots,n_s$:
   4.1: Substitute point $q_j$ into (4.1) and find the corresponding point $q'_j$ in the reference image.
   4.2: Find the point in set $P$ that is closest to $q'_j$. Let $p_i$ be such a point. If $d = |p_i - q'_j| < D$, save $[i, j]$ in entry $n$ in list $L$ and increment $n$ by 1.
5: If $n$ is sufficiently large, go to step 6. Otherwise, if no more choices of point triples in $P$ and $Q$ exist, report failure and stop. Otherwise, go to step 2.
6: From the coordinates of corresponding points in $L$, determine the transformation parameters by the least-squares method and, using the newly obtained
transformation, map set \( Q \) to set \( P \) and determine the correspondences again as in step 4.

In step 2, a strategy to select three points from each image is needed. When the number of points in each set is small \((n \leq 10)\), all combinations of point triples may be used. However, for very large point sets, an exhaustive search is prohibitive as the computational complexity of the algorithm will be in the order of \( n^3 n^3 \). Methods to reduce the search space considerably without significantly reducing the probability of missing the correct match have been developed. This includes using only points on the convex hulls \([163]\) or the minimum-spanning-trees \([427]\) of the two sets or using randomly selected subsets of the two point sets when determining the transformation parameters \([117]\).

Once a sufficiently large number of correspondences is found, Algorithm 4.1 can be stopped. For instance, if by matching three points in the images, more than half of the points in the two sets match, the process may be stopped. The addition of step 6 to the algorithm is to reduce the effect of noise in the point triples that determined the correspondences in step 4. If the three point pairs truly correspond to each other but their positions are slightly shifted with respect to each other due to noise, by aligning them, there may be some corresponding points in the images that will not fall close enough to each other with the provided distance tolerance \( D \). By recomputing the transformation using a larger number of points with the least-squared method the effect of noise is reduced, finding a larger number of correspondences.

If the images are related by the projective transformation, the transformation to be used is

\[
X = \frac{ax + by + c}{dx + ey + 1},
\]

\[
Y = \frac{fx + gy + h}{dx + ey + 1}.
\]

Projective transformation should be used when the images are obtained from platforms that are sufficiently far from the scene and therefore their distances to the scene are much larger than depth variations in the scene. The images may be obtained with large view-angle differences. The projective transformation has eight parameters, which can be determined if the coordinates of four corresponding points in the images are known. Therefore, in Algorithm 4.1, four point pairs in the images are needed to determine parameters \( a \text{--} h \). The correctness of the correspondences can then be verified by counting the number of other points in the images that also fall within distance \( D \) of each other by the obtained transformation.

The process in 3-D is the same as that in 2-D except that, instead of three non-colinear point pairs, four non-coplanar point pairs are used to calculate parameters \( a \text{--} l \) of transformation (4.2). The transformation obtained as a result is then used to determine the correspondence between remaining points in the images. The four-point pair producing a sufficiently large number of correspondences is used to find the
parameters of the transformation and determine the correspondence between remaining points in the two sets according to Algorithm 4.1.

### 4.1.2 Matching using clustering

In clustering, the transformation parameters are estimated through a voting process. For the affine imaging model, six 1-D accumulator arrays $A[], B[], C[], D[], E[], F[]$ are used to estimate parameters $a–f$ of the transformation. The accumulator arrays are initially set to 0. Then, for each combination of three point pairs, parameters $a–f$ are determined and corresponding entries in arrays $A[]$ through $F[]$ are incremented by 1. After testing a sufficiently large number of combinations, the entry showing the peak count in each array is used as the transformation parameter. The parameters obtained in this manner match the most points in the two sets. The obtained parameters are then used in relation (4.1) to map points in set $Q$ to points in set $P$. Points falling within a small distance of each other are then considered corresponding points. The following algorithm shows the steps of point-pattern matching by clustering.

**Algorithm 4.2**: Given point sets $P = \{p_i = (x_i, y_i) : i = 1, \ldots, n_r\}$ and $Q = \{q_j = (X_j, Y_j) : j = 1, \ldots, n_s\}$, this algorithm determines the correspondence between points in the two sets and returns the correspondences in list $L$. $N$ is the allowed number of three point pairs in the two sets that is tested to find the correspondence between the points.

1: Create arrays $A[ ]$, $B[ ]$, $C[ ]$, $D[ ]$, $E[ ]$, $F[ ]$ of size $N$ and initialize entries of the arrays to 0. Also, initialize $L$ to an empty list and let $n = 0$.

2: Find ranges of parameters $a–f$. Let these ranges be $[a_1, a_2]$, $[b_1, b_2]$, $[c_1, c_2]$, $[d_1, d_2]$, $[e_1, e_2]$, and $[f_1, f_2]$.

3: Find a large number of three-point combinations in $P$ and $Q$ and for each such combination, say $p_1, p_2, p_3$ and $q_1, q_2, q_3$, if $\varepsilon_1 < \frac{||p_1-p_2||}{||q_1-q_2||} \times \frac{||q_1-q_3||}{||p_1-p_3||} < \varepsilon_2$ do the following.

3.1: Find parameters $a–f$ by substituting the point coordinates into (4.1) and solving the obtained equations.

3.2: Increment $A[i_a]$ by 1, where $i_a = \frac{(N-1)(a_a-a_1)}{a_2-a_1}$.

3.3: In the same manner, increment entries of $B, C, D, E,$ and $F$ by 1.

4: If $A[i] > A[j]$ for all $j \neq i$, let $i_a = i$. Similarly, save indices of maximum entries in $B, C, D, E,$ and $F$ in $i_b, i_c, i_d, i_e,$ and $i_f$, respectively.

5: Find $a$ from $i_a$; $a = a_1 + i_a(a_2 - a_1)/(N - 1)$. Similarly, from $i_b, i_c, i_d, i_e$ and $i_f$ find $b, c, d, e$ and $f$.

6: Knowing parameters $a–f$, for $j = 1, \ldots, n_s$:

6.1: Substitute point $q_j$ into (4.1) and find the corresponding point $q'_j$ in the reference image.
6.2: Find the point in set $P$ that is closest to $q'_j$. Let $p_i$ be such a point. If $d = |p_i - q'_j| < D$, save $[i,j]$ in entry $n$ in list $L$ and increment $n$ by 1.

7: Return list $L$.

Since it is necessary to access the accumulator entries from the estimated parameters $a$–$f$ computed by matching three point pairs in the two sets, it is required that the ranges of $a$–$b$ be known. Therefore, step 3.1 may be carried out once to determine the ranges. Knowing the ranges, step 3.1 can then be carried out again to create the clusters. This, however, is not very efficient. A more efficient approach would be to estimate the ranges of the parameters by approximating the affine transformation with the transformation of the Cartesian coordinate system:

$$
X = (x - x_0)S\cos(\theta) + (y - y_0)S\sin(\theta) + h + X_0,
$$
$$
Y = -(x - x_0)S\sin(\theta) + (y - y_0)S\cos(\theta) + k + Y_0.
$$

(4.6)

By using the possible ranges of the translational $(h,k)$, rotational $\theta$, and scaling $S$, the affine coefficients can be estimated. Coordinates $(x_0, y_0)$ and $(X_0, Y_0)$ are the coordinates of the image centers and are known. The scaling difference between the image can, for example, vary between 0.5 and 2, the rotational difference between the images can vary, for example, from $-\pi/4$ to $\pi/4$, and the translational difference between the images can vary horizontally and vertically, for example, by half the image width and height. These extreme translation, rotation, and scale differences can produce approximate minimum and maximum values for $a$–$f$.

Step 3.2 of the algorithm maps the maximum and minimum values of $a$–$f$ to accumulator array entries 0 and $(N - 1)$. The size of the accumulator arrays is set to $N$. Very large accumulators will make the arrays very sparse, increasing the chance of missing the correct parameters. Very small accumulators, on the other hand, will produce very coarse transformation parameters, missing some correct correspondences, and incorrectly picking some correspondences. Setting the accumulator array size proportional to the number of point triples tested ensures that when more point combinations from the two sets are tested, a more accurate set of transformation parameters will be obtained.

In step 3, when three points $p_1p_2p_3$ are selected from $P$ and three points $q_1q_2q_3$ are selected from $Q$, $p_1p_2p_3$ may correspond to $q_1q_2q_3$, $q_1q_3q_2$, $q_2q_1q_3$, $q_2q_3q_1$, $q_3q_1q_2$, or $q_3q_2q_1$. Therefore, each point triple from the two sets requires six matches, creating six votes, only one of which may be correct.

Step 3 maps the estimated parameters $a$–$f$ for a particular triple of point correspondences to the accumulator array entries and votes by incrementing the entries by 1. As the point triples are tested, correct correspondences vote for the same parameters, while incorrect correspondences vote randomly. After trying a sufficiently large number of point combinations, accumulator entries corresponding to the correct transformation parameters become larger than other entries. The largest entry in each array is then located in step 4, and the indices of the peak entries are mapped back to
the parameter space in step 5. Step 6 then obtains the transformation parameters and finds the entire set of correspondences.

How much larger will entries corresponding to the correct parameters be compared to other entries in an accumulator array? To answer that, let’s suppose that we only use points on the convex hulls of the two sets to determine the transformation parameters. This will reduce the computation time considerably by significantly reducing the number of hypotheses to be tested while maintaining sufficient points in the two sets to find the correct transformation parameters. Suppose that there are \( n \) points on the convex hull of each set, there are no outliers, and points in the two sets correctly correspond to each other. Under these perfect conditions, if we follow Algorithm 4.2, we will have \( n(n-1)(n-2)/6 \) combinations of three points in set \( P \). We will also have \( n(n-1)(n-2)/6 \) combinations of three points in set \( Q \). Since ordered points \( p_1 p_2 p_3 \) may match \( q_1 q_2 q_3 \) or \( q_3 q_2 q_1 \), in total there will be \( N_v = 2 \left[ n(n-1)(n-2)/6 \right]^2 \) cases to be considered, each producing a vote. Therefore, if an accumulator array contains \( N \) entries, each entry will receive on average \( N 1/N \) votes.

Among the \( N_v \) combinations of point triples from the two sets, \( n(n-1)(n-2)/6 \) of them will find the correct transformation parameters, and thus, vote for the same entries in the accumulators. Therefore, under perfect conditions, the entry corresponding to the correct parameter in each accumulator array will receive \( N 2 = N 1 + n(n-1)(n-2)/6 \) votes and all other entries will receive on average \( N 1 \) votes. When \( n = 10 \) and \( N = 1000 \), we find that \( N 1 = 309 \) and \( N 2 = 429 \), and thus, \( N 2/N 1 = 1.38 \). This means that under perfect conditions, the entry corresponding to the correct parameter in each accumulator receives only 38% more votes than other entries in the accumulator. Considering the fact that, in reality, not all points exist in both sets and points could be shifted due to quantization error or noise, it is quite possible to obtain an accumulator where the largest entry does not correspond to the correct transformation parameter. This has been verified by Grimson and Huttenlocher [170]. If used naively, clustering could often pick the wrong transformation parameters.

To reduce the number of votes that all entries of the accumulator arrays receive, we should not count votes that do not satisfy certain constraints. In step 3 of Algorithm 4.2, if the ratio of distances between \( p_1 p_2 \) and \( q_1 q_2 \) is much different than the ratio of distances between \( p_1 p_3 \) and \( q_1 q_3 \), it is concluded that the points cannot correspond to each other, and therefore, their vote is not counted. However, if the ratio of lengths of corresponding line segments in the two images are close, it is possible that the line segments, and thus the points, correspond to each other. In that case, their vote is counted. The terms \( \varepsilon_1 \) and \( \varepsilon_2 \) are numbers close to 1. For example, when \( \varepsilon_1 = 0.75 \) and \( \varepsilon_2 = 1.5 \), the affine transformation can stretch an image in one direction up to 1.5 times more than in another direction during registration. This constraint filters out a large proportion of the votes that stretch an image more than the specified amount and cannot contribute to the correct transformation parameters.

Although not included in Algorithm 4.2, it is a good idea to include one last test in step 6 before ending the algorithm. If the number of correspondences \( n \) is smaller than a threshold value, the correspondences can be wrong. In such a situation, the process needs to be continued from step 3. To increase the ratio of
correct correspondences with respect to the total number of tests carried out using three-point combinations, one may choose points on the convex hulls or minimum-spanning-trees of the two sets. Selection in this manner results in a more efficient search for the transformation parameters. Note that if points \( p_1, p_2, p_3 \) and \( q_1, q_2, q_3 \) belong to the convex hulls of the two sets, there is only a need to match \( p_1, p_2, p_3 \) with \( q_1, q_2, q_3 \) and \( q_3, q_2, q_1 \). Other point combinations are not possible to occur because points on a convex hull are ordered in either clockwise or counter-clockwise direction.

If the imaging geometry is a projective one as given by (4.5), Algorithm 4.2 remains unchanged but instead of six accumulator arrays, eight accumulator arrays corresponding to parameters \( a-h \) of the transformation should be used and, as a consequence, combinations of four points from each set should be used to estimate the transformation parameters. In 3-D, Algorithm 4.2 also remains unchanged except that combinations of four non-coplanar points in each set and twelve accumulator arrays are needed to estimate the parameters of transformation (4.2).

Clustering to estimate the values of six parameters of the affine transformation in 2-D generally requires a 6-D accumulator to count the votes. This, however, is not practical. If the 6-D space contains one dominant cluster as is the case in our situation, the cluster center can be determined equally well by projecting the 6-D space into the six axes and locating the cluster center on each axis. The reason for using six 1-D arrays as opposed to a 6-D array in Algorithm 4.2 is that when a dominant cluster is present, both methods produce the same result and use of six 1-D arrays is much more efficient than use of a 6-D array.

### 4.1.3 Matching using invariance

Knowing the positions of three non-colinear points \( q_1, q_2, q_3 \) in the sensed image, the relation of other points in the image with respect to the three points can be written as

\[
q = q_1 + \alpha_1 (q_2 - q_1) + \alpha_2 (q_3 - q_1). \tag{4.7}
\]

If the relation between the reference and sensed images can be defined by an affine transformation, we can rewrite relation (4.1) by

\[
\begin{bmatrix} X \\ Y \\ 1 \end{bmatrix} = \begin{bmatrix} a & b & c \\ d & e & f \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x \\ y \\ 1 \end{bmatrix}, \tag{4.8}
\]

or

\[
q = Ap. \tag{4.9}
\]

Substituting (4.9) into (4.7), we obtain

\[
Ap = A [p_1 + \alpha_1 (p_2 - p_1) + \alpha_2 (p_3 - p_1)] \tag{4.10}
\]
and by multiplying both sides by $A^{-1}$, we obtain
\[ p = p_1 + \alpha_1(p_2 - p_1) + \alpha_2(p_3 - p_1). \] (4.11)

This shows that the same relation holds between the corresponding points in the reference image. Using this affine invariant property, combinations of three point pairs can be selected from the images and the relation between remaining points in the images with respect to the three points can be determined and compared. Comparison can be achieved by quantifying the relation obtained for each image into an array and measuring the similarity between the two arrays. If the three points selected in the images truly correspond to each other, relations of other points in the images with respect to the three points will be similar. The relations can be quantized into arrays and the similarity of the arrays can be used to verify the correctness of the three correspondences. The following algorithm outlines the steps of the process.

**Algorithm 4.3:** Given two sets of points, $P = \{p_i = (x_i, y_i) : i = 1, \ldots, n_r\}$ and $Q = \{q_j = (X_j, Y_j) : j = 1, \ldots, n_s\}$, this algorithm determines the correspondence between the points and returns the correspondences in list $L$ using the affine invariance property. The affine parameters obtained for each image are quantized into an $m \times m$ parameter array. $S_m$ is the minimum similarity between the parameter arrays from the two images for the correspondences to be considered correct.

1: Create two arrays $H_1[ ]$ and $H_2[ ]$ of size $m \times m$ and initialize their entries to 0. Also, create empty list $L$ and let $n = 0$.

2: Select a combination of 3 points $p_1p_2p_3$ from $P$. Then compute $\alpha_1$ and $\alpha_2$ for each additional point $p$ in $P$ using $p = p_1 + \alpha_1(p_2 - p_1) + \alpha_2(p_3 - p_1)$ and find ranges of $\alpha_1$ and $\alpha_2$. Let the ranges be $[\alpha_{11}, \alpha_{12}], [\alpha_{21}, \alpha_{22}]$.

3: For the same combination of three points, recalculate parameters $\alpha_1$ and $\alpha_2$ for each additional point, and let $i = \frac{(m-1)(\alpha_1 - \alpha_{11})}{(\alpha_{12} - \alpha_{11})}$ and $j = \frac{(m-1)(\alpha_2 - \alpha_{21})}{(\alpha_{22} - \alpha_{21})}$. Then increment entry $[i, j]$ of $H_1$ by 1.

4: For a combination of 3 points $q_1q_2q_3$ in $Q$, compute $\alpha_1$ and $\alpha_2$ for each additional point $q$ in $Q$ using $q = q_1 + \alpha_1(q_2 - q_1) + \alpha_2(q_3 - q_1)$. Then compute $i = \frac{(m-1)(\alpha_1 - \alpha_{11})}{(\alpha_{12} - \alpha_{11})}$ and $j = \frac{(m-1)(\alpha_2 - \alpha_{21})}{(\alpha_{22} - \alpha_{21})}$ and increment entry $[i, j]$ of $H_2$ by 1.

5: Find the similarity between $H_1[ ]$ and $H_2[ ]$. If the similarity $> S_m$, go to step 8.

6: If another combination of 3 points in $Q$ is available or can be afforded, go to step 4.

7: If another combination of 3 points in $P$ is available or can be afforded, go to step 2. Otherwise, report failure.
8: From the obtained corresponding points \( p_1 p_2 p_3 \) and \( q_1 q_2 q_3 \), compute coefficients \( a-f \) of the transformation.

9: Transform set \( Q \) with the obtained transformation. Let the transformed set be \( Q' = \{ q'_j : j = 1, \ldots, n_s \} \).

10: For each point \( q'_j \) in \( Q' \), find point in \( P \) closest to it. Let \( p_i \) be the point and \( d_j \) be the distance between \( p_i \) and \( q'_j \). Then, if \( d_j < D_s \), save \( [i, j] \) at entry \( n \) in list \( L \) and increment \( n \) by 1.

11: Return list \( L \).

The size of arrays \( H_1[] \) and \( H_2[] \) determines the matching coarseness. Very large arrays produce sparse arrays that, when matched, could miss the correct correspondences, especially when the points are noisy, thus contributing to the false negative error. On the other hand, very small arrays may count points that do not correspond to each other as corresponding points, contributing to the false positive error. Array size should be selected taking into consideration the noisiness of the point sets. Experiments on data sets with small amounts of noise (up to a pixel positional error) show that if the reference and sensed images are of size \( m \times m \), arrays \( H_1 \) and \( H_2 \) should be from \( m^4 \times m^4 \) to \( m \times m \). The smaller arrays should be used when smaller point sets are available and the larger arrays should be used when larger point sets are given.

In steps 2, 4, 6, and 7 of the algorithm, combinations of three points are selected from the point sets and tested for correspondences. Since the number of such combinations can be prohibitively large when the given data sets are large, a mechanism to choose the points should be devised. For instance, points on the convex hulls or the minimum-spanning-trees of the two sets may be used. If points \( p_1 p_2 p_3 \) in \( P \) and points \( q_1 q_2 q_3 \) in \( Q \) belong to the convex hulls of the points taken clockwise or counter-clockwise, points \( p_1 p_2 p_3 \) should be matched with \( q_1 q_2 q_3 \) once and then with \( q_3 q_2 q_1 \). Array \( H_2[] \) determined in each case should be compared with array \( H_1[] \) in step 5 to find the point triples in \( P \) and \( Q \) that correspond to each other.

Step 2 is repeated again in step 3 because there is a need to find the ranges of parameters \( \alpha_1 \) and \( \alpha_2 \). The ranges of the parameters are needed to effectively map the obtained parameters into the indices of the arrays.

For small points sets (containing fewer than \( m \) points), arrays \( H_1[] \) and \( H_2[] \) will be nearly binary and the similarity between the two arrays can be determined by a measure such as \( \text{similarity} = \frac{\text{COUNT}(H_1.\text{OR}.H_2)}{n} \), where \( H = H_1.\text{OR}.H_2 \) is an array with an entry having value 0 when \( H_1 \) and \( H_2 \) are both 0 at that entry, and having value 1 otherwise. \( \text{COUNT}(H) \) is a function that returns the number of entries in \( H \) that have value 1, and \( n \) is the smaller of \( n_s \) and \( n_r \). The measure, \( \text{similarity} \), therefore, will be a value between 0 and 1. A \( \text{similarity} \) value as low as 0.2 can trigger a correct matching configuration as it implies that 20% of the points in the sensed image match with those in the reference image under the 3-point configuration that is being tested. Therefore, \( S_m \) in Algorithm 4.3 can be as low as
0.2 and still find the correspondences. Use of a very large similarity threshold value such as 0.8 or 0.9 could miss the correspondences.

For each combination of three non-colinear points in $P$ and three non-colinear points in $Q$, images $H_1[ ]$ and $H_2[ ]$ are generated. Although there are many such combinations, whenever the similarity between $H_1[ ]$ and $H_2[ ]$ reaches a threshold similarity $S_m$, the algorithm is stopped. It is sufficient to find three points in $P$ that correspond to three points in $Q$ in order to find the correspondence between remaining points in the two sets.

Although not mentioned in Algorithm 4.3, it is a good idea to recalculate the transformation parameters from the obtained correspondences by the least-squares method just like in step 6 of Algorithm 4.1 and recompute the correspondences from the refined transformation. This is necessary so that, if the initial transformation parameters are obtained from three noisy corresponding points, the transformation parameters are refined using a larger number of correspondences. The least-squares method will reduce the effect of noise and improve the correspondence reliability.

If the images are related by the projective transformation, we use transformation (4.5) to represent the relation between the two point sets. Transformation (4.5) in matrix form can be written as

$$
\begin{bmatrix}
WX \\
WY \\
W
\end{bmatrix} =
\begin{bmatrix}
a & b & c \\
f & g & h \\
d & e & 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
$$

(4.12)
or,

$$
Wq = Bp.
$$

(4.13)

Under the projective imaging geometry, the following two relations remain invariant between five non-colinear points [68].

$$
I_1 = \frac{\det[m_{431}]\det[m_{521}]}{\det[m_{421}]\det[m_{531}]},
$$

(4.14)

$$
I_2 = \frac{\det[m_{421}]\det[m_{532}]}{\det[m_{432}]\det[m_{521}]},
$$

(4.15)

where

$$
\det[m_{123}] = \begin{vmatrix}
X_1 & X_2 & X_3 \\
Y_1 & Y_2 & Y_3 \\
1 & 1 & 1
\end{vmatrix}.
$$

(4.16)

Substituting (4.13) into (4.14) and (4.15) and simplifying the relations, we obtain

$$
I_1 = \frac{\det[n_{431}]\det[n_{521}]}{\det[n_{421}]\det[n_{531}]},
$$

(4.17)

$$
I_2 = \frac{\det[n_{421}]\det[n_{532}]}{\det[n_{432}]\det[n_{521}]},
$$

(4.18)
where

\[
\det[n_{123}] = \begin{vmatrix}
  x_1 & x_2 & x_3 \\
  y_1 & y_2 & y_3 \\
  1 & 1 & 1
\end{vmatrix}.
\]

(4.19)

Measures \(I_1\) and \(I_2\) remain unchanged under the projective transformation. To revise Algorithm 4.3 so it will use the projective invariance, instead of combinations of three points, combinations of four points are used, and for each additional point, \(I_1\) and \(I_2\) are used instead of \(\alpha_1\) and \(\alpha_2\) to create arrays \(H_1\) and \(H_2\). A sufficiently high similarity between the two arrays will again identify a corresponding set of four points, which can then be used to determine the transformation parameters. The obtained transformation can be used to determine the correspondence between remaining points in the two sets.

Among the point-pattern matching algorithms discussed above, Algorithm 4.1 is the simplest to implement and Algorithm 4.2 is the slowest as it requires a large number of tests to build the 1-D clusters, the centers of which determine the parameters of the transformation. There is a possibility that Algorithm 4.1 or Algorithm 4.3 find the correspondences at the first attempt. It is also possible that they may not find the correspondences after a large number of attempts. The order in which the tests are performed greatly affects the speed of these algorithms.

Algorithms 4.1 and 4.3 find the transformation parameters through an averaging process and if noise is not zero-mean, the averaging process could shift the obtained transformation parameters from the true values. The clustering method selects the transformation parameters through a voting process, without averaging. If most points contain very little noise, Algorithm 4.2 finds the transformation parameters without averaging and, thus, is capable of finding the registration parameters more accurately than Algorithms 4.1 and 4.3.

The difficulty in Algorithms 4.2 and 4.3 is in the selection of the accumulator arrays and the determination of the ranges of parameters the accumulator arrays are mapped to. Optimal values of the accumulator sizes and ranges require knowledge about the images being registered. Absence of such knowledge requires experimentation to find the parameters of the algorithm through a training process. Overall, Algorithm 4.1 is the easiest to implement and is the most versatile as it does not have any free parameters to be determined.

### 4.2 LINE MATCHING

Line segments have position, orientation, and length. Usually, the orientation of a line is least influenced by noise and its length is most influenced by noise. If the reference and sensed images from which the lines are extracted have translational, rotational, and scaling differences, the rotational difference between the lines is first determined and then the translational and scaling differences between the lines are found.
When two images have translational, rotational, and scaling differences, the relation between them can be written by the transformation of the Cartesian coordinate system:

\[
X = S [x \cos(\theta) + y \sin(\theta)] + t_x, \\
Y = S [-x \sin(\theta) + y \cos(\theta)] + t_y. \tag{4.20}
\]

Let’s suppose two sets of lines \( K = \{k_i : i = 1, \ldots, n_r\} \) and \( L = \{l_j : j = 1, \ldots, n_s\} \) are available and it is required to determine the correspondence between the lines as well as the translational, rotational, and scaling differences between them. Since a line in one image may break into two or more lines in another image, it is possible that two or more lines in one set correspond to the same line in another set. It is also possible that some lines appear in only one of the sets.

To determine the rotational difference between lines in the two sets, two lines are selected, one from each set (say, \( k_i \) and \( l_j \)), and hypothesized as corresponding lines. The correctness of the hypothesis is then verified using information about other lines in the two sets. The angular difference between two directed lines is a value between 0 and 359 degrees. However, the provided lines may not contain directional information. In other words, it may not be known which endpoint of a line is the beginning and which endpoint is the end in an image. We will consider the endpoint that has the smaller \( y \)-coordinate as the beginning but we understand that when the angular difference between two lines is determined, it may be off by 180 degrees. Therefore, if the rotational difference between two lines is found to be \( \theta \) degrees, we also consider \( \theta + 180 \) a possibility and find the correct angle among the two using further evidence among the lines.

If \( \angle(k_i) \) and \( \angle(l_j) \) are the angles of lines \( k_i \) and \( l_j \) with the \( x \)-axis, the angle between the two lines is \( \theta_{ij} = \angle(l_j) - \angle(k_i) \). If lines \( k_i \) and \( l_j \) truly correspond to each other and \( \theta_{ij} \) is their true rotational difference, by rotating the lines in set \( L \) by \( -\theta_{ij} \), all corresponding lines in the two sets will have the same or very close orientations. The following algorithm takes advantage of this coherence property to determine the translational, rotational, and scaling differences between two images from their lines.

**Algorithm 4.4:** Given two sets of lines \( K = \{k_i : i = 1, \ldots, n_r\} \) and \( L = \{l_j : j = 1, \ldots, n_s\} \), this algorithm determines the translational, rotational, and scaling differences between the two line sets.

1. Create two accumulator arrays \( A[] \) and \( B[] \), each with 181 entries and initialize the entries to 0.
2. Find the angles the lines in \( K \) and \( L \) make with the \( x \)-axis in degrees and save them with the lines. Round the angles so the values will be between 0 and 180 (see Note 1 below).
3. For each line in \( K \), if the angle of the line is \( i \), increment \( A[i] \) by 1.
For each line in \( L \), if the angle of the line is \( j \), increment \( B[j] \) by 1.

Find \( S_\theta \) by changing \( \theta \) from 0 to 180 by 1-degree increments (see Note 2) and find \( \theta_m = \text{MAX}\{S_\theta\} \), for \( \theta = 0 \) to 180 with 1-degree increments. Either \( \theta_m \) or \( \theta_m + 180 \) is the rotational difference between the images.

Let the index of the entry with the largest value in \( A[ ] \) be \( i_m \). Take a line in \( K \) that makes angle \( i_m \) with the \( x \)-axis and call the line \( k \).

a. Take a line in \( L \) that makes angle \( i_m + \theta_m \) with the \( x \)-axis. Call the line \( l \) and find the translational and scaling differences between the two lines (see Note 3).

b. Determine the likelihood that the obtained scaling and translational parameters are correct (see Note 4). Repeat steps 6a and 6b for all combinations of lines in \( K \) that have angle \( i_m \) and all lines in \( L \) that have angle \( i_m + \theta_m \). Choose the line pair producing the highest likelihood as matching lines and determine the registration parameters from them (see Note 5).

Note 1. If a line is defined by end points \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \), denote the end point with the smaller \( y \)-coordinate \( \mathbf{p}_1 \). Then, the angle between \( \mathbf{p}_1 \mathbf{p}_2 \) and the \( x \)-axis will be a value between 0 and 180 degrees.

Note 2. Denoting the cyclic rotation of array \( B[ ] \) by \( \theta \) degrees by \( B_\theta[ ] \), the similarity between \( A[ ] \) and \( B_\theta[ ] \) can be defined by

\[
S_\theta = 1 - \sum_{i=0}^{180} \left| \frac{1}{n_r} A[i] - \frac{1}{n_s} B_\theta[i] \right|.
\]

where \( B_\theta[i] = B[i + \theta] \). Note that when \( i + \theta > 180 \), \( B_\theta[i] = B[i + \theta - 180] \).

Note 3. The relation between two lines that have translational, rotational, and scaling differences is given by formula (4.20). Assuming \((x, y)\) and \((X, Y)\) are coordinates of line end points in \( K \) and \( L \), respectively, the scaling \( S \) between a line in \( L \) with respect to a line in \( K \) can be determined from the ratio of the length of line \( l \) over the length of line \( k \). Knowing \( S \) and \( \theta \), translation parameters \((t_x, t_y)\), can be determined by substituting the coordinates of the midpoints of lines \( k \) and \( l \) into (4.20) and solving for \( t_x \) and \( t_y \).

Note 4. Knowing \( \theta, S, t_x, t_y \), substitute coordinates of line midpoints in \( K \) into (4.20) and see how many of them fall within a pixel or two of lines in \( L \). If among the \( m \) line midpoints in \( K \), \( m' \) fall within a pixel or two of the lines in \( L \), the likelihood will be \( m'/m \). Note that if a line is defined in polar form \( \rho = x \cos \theta - y \sin \theta \), the distance of point \((x_i, y_i)\) to the line is \(|\rho - x_i \cos \theta - y_i \sin \theta|\).

Note 5. The reason for selecting the angle that corresponds to the largest entry in \( A[ ] \) is to allow more tests in finding the correct answer. If the lines are rather short, corresponding lines may be off by a few degrees due to noise and digital nature of images. Therefore in addition to testing lines with angle \( i_m \) in \( K \) and lines with angle \( i_m + \theta_m \) in \( L \), tests should be performed on lines in \( K \) with angles in the range
\[ [i_m - \epsilon, i_m + \epsilon] \) and lines in \( \mathbf{L} \) with angles in the range \([i_m + \theta_m - \epsilon, i_m + \theta_m + \epsilon]\), where \( \epsilon \) is a small angle, such as one or two degrees.

Note that in steps 6a and 6b, if \( \theta_m \) is found not to be the answer, \( 180 + \theta_m \) should be tested for a possible answer. Also note that in step 6a if \( i_m + \theta_m > 180 \), then \( i_m + \theta_m - 180 \) should be replaced with \( i_m + \theta_m - 180 \) so that when \( i_m + \theta_m + 180 \) is tested as a possible rotational difference between images, the angle used in the test will be less than 360 degrees.

Parameters \((S, t_x, t_y)\) may be refined after finding the line correspondences by the above algorithm. Assuming \( \mathbf{K}' \) represents \( \mathbf{K} \) after the lines are transformed according to (4.20) with the estimated \((S, \theta, t_x, t_y)\), then, for each corresponding line pair, the midpoint of the line in \( \mathbf{L} \) and the point closest to it on the corresponding line in \( \mathbf{K}' \) are considered corresponding points. The coordinates of corresponding points are then used to determined parameters \((S, t_x, t_y)\) by the least-squares method using (4.20). The midpoints of corresponding lines are not used as corresponding points and instead the midpoint of one line and the point closest to it on the corresponding line are considered corresponding points because a line segment in one image can break into two or more line segments in another image and one or more lines in one set may correspond to the same line in another set. Therefore, a midpoint of a line in one set may not correspond to the midpoint of the corresponding line in another set.

Note that \( \theta \) is not recomputed in this refinement. Since line midpoints may contain errors, we do not want such errors to affect the estimation of \( \theta \). Also note that, once parameters \((S, \theta, t_x, t_y)\) are determined, relation (4.20) is used to resample the sensed image to the reference image. This involves finding the corresponding point \((X, Y)\) in the sensed image for each point \((x, y)\) in the reference image using relation (4.20), reading the intensity at \((X, Y)\) in the sensed image and saving at \((x, y)\) in the reference image, thereby mapping the sensed image point-by-point to the reference image. Algorithm 4.4 assumes that the images from which the lines are extracted have only translation, rotation, and scaling differences. Determination of transformation parameters when the images are related by the affine or projective transformation is an open problem.

### 4.3 REGION MATCHING

Region matching can be considered point matching if the centroids of the regions are used. In region matching, in addition to the positional information, information about the size and shape of the regions is available. This additional information can be used to find corresponding points in the images more reliably. An example of two sets of regions to be matched is shown in Fig. 4.1. Some regions may appear in only one of the images, two or more regions in one image may merge and form a single region in another image, and the shapes of some regions may change from one image to another due to segmentation errors. Most regions are, however, assumed to have correspondences and most corresponding regions are assumed to have similar shapes.

Using information about the shapes of regions, an initial guess can be made about the region correspondences. This is achieved via a shape-matching algorithm. Errors made in assigning the initial correspondences is then refined by an iterative (relax-
4.3.1 Shape matching

Digital shapes can be matched by determining and comparing their various properties. The Fourier transform measures the spatial frequency characteristics of a shape. Using the Fourier transform coefficients, two shapes can be compared by their spatial frequency characteristics. Invariant moments measure the geometric layout of shapes independent of their positions, orientations, and scales and can also be used to compare shapes. Shape matrices represent shapes independent of their positions, orientations, and scales and can be used to compare shapes too. In the following, the use of these shape descriptors in shape matching is examined.

4.3.1.1 Fourier descriptors

A digital shape represents a region boundary in an image and, therefore, it is an ordered sequence of pixels. Let’s suppose the pixels defining a shape are

$$\{(x_i, y_i) : i = 0, \ldots, N - 1\}.$$ \hspace{1cm} (4.22)

The choice of the first pixel \((x_0, y_0)\) is arbitrary. The sequence is cyclic, that is, starting from any pixel the same cyclic sequence is obtained. Denoting the real part of a complex number \(z_i\) by \(x_i\) and the imaginary part of \(z_i\) by \(y_i\), we have \(z_i = x_i + jy_i\), where \(j = \sqrt{-1}\). The discrete Fourier transform of the complex sequence \(\{z_i : i = 0, \ldots, N - 1\}\) is

$$c_k = \frac{1}{N} \sum_{i=0}^{N-1} z_i \exp(-j2\pi ki/N), \quad k = 0, \ldots, N - 1.$$ \hspace{1cm} (4.23)
The complex coefficients \( c_k \) are called the Fourier descriptors of the shape \([167, 305]\). The Fourier transform assumes that the given sequence represents uniformly spaced samples from one period of a periodic signal. In our case, pixels forming a closed digital shape form a cyclic sequence, representing uniformly spaced samples from a periodic signal. The Fourier transform describes the spatial frequency characteristics of a periodic signal and represents the signal in terms of its frequency characteristics. Lower order coefficients show the magnitude of lower spatial frequencies and higher order coefficients show the magnitude of higher frequencies in the signal. A very smooth signal (shape) will have very small high-order coefficients, while a noisy shape or a shape with a lot of details will have large high-frequency coefficients. The inverse Fourier transform restores a shape from its Fourier transform. That is,

\[
z_i = \sum_{k=0}^{N-1} c_k \exp(j2\pi k i / N), \quad i = 0, \ldots, N - 1. \tag{4.24}
\]

The magnitude of Fourier transform coefficients is invariant of the shift of \( z_i \), and therefore is independent of the choice of the start point. It also means that if a shape is rotated, the magnitude of its Fourier transform coefficients will not change. This is a very desirable property and may be used to compare shapes independent of their orientations. Use of only the magnitude of the coefficients, however, implies discarding the phase information, and that reduces the matching reliability.

Since higher-order Fourier transform coefficients correspond to high-frequency details in a shape, which could be due to noise, the effect of noise in shape matching can be reduced by using only the lower half or two-third of the coefficients in shape matching. The correlation coefficient between the magnitude Fourier descriptors of two shapes can be used to determine the similarity between the shapes.

If a shape is normalized so that it has a fixed perimeter, such as 1, the obtained Fourier descriptor will be invariant of the position and scale of the shape, and the magnitude of the Fourier descriptors will be invariant of the position, orientation, and scale of the shape. Zahn ad Roskies \([428]\) parametrized points along a shape from 0 to 1, creating a real sequence that represented cumulative angular bends of points along the shape. The sequence was then used to compute the Fourier descriptors of the shape.

### 4.3.1.2 Invariant moments

The \((p + q)\)th order moment of a digital shape composed of points given in \((4.22)\) is defined by \([198]\),

\[
m_{pq} = \sum_{i=0}^{N-1} x_i^p y_i^q f_i, \tag{4.25}
\]

where \( f_i \) is the intensity at point \((x_i, y_i)\). Generally, we have a binary shape and therefore, \( f_i = 1 \) for all \( i \). However, shape points could have values representing the intensity, gradient, or other image properties.
Measure $m_{pq}$ changes if the shape is translated. To make $m_{pq}$ invariant of the shape’s position, central moments defined by

$$u_{pq} = \sum_{i=0}^{N-1} (x_i - \bar{x})^p (y_i - \bar{y})^q f_i$$

are used, where

$$\bar{x} = \frac{\sum_{i=0}^{N-1} x_i f_i}{\sum_{i=0}^{N-1} f_i} = m_{10}/m_{00},$$

$$\bar{y} = \frac{\sum_{i=0}^{N-1} y_i f_i}{\sum_{i=0}^{N-1} f_i} = m_{01}/m_{00}.$$  

Here, $u_{pq}$ is called the $(p + q)$th order central moment of shape $f$ and is invariant of the position of the shape. The value of $u_{pq}$ still varies with respect to the orientation of shape $f$. The following set of second-order and third-order moments are invariant of the orientation of a shape [198].

$$a_1 = u_{20} + u_{02}$$

$$a_2 = (u_{20} - u_{02})^2 + 4u_{11}^2$$

$$a_3 = (u_{30} - 3u_{12})^2 + (3u_{21} + u_{03})^2$$

$$a_4 = (u_{30} + u_{12})^2 + (u_{21} + u_{03})^2$$

$$a_5 = (u_{30} - 3u_{12})(u_{30} + u_{12})[(u_{30} + u_{12})^2 - 3(u_{21} + u_{03})^2]$$

$$+ (3u_{21} - u_{03})(u_{21} + u_{03})[3(u_{30} + u_{12})^2 - (u_{21} + u_{03})^2]$$

$$a_6 = (u_{20} - u_{02})[(u_{30} + u_{12})^2 - (u_{21} + u_{03})^2]$$

$$+ 4u_{11}(u_{30} + u_{12})(u_{21} + u_{03})$$

$$a_7 = (3u_{21} - u_{03})(u_{30} + u_{12})[3(u_{30} + u_{12})^2 - 3(u_{21} + u_{03})^2]$$

$$- (u_{30} - 3u_{12})(u_{21} + u_{03})[3(u_{30} + u_{12})^2 - (u_{21} + u_{03})^2].$$

Usually more than one moment invariant is used in shape matching [102]. One way to measure the similarity between two shapes is to compute the distance between two vectors of moments representing the shapes. The smaller the distance, the more similar the shapes. This, however, requires that features in the vectors be of the same scale. Moments of different orders have different scales. The correlation of the logarithm of the moments has been used to measure this similarity [415]. Taking the logarithm of the moments does not completely remove the scale difference between different-order moments, and moments of higher orders always appear larger than moments of lower orders. The correlation of two vectors works well when the features forming each vector are of the same scale. When features of different scales are used, the feature with the largest scale will dominate the correlation value.
Garrett et al. [136] proposed the concept of pairing functions where the similarity between two sets of features is determined by quantizing the features and counting the number of quantized features that are equal. In this method, since features in a set are quantized into the same number of levels, it is as if the features are measured with the same scale. This alleviates the problem of scale difference between features but it causes the loss of some information in the quantization process. In a method outlined by Goshtasby [145], the image coordinates are mapped to values with average 1. To achieve this, \( x \) coordinates are replaced with \( x/\bar{x} \) and \( y \) coordinates are replaced with \( y/\bar{y} \), where \( \bar{x} \) and \( \bar{y} \) are the averages of the \( x \) and \( y \) coordinates of the shape points, respectively. This will keep all moments close to 1, making correlations of invariant moments more effective in shape matching.

4.3.1.3 Shape matrices Regions in two images to be registered often have translational, rotational, and scaling differences. Due to the local nature of images, if images do not represent a deformable scene, local nonlinear geometric difference between the images can often be ignored. To find correspondence between regions in two images, it is required to find the similarity between regions independent of their translational, rotational, and scaling differences. A shape matrix is a polar quantization of a shape as shown in Fig. 4.2. Consider a coordinate system with origin at the center of gravity of the shape and \( x \)-axis pointing from the center to the farthest point on the shape. If the shape is resampled at uniform angular and radial steps an array of numbers will be obtained that is independent of the position and orientation of the shape. If we let the radial increments be a function of the maximum radius of the shape, that is, always quantizing the maximum radius of the shape to the same number of intervals, the obtained representation will be independent of the scale of the shape. An array obtained in this manner is called a shape matrix [146].

Note that a shape matrix contains information about the boundary as well as the interior of a region. Therefore, it can represent regions with holes. Regions obtained by image segmentation methods often contain smaller regions. Shape matrices preserve such information although they standardize the information with respect to the

![Fig. 4.2](image-url) (a) A shape and (b) its shape matrix.
position, orientation, and scale of the shape. Given two shape matrices \( M_1 \) and \( M_2 \) of size \( m \times n \), because the matrices are binary, the similarity between them can be determined from

\[
S = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{1}{mn} [(M_1[i, j] \& M_2[i, j]) \& (M_1[i, j] \& M_2[i, j])] \tag{4.36}
\]

where ‘\&’, ‘\|’, and ‘!’ denote logical AND, OR, and NOT operations, respectively. When \( S = 1 \), the two shapes perfectly match and, as \( S \) decreases and approaches 0, the shapes become more dissimilar. If a shape is sampled finely when creating its shape matrix, the original shape can be reconstructed from the obtained shape matrix [146].

If a shape is quantized radially with logarithmic steps rather than with uniform steps, the difference between scales of two shapes will transform into translational difference horizontally in the log polar coordinate system and if, instead of starting from the maximum radius of a shape, we start from an arbitrary point on the shape when quantizing the shape angularly, a log polar quantization will be obtained that is translated vertically [44, 266, 405]. Log polar mapping transforms rotational and scaling differences between two shapes into translational differences, simplifying shape matching.

### 4.3.2 Region matching by relaxation labeling

Relaxation techniques have been around for quite some time in mathematics, but their use in computer vision and image analysis was popularized by Rosenfeld and colleagues [334]. Given a set of objects \( A = \{a_1, a_2, \ldots, a_m\} \), and a set of labels \( B = \{b_0, b_1, \ldots, b_n\} \), it is required to assign labels to the objects to best satisfy the world knowledge. Objects \( a_1, a_2, \ldots, a_m \) can be considered regions in the sensed image and labels \( b_1, b_2, \ldots, b_n \) can be considered regions in the reference image. By assigning labels to the objects, in a way, correspondence is established between the regions in the images. If a region in the sensed image does not have a correspondence in the reference image, label \( b_0 \) is assigned to it.

Labels are initially assigned to the objects using information about the shapes of regions. The labels are then iteratively examined and, if necessary, revised using information about distances between regions. Assuming \( P_i(b_j) \) denotes the probability that object \( a_i \) has label \( b_j \), the probabilities are initially computed using region shapes and are iteratively updated using

\[
P^{k+1}_i(b_j) = \frac{P^k_i(b_j) \left[ 1 + q^k_i(b_j) \right]}{\sum_{j=0}^{n} P^k_i(b_j) \left[ 1 + q^k_i(b_j) \right]}, \quad i = 1, \ldots, m, \tag{4.37}
\]

where \( P^k_i(b_j) \) is the probability that object \( a_i \) has label \( b_j \) (region \( b_j \) corresponds to region \( a_i \)) at the \( k \)th iteration and \( q^k_i(b_j) \) is the neighbor support for object \( a_i \) to have
Fig. 4.3  (a) Regions in the reference image. They represent the labels. (b) Regions in the sensed image. They represent the objects. By assigning unique labels to the objects, correspondence is established between the regions in the images. Regions that are partially outside an image are not used in the labeling process.

Label $b_j$ in the $k$th iteration and is in the range $[-1, 1]$. The labeling probabilities at each iteration should satisfy

$$\sum_{j=0}^{n} P_i^k(b_j) = 1, \quad i = 1, \ldots, m.$$  \hspace{1cm} (4.38)

The iterative formula (4.37) requires that the initial probabilities, $P_i^0(b_j)$, and the initial neighbor contribution factors, $q_i^0(b_j)$, be known.

The initial probability that region $a_i$ has label $b_j$ is computed using the similarity between regions $a_i$ and $b_j$. If the images have translational and rotational differences, we may use the cross-correlation coefficient of the magnitude of the Fourier transform coefficients as their similarity. If the regions have translational, rotational, and scaling differences, we may use the correlation of the invariant moments of the regions as the similarity measure, or use the shape matrices of the regions according to (4.36) to determine the initial probabilities. Therefore, if $S_{ij}$ denotes the similarity between regions $a_i$ and $b_j$, from the similarities we determine the initial probabilities as follows,

$$P_i^0(b_j) = \frac{S_{ij}}{\sum_{j=1}^{n} S_{ij}}.$$  \hspace{1cm} (4.39)

When determining the initial probabilities, we assume all regions in the sensed image are present in the reference image, and therefore, the probability of an object having label $b_0$ is zero. As iterations proceed, if region $a_i$ does not have a correspondence in the reference image, its probability of having label $b_0$ will gradually increase and ultimately converge to 1.
The neighbor contribution factors update the labels in such a way that the assignments become consistent with world knowledge. World knowledge can be relative sizes of the regions, distances of the regions from each other, and relative positions of the regions. We represent this knowledge in matrix form and call it knowledge matrix $V'$. An entry of the matrix, $V[b, b']$, may show:

1. The ratio of the perimeter or area of regions $b$ and $b'$.
2. The distance between regions $b$ and $b'$.
3. Relative position of region $b$ with respect to region $b'$, for example, the angle of the line connecting the centroids of $b$ and $b'$ with the $x$-axis.
4. The shape similarity of regions $b$ and $b'$.

To find the compatibility of label $b_j$ of object $a_i$ with labels of other objects, we continue as follows. Let $V[b_j] = \{V[b_j, b_l] : l = 1, \ldots, n\}$ show the distances between region $b_j$ and other regions in the reference image. We also determine the distances of $a_i$ to other regions in the sensed image. Let $D[a_i] = \{D[a_i, a_l] : l = 1, \ldots, m\}$ denote the distances. Every region in the sensed image has a set of labels, each with its own probability. Assuming $c_i \in B$ is the label of $a_i$ that has the largest probability, we then determine another set of distances $U^k[b_j] = \{V[b_j, c_i] : i = 1, \ldots, m\}$, where $V[b_j, c_i]$ denotes the distance between $b_j$ and $c_i$ in the reference image. Then the cross-correlation between $D[a_i]$ and $U^k[b_j]$, 

$$q^k_i(b_j) = \frac{E\{U^k[b_j]D[a_i]\} - E\{U^k[b_j]\}E\{D[a_i]\}}{\sigma\{U^k[b_j]\}\sigma\{D[a_i]\}},$$

(4.40)

shows the neighbor support for object $a_i$ having label $b_j$ at the $k$th iteration, where

$$E\{U^k[b_j]\} = \frac{1}{m} \sum_{i=1}^{m} V[b_j, c_i],$$

(4.41)

$$E\{D[a_i]\} = \frac{1}{m} \sum_{l=1}^{m} D[a_i, a_l],$$

(4.42)

$$E\{U^k[b_j]D[a_i]\} = \frac{1}{m} \sum_{l=1}^{m} \{V[b_j, c_i]D[a_i, a_l]\},$$

(4.43)

$$\sigma\{U^k[b_j]\} = \left\{ \frac{1}{m} \sum_{i=1}^{m} \left\{ U^k[b_j, c_i] - E[U^k[b_j]] \right\}^2 \right\}^{1/2},$$

(4.44)

$$\sigma\{D[a_i]\} = \left\{ \frac{1}{m} \sum_{l=1}^{m} \left\{ D[a_i, a_l] - E[D[a_i]] \right\}^2 \right\}^{1/2}. \quad (4.45)$$

Here, $q^k_i(b_j)$ is a measure in the range $[-1, 1]$ and, if region $a_i$ truly corresponds to region $b_j$, then, regardless of some mistakes in the labels of other regions, $q^k_i(b_j)$
will be high. On the other hand, if region $a_i$ truly does not correspond to region $b_j$, then, even though all other regions in the sensed image are labeled correctly, the value of $q^k_i(b_j)$ will be low. This is a very desirable property and we will use $q^k_i(b_j)$ as the neighbor contribution factor in (4.37).

The neighbor contribution factors for the undefined region labels $q^k_i(b_0)$ cannot be determined in this manner because correlation of distances that do not exist cannot be computed and so $V[b_0]$ is undefined. To determine the neighbor support for object $a_i$ having label $b_0$ (the neighbor support for region $a_i$ in the sensed image having no correspondence in the reference image), we observe that if object $a_i$ truly has label $b_0$, then assigning label $b_0$ to it should increase the label probabilities of other objects. If $b_0$ is not the true label of $a_i$, assigning $b_0$ to it will decrease the label probabilities of the other objects. Assuming that most of the highest-probability labels of the objects show the true labels of the objects, we, first, determine the highest probability label of each object when $b_0$ is assigned to $a_i$ (except when the largest probability label of an object is already $b_0$) and, second, determine the highest probability label of objects by assigning the highest probability label of $a_i$ to $a_i$ (again, except when the highest probability label of the object is $b_0$). Then, if there are $M$ objects where their highest label probabilities increase in case 1 and there are $N$ objects where their highest label probabilities increase in case 2, we:

- increase the label probability for object $a_i$ having label $b_0$ if $M > N$;
- decrease the label probability for object $a_i$ having label $b_0$ if $M < N$;
- leave the label probability for object $a_i$ having label $b_0$ unchanged, if $M = N$.

If $T$ is the number of objects whose highest probability labels are not $b_0$, then $(M - N)/T$ shows the degree of neighbor support for object $a_i$ having label $b_j$ and we will use $(M - N)/T$ as the neighbor contribution factor, $q^k_i(b_0)$. This measure also shows that if, by assigning label $b_0$ to $a_i$, the highest probability for all object labels increases, then $q^k_i(b_0) = 1$, while if the highest probability of all object labels decreases, then $q^k_i(b_0) = -1$. This measure characterizes the neighbor contribution factor for an object having the undefined-region label well. In the above, distances between regions were used as the world knowledge to estimate the neighbor contribution factors. Other information, such as relative sizes of regions or relative positions of regions, can also be used for this purpose.

For images with translational, rotational, and scaling differences we should select a knowledge matrix that makes the neighbor contribution factors $q^k_i(b_j)$ independent of the translational, rotational, and scaling differences between images. For instance, the angles of lines connecting region pairs in an image with the $x$-axis are not invariant with respect to the orientation of the image, but the ratio of distances between regions is independent of the position, orientation, and scale of images.

Once correspondence is established between regions in two images by any of the above methods, the similarity between corresponding regions can be increased through a region refinement process. This refinement will produce very similar regions with centroids that correspond to each other with subpixel accuracy. The capability to determine corresponding region centroids with subpixel accuracy makes it
possible to determine a transformation that can register the images with subpixel accuracy. Coupling image segmentation and image registration has proven very effective in image registration [162, 164].

### 4.4 CHAMFER MATCHING

Chamfer matching is the process of finding the position of an object (subimage) in an image where both the subimage and the image are binary. The sum of distances between corresponding object and image points is used as the match-rating. When an object is an entire image, the process will find the amount of shift that is needed to align the two images. The amount of shift where the images best align is determined using the sum of distances between closest points in the images. Barrow et al. [25] first used this idea to find the model of a coastline in a segmented aerial image. The idea has since been widely used in image matching [41, 246].

Chamfer matching can be used to determine the positions of regions in the sensed image with respect to the reference image when local geometric differences between the images are small, although global geometric difference between the images can be large. Given a template and an image, the process of locating the template within the image involves shifting the template within the image and at each shift position determining the sum of distances of closest object points in the template and the image. The smaller the sum, the closer the template is considered to be from the true match position in the image. The process, therefore, involves starting from an initial position in the image, determining the sum of distances of points in the template to points in the image closest to them and shifting the template in the image in the gradient-descent direction of the sum until a minimum is reached in the sum. If the template perfectly matches the image at a shift position, the sum of distances obtained as a result will be zero. Due to noise and segmentation errors, however, this rarely occurs even when a perfect match is possible. The smaller the sum of distances, the closer the template is considered to be to its true position in the image.

Depending on the starting position of the template in the image and the contents of the image, the process may converge to a local minimum rather than a global one and miss the true match position. If an exhaustive search can be afforded, it should be taken rather than the gradient-descent approach. Since most of the computation time is spent on finding the sum of distances at various shift positions, considerable effort has gone into finding ways to speed up the computation of distances.

If the distances are computed ahead of time and reused when calculating the sum of distances, considerable computational savings can be achieved. Given a binary (edge) image, first the *distance transform* of the image is computed. The value at an entry in the distance transform image shows the distance of that entry to the edge point closest to it. Once the distance transform of an image is determined, instead of shifting the region within the image, the region is shifted within the distance transform image and at each shift position the sum of entries in the distance transform image corresponding to the region edges is computed. This can be achieved very quickly, requiring only \( n \) additions for a region containing \( n \) edge points. Each shift position, therefore,
involves \( n \) additions. If the distance transform is not used in the calculations, for each region point the edge point closest to it in the image should be found, which would require \( N \) comparisons if \( N \) edge points are present in the image. Therefore, computation time reduces from \( nN \) when direct computation is used to \( n \) when the distance transform is used.

### 4.4.1 Distance transform

Computation of the distance transform of an image goes as far back as 1966 [333]. Given a binary image with 0 and 1 values, 0 showing the object points and 1 showing the background points, the distance of a background point \([i, j]\) to the closest object point in the image is computed and saved at \([i, j]\) in the distance transform image. The objective in finding the distances in most applications is to determine the object point closest to a given point in an image. For that reason, actual Euclidean distances are not necessary and any distance measure that provides this property can be used. Rosenfeld and Pfaltz [333] used city-block distances and suggested the following two-step algorithm to compute the distance transform \( f[\cdot] \) of binary image \( a[\cdot] \) of size \( m \times n \) pixels.

1. In forward raster sequence (\( i = 0, \ldots, m - 1; j = 0, \ldots, n - 1 \)):
   (a) set \( f[i, j] \) to 0 if \( a[i, j] = 0 \);
   (b) set \( f[i, j] \) to \( \min(a[i - 1, j] + 1, a[i, j - 1] + 1) \) if \( a[i, j] = 1 \) and \([i, j] \neq [0, 0]\);
   (c) set \( f[i, j] \) to \( m + n \) if \( a[i, j] = 1 \) and \([i, j] = [0, 0]\).

2. In reverse raster sequence (\( i = m - 1, \ldots, 0; j = n - 1, \ldots, 0 \)), set \( f[i, j] \) to \( \min(a[i, j], a[i - 1, j] + 1, a[i, j - 1] + 1) \).

Since no two points in an image can be at a distance greater than \( m + n \), all background points in the image have distances less than \( m + n \) from an object point. This algorithm uses the city block distance, which is not invariant of an image’s orientation. That is, rotating an image will change the computed distances. Nevertheless, the computed distances are sufficient in decision making in many applications.

To obtain distances that do not depend on the orientation of an image, the Euclidean distance or a measure that monotonically increases with increasing Euclidean distances is needed. Algorithms that approximately produce Euclidean distances are given by Montanari [276], Danielsson [83], and Borgefors [40]. The algorithm proposed by Borgefors starts with image \( a[\cdot] \) where object pixels are marked with 0 and background pixels are marked with a very large number and proceeds as follows.

1. In forward raster sequence (\( i = 0, \ldots, m - 1; j = 0, \ldots, n - 1 \)),
   set \( a[i, j] = \min_{k,l}(a[i + k, j + l] + d) \),
   where \( k = -1, \ldots, 1; l = k, \ldots, 1 \).

2. In reverse raster sequence (\( i = m - 1, \ldots, 0; j = n - 1, \ldots, 0 \)),
   set \( a[i, j] = \min_{k,l}(a[i + k, j + l] + d) \),
   where \( k = 1, \ldots, -1; l = k, \ldots, -1 \).
where \( d = 2 \) if \(|k| + |l| = 1\) and \( d = 3 \) if \(|k| + |l| = 2\). In both forward and reverse scans, a \(3 \times 3\) window is centered at each pixel \([i, j]\) and \(d\) is added to values in the upper half or the lower half of the window entries in the image, selecting the smallest value and saving at \([i, j]\). If \(|k| + |l| = 1\), the selected value is to the left, to the right, above, or below \([i, j]\) and, therefore, its distance to \([i, j]\) is 1. If \(|k| + |l| = 2\), the selected value is at an entry diagonally positioned with respect to \([i, j]\). Therefore, its distance to \([i, j]\) is \(\sqrt{2}\). Since integer distances are used, the actual distances are multiplied by two and rounded, that is, when \(|k| + |l| = 1\), \(d\) will be 2 and when \(|k| + |l| = 2\), \(d\) will be 3. In-place computation is performed to propagate the distance values first from top to bottom and then from bottom to top.

Approximation errors caused by rounding the distances and adding them together iteratively could accumulate and become large. An example of the distance transform computed by this algorithm for an image containing a single point at its center is shown in Fig. 4.4a. Isovalued distances at 10-unit intervals are shown in Fig. 4.4b. The transform is not circularly symmetric and, therefore, the distances are not invariant of the orientation of the image. In many applications, these approximation errors may not be large enough to affect the decision-making process. The fact that computed distances are not independent of an image’s orientation means that reliability in chamfer matching will depend on the orientation of the template and/or image. Exact Euclidean distances, as shown in Fig. 4.4c and 4.4d, are rotationally invariant.

An algorithm developed by Cuisenaire and Macq [79] computes exact Euclidean distances by first computing an approximate distance transform and then iteratively improving the approximation. Shih and Wu [355] improve the computational speed of this algorithm by proposing a two-pass process without any iterations. Both algorithms have computational complexity \(mn\) for an image of size \(m \times n\), although the latter has a smaller coefficient than the former.

Exact Euclidean distances are invariant of an image’s orientation and are desired in chamfer matching. In the following, an algorithm for the exact calculation of Euclidean distances is described with computational complexity that is comparable to the method of Cuisenaire and Macq [79] but, in addition to computing the distances of background pixels to the object pixels, it constructs a pointer list showing a pointer

![Fig. 4.4](a) Distance transform of an image containing a single object point at its center by the method of Borgefors [40]. (b) Isovalued contours of the distance transform image with 10-unit intervals. (c) True Euclidean distances of the image with a single object point at the center of the image. Displayed intensities show scaled distances for better viewing. (d) Isovalued contours of the Euclidean distance transform with 10-unit intervals.
from each background pixel to the object pixel closest to it. Therefore, once the best-match position of an object in a binary image is determined, the correspondence between image and object pixels will be immediately known. This correspondence is needed to determine the transformation function that registers the images.

Suppose an image $a[]$ of type integer and size $m \times n$ pixels is given. An image $f[]$ of type float and of the same size is created with entries ultimately showing the exact Euclidean distances of background pixels to the object pixels closest to them in $a[]$. The algorithm revises image $a[]$ such that an entry will show the label of the object pixel closest to it. The details of the algorithm follow.

Algorithm 4.5: Given binary image $a[]$ of size $m \times n$, this algorithm calculates the Euclidean distance transform of the image and saves in $f[]$. It also changes image $a[]$ such that an entry will show the label of the object point closest to it. It is assumed that there are $N$ object pixels in the image. $R$ and $C$ are two lists of size $N$ keeping the row and column numbers of the object pixels in $a[]$.

1: Scan image $a[]$ and save unique labels 1 through $N$ at the object pixels and save 0 at the background pixels. Also, create lists $R$ and $C$ of size $N$ and save the row and column numbers of an object pixel with label $l$ at $R_l$ and $C_l$.

2: Create image $f[]$ of size $m \times n$ and let $f[i, j] = 0$ if $a[i, j] \neq 0$; for $i = 0, \ldots, m - 1$ and $j = 0, \ldots, n - 1$.

3: For $i = 0, \ldots, m - 1$ and $j = 0, \ldots, n - 1$, if $a[i, j] = 0$ and there are nonzero entries adjacent to $a[i, j]$, for each such entry $[i', j']$, let $l = a[i', j']$ and compute distance of $[i, j]$ to $[R_l, C_l]$ and let the label of the neighbor with the smallest distance be $k$ and the smallest distance be $d_k$. Then, let $f[i, j] = d_k$ and $a[i, j] = k$.

4: Repeat step 3 until no more zeros remain in image $a[]$.

Step 1 assigns labels to the object points and enters the coordinates of the object points into lists $R$ and $C$, making a link between the coordinates of the object points and their labels. Step 2 creates the distance transform image and initializes the entries at the object pixels to 0. At this point, the object pixels in image $a[]$ have nonzero labels and the background pixels have value 0. The nonzero pixels in image $a[]$ are dilated by one pixel at step 3 and the process is repeated in step 4 until the labels propagate to all pixels in image $a[]$. Upon completion of Algorithm 4.5, $a[i, j]$ will show the label of the object pixel closest to it and $f[i, j]$ will show the distance of the object pixel in image $a[]$ closest to entry $[i, j]$ in the image.

Algorithm 4.5 finds the exact Euclidean distance between each image pixel $[i, j]$ and the object pixel closest to it. First, it finds the exact Euclidean distance because all distances between $[i, j]$ and an object pixel computed in step 3 are Euclidean distances. Second, it finds the distance between $[i, j]$ and the object pixel closest to it because if a closer object pixel was present, it would have propagated to it earlier. Since that did not happen, the current distance should be the shortest. At each iteration
in step 4, distances of farther away background pixels to object pixels closest to them are determined. *For the propagation to proceed symmetrically, in-place computation should be avoided. That is, the distances computed in step 3 should be saved in a buffer and upon completion of the iteration they should be copied to the image. Entering the calculated distances to the image gradually may result in asymmetric propagation of the distances and may result in inaccurate distances.*

Chamfer matching using the distance transform image is sensitive to noise, especially when searching for the best-match position of an object in an image using the steepest descent algorithm. Noisy object pixels considerably change the contents of a distance transform image and can make the process converge to a local minimum rather than the global minimum. Figure 4.5a shows a circle, Fig. 4.5b shows the same circle with five additional random points, and Figs 4.5c and 4.5d show the corresponding distance transforms. As can be observed, a small number of noisy object points could drastically change a distance transform image, and potentially change the matching result.

In chamfer matching, the exact Euclidean distances are not needed and as long as the distances are proportional to Euclidean distances and are rotationally invariant, the same matching results will be obtained. If we convolve an image with a monotonically increasing radial function, an image will be obtained that functions like a distance transform image. The inverse of a Gaussian may be used as the monotonically increasing radial function. Therefore, to obtain the distance transform of an image, the image is convolved with a Gaussian and the intensities of the convolved image are inverted. Computation of the distance transform in this manner makes the obtained distances less sensitive to noise. This is demonstrated in an example in Fig. 4.6. Figures 4.6a and 4.6b show distance transforms of images 4.5a and 4.5b, respectively, computed by Gaussian convolution. Compared to the Euclidean distance transform, the distance transform computed by Gaussian convolution is less sensitive to noise. The isovalued distances of Fig. 4.6b are shown in Figs 4.6c. In contrast, the isovalued distances of image 4.5d as shown in Fig. 4.6d, are greatly influenced by noise, destroying monotonicity in distance values. Noise has very little effect on the distance transform computed by Gaussian convolution, implying that the process will less likely produce mismatches compared to when the Euclidean

![Fig. 4.5](image-url)  
(a) An image containing a circle. (b) Same as (a) but with five added randomly points. (c), (d) Exact Euclidean distance transforms of (a) and (b), respectively.
distance transform is used. The Gaussian convolution in effect smoothes noise in an image while calculating its distance transform.

The computational complexity of the distance transform when computed by Gaussian convolution is somewhat higher than that computed by Borgefors’ method [40]. Since a 2-D Gaussian convolution can be implemented by a 1-D Gaussian convolution row-by-row and then column-by-column, computation of the distance value at an image point requires \( m + n \) additions and multiplications, making the computational complexity of Gaussian convolution in the order of \( mn(m + n) \), where \( m \) and \( n \) are the dimensions of the image. This computation can be reduced to \( mn(\log m + \log n) \) if the FFT algorithm [46] is used.

The standard deviation of the Gaussian used to calculate the distance transform of an image depends on the noise level in the image. The smaller the standard deviation of the Gaussian, the smaller will be the smoothing effect, retaining some of the noisy details in the obtained transform. The larger the standard deviation of the Gaussian, the smaller will be the influence of noise on the computed distance transform, but this also may smooth the image details that are essential in finding the best-match position accurately. A very large standard deviation of the Gaussian may shift the best-match position from its true position, with the amount of shift depending on the magnitude of the standard deviation. The larger the standard deviation, the smaller will be the likelihood of the matching process converging to a local minimum during a steepest descent search and missing the correct match, but the larger will be the amount of shift between the best-match position and the correct match position. The standard deviation should be selected by making a compromise between the localization accuracy and the likelihood of obtaining a mismatch.

Chamfer matching in 3-D closely follows that in 2-D except that the search is made in 3-D for the best-match position using 3-D distance transforms. Computation of distance transform in 3-D also follows that in 2-D. The algorithm of Rosenfeld and Pfaltz [333] in 3-D is virtually the same as in 2-D except that 3-D instead of 2-D city-block distances are used. In the 3-D version of the Borgefors’ algorithm [42], distances at the \( 3 \times 3 \times 3 \) neighborhood centered at each image point are examined. The smallest distance is selected and 3, 4, or 5 is added to it and saved at the point under consideration depending on whether the sum of absolute differences between the coordinates of the point under consideration and the coordinates of the neighbor
with the smallest distance is 1, \(\sqrt{2}\), or \(\sqrt{3}\). Here, the actual distances are multiplied by 3 and rounded to obtain \(d\). The 3-D version of Algorithm 4.5 will dilate the distances in 3-D symmetrically starting from distance 0 at object points. Distance transform by Gaussian convolution in 3-D involves 3-D smoothing as opposed to 2-D smoothing.

Variants of chamfer matching are the iterative head-and-hat matching [240, 300] and the iterative closest point (ICP) matching [31, 114]. These algorithms iteratively change the rotation and translation of one image with respect to the other in the gradient descent direction until the two images best match according to a distance measure.

### 4.5 TEMPLATE MATCHING

Template matching is the process of locating a template in an image. The template can be considered a subimage from the reference image, and the image can be considered the sensed image. By locating templates from the reference image in the sensed image, the objective is to establish correspondence between the reference and sensed image points. The template-matching process involves shifting the template in the sensed image and at each shift position determining the similarity between the template and the window matching it in the sensed image and determining the shift position where the similarity between the template and the window is maximum. It is assumed that the reference and sensed images have only translational differences and, thus, scaling, rotation, and local geometric differences between the images are negligible.

Different metrics have been used to determine the similarity between a template and a window of the same size. The metrics compare different properties of the template and the window to determine their similarity. Most widely used similarity measures are described below.

#### 4.5.1 Similarity measures

Various similarity measures have been used in template matching. They are, sum of absolute differences [23], cross-correlation coefficient [315], moments [5], Fourier transform coefficients [9, 53, 123], Mellin transform coefficients [54], Haar transform coefficients [58], Walsh-Hadamard transform coefficients [351], K-S test [108], and, most recently, mutual information [253, 399].

**4.5.1.1 Similarity using raw image intensities** This includes the sum of absolute differences and the cross-correlation coefficient. The sum of absolute differences is the Minkowski metric of order one [90] and is defined by

\[
D[x, y] = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left| f_t[i, j] - f_w[i + x, j + y] \right|,
\]

where \(x = 0, \ldots, M - m + 1\) and \(y = 0, \ldots, N - n + 1\) when template is of size \(m \times n\) pixels, image is of size \(M \times N\) pixels, \(f_t[\cdot]\) shows the template, and \(f_w[\cdot]\) is the
window in the sensed image being matched with the template. Position \([x, y]\) shows the position of the template in the sensed image. By changing \(x\) and \(y\), the template is shifted in the image and at each shift position the sum of absolute differences between corresponding pixels in the template and the window is determined. This metric actually measures the dissimilarity between the template and the window. The smaller the \(D\), the more similar will be the template and the window. A study carried out by Svedlow et al. [374] found that instead of raw image intensities, gradient of intensities produce a more reliable matching.

At each shift position \(mn\) additions and subtractions are needed; therefore, the computational complexity of sum of absolute differences is \(mn\). A sequential similarity measure proposed by Barnea and Silverman [23] reduces the computation time by stopping the process when the sum reaches a value larger than a previously reached value since the search is for the smallest sum. To speed up the search, Dewdney [92] used a steepest descent approach to guide the search for the best-match position without searching the entire image. To speed up the template matching process, Vanderburg and Rosenfeld [394] used a two-stage process where a part of the template was first used to find the candidate match positions and then the entire template was used to find the best-match position among the candidates. These methods increase speed at the cost of increasing the mismatch probability.

The cross-correlation coefficient is a distance metric of order two and is defined by

\[
S[x, y] = \frac{\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} g_t[i, j] g_w[i + x, j + y]}{\left(\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} g_t^2[i, j] \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} g_w^2[i + x, j + y]\right)^{1/2}},
\]

where \(g_t[i, j] = f_t[i, j] - \bar{f}_t\), \(g_w[i, j] = f_w[i, j] - \bar{f}_w\), and \(\bar{f}_t\) and \(\bar{f}_w\) are the template and window averages, respectively. The closer the intensities in the window vary with those in the template, the higher the value for \(S\) will be. The cross-correlation coefficient varies between \(-1\) and \(1\). The larger the coefficient, the more similar the template and the window will be.

Computation of the cross-correlation coefficient involves on the order of \(mn\) additions and multiplication, but the coefficient of \(mn\) is much larger than that for the sum of absolute differences. Note that as \([x, y]\) is changed, the numerator of (4.47) becomes a convolution operation and fast Fourier transform may be used to speed up the computation [9]. Speed up is also achievable by using a two-step search [159], first a subset of pixels in the template is used to find the candidate match positions and then the entire template is used to find the best-match position from among the candidates.

### 4.5.1.2 Similarity using spatial properties

Similarity between two images can be measured using their spatial-frequency characteristics. Spatial frequencies in an image can be characterized using the Fourier transform, the Hadamard transform, the Haar transform, or other transform coefficients. Low-order transform coefficients measure low-frequency contents in an image and high-order coefficients reflect high-frequency present in an image. By comparing the transform coefficients in
two images, we can determine the similarity between spatial-frequency characteristics of the images. Two images, however, may have very different geometric layouts but still have very similar spatial frequency characteristics. Correlation of the transform coefficients from two images may be used to measure the similarity between the spatial frequency characteristics of the images. If the Fourier transform is used, rather than finding the correlation of the magnitude of the coefficients, the correlation of both real and imaginary parts of the coefficients should be used. Using the magnitudes alone will result in loss of the phase information that the coefficients carry. It has been shown that the phase in the Fourier transform carries substantial information that represents significant details in an image [297]. Images with translational differences have been registered using this similarity measure [9, 123].

4.5.1.3 Similarity using geometric properties Metrics that capture the geometric layout of intensities in a template or window are moments and major-axis parameters. The \((p+q)\)th order moment of template \(f[]\) of size \(m \times n\) is defined by [198]

\[
M_{pq} = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} i^p j^q f[i, j].
\] (4.48)

If two images do not have scaling and rotational differences, the geometric similarity between them can be measured using the correlation of their moments. Moments from order 0 to 3 may be used to determine this similarity. Higher order moments measure small variations in an image and are greatly influenced by noise.

The major axis or the axis of minimum inertia of a nonsymmetric template \(f[]\) of size \(m \times n\) is a unique axis defined by \(j = ai + b\), where \(i\) and \(j\) denote image coordinates horizontally and vertically and \(a\) and \(b\) are computed from [299]

\[
a = \frac{\sum_i \sum_j i j f[i, j] \sum_i \sum_j f[i, j] - \sum_i \sum_j i f[i, j] \sum_i \sum_j j f[i, j]}{\left(\sum_i \sum_j i^2 f[i, j] \sum_i \sum_j f[i, j] - \left[\sum_i \sum_j f[i, j]\right]^2\right)},
\] (4.49)

\[
b = \frac{\sum_i \sum_j j f[i, j] - a \sum_i \sum_j i f[i, j]}{\sum_i \sum_j f[i, j]},
\] (4.50)

where \(i\) varies from 0 to \(m - 1\) and \(j\) varies from 0 to \(n - 1\).

When the major axis is nearly vertical, parameters \(a\) and \(b\) may involve large errors. If \(a > 1\), the process should be repeated after switching the row and column numbers of the template. In that case, the equation of the major axis of the template will be \(i = a j + b\). Alternatively, the polar equation of the line

\[
\rho = i \cos \theta + j \sin \theta
\] (4.51)
may be used. In that case, parameters $\rho$ and $\theta$ of the axis of minimum inertia are obtained from [207]

$$\theta = 0.5 \tan^{-1} \left( \frac{b}{a - c} \right),$$  \hspace{1cm} (4.52)

$$\rho = (\bar{i} \cos \theta + \bar{j} \sin \theta),$$  \hspace{1cm} (4.53)

where

$$\bar{i} = \frac{1}{f} \sum_i \sum_j if[i, j],$$  \hspace{1cm} (4.54)

$$\bar{j} = \frac{1}{f} \sum_i \sum_j jf[i, j],$$  \hspace{1cm} (4.55)

$$a = \sum_i \sum_j (i - \bar{i})^2 f[i, j],$$  \hspace{1cm} (4.56)

$$b = 2 \sum_i \sum_j (i - \bar{i})(j - \bar{j})f[i, j],$$  \hspace{1cm} (4.57)

$$c = \sum_i \sum_j (j - \bar{j})^2 f[i, j],$$  \hspace{1cm} (4.58)

and $\bar{f} = \sum_i \sum_j f[i, j]$. Parameters $\rho$ and $\theta$ are obtained by finding the weighted sum of squared distances of points in a template to its major axis and minimizing the obtained sum, the weights being the intensities of the pixels.

The major axis of template $f[ ]$ depends on the geometric layout of intensities in the template. Similarity between a template and a window can be measured by the angle between the major axes of the template and the window. This can be used to quickly filter out the impossible matches and keep record of the possible matches. Other measures, such as cross-correlation coefficient, may then be used to determine the best match among the possible ones. Major axis parameters work well when the template contains a nonsymmetric pattern. The computational complexity of this metric is on order of $mn$ multiplications and additions.

4.5.1.4 Similarity using algebraic properties Any $n \times n$ image $f$ may be represented in a space defined by orthonormal matrices $U$ and $V$ by [7]

$$f = U \Sigma V^t,$$  \hspace{1cm} (4.59)

where $t$ denotes transpose and $\Sigma$ is a diagonal matrix whose elements are the singular values of $f$ (that is, $\Sigma = \text{diag}(\sigma_0, \sigma_1, \ldots, \sigma_{n-1})$). $U$ and $V$ are, correspondingly, the row eigenvector system and the column eigenvector system of $f$. That is,

$$U = [u_0 \ u_1 \ \ldots \ u_{n-1}],$$  \hspace{1cm} (4.60)

$$V = [v_0 \ v_1 \ \ldots \ v_{n-1}],$$  \hspace{1cm} (4.61)
where \( u_i \) is the \( i \)th row eigenvector and \( v_i \) is the \( i \)th column eigenvector of \( f \). Therefore, relation (4.59) may be written as

\[
f = [u_0 \ u_1 \ \ldots \ u_{n-1}] \Sigma [v_0 \ v_1 \ \ldots \ v_{n-1}]^t \tag{4.62}
\]

or

\[
f = \sum_{i=0}^{n-1} \sigma_i u_i v_i^t. \tag{4.63}
\]

Note that (4.63) shows \( f \) as a summation of \( n \) orthogonal matrices \( u_i v_i^t \). If \( f \) is not singular, there would be \( n \) orthogonal matrices. If the rank of \( f \) is \( k \), \( k \) of the \( n \) singular values of \( f \) will be nonzero and that implies that image \( f \) will be composed of \( k \) orthogonal matrices. Therefore, the singular values of an image are good indicators of the number of orthogonal components the image carries. If all singular values of an image are large, it implies that the image is composed of \( n \) strong orthogonal components. If some of the singular values are small, the corresponding orthogonal components are weak and may not contribute to template matching. The similarity between a template and a window can be computed from the correlation of the singular values of the two. The computation time to find the singular values of an \( n \times n \) image is proportional to \( n^3 \). Among the similarity measures discussed so far, singular-value decomposition is the most expensive one.

4.5.1.5 Similarity using statistical properties

If random samples are taken from a template and a window, a test that determines whether the samples come from the same distribution, and thus represent the same scene parts, is the Kolmogorov-Smirnov (K-S) test. In the K-S test, the empirical distribution functions of random samples from two images are compared to determine the similarity between the images. Similarity is measured by the maximum distance between the empirical distribution functions of random samples from the images [73]. The smaller this maximum, the more likely it will be that the two samples came from the same distribution. The assumptions are that the samples are taken randomly from unknown distributions and independence holds within and between samples. When an image is homogeneous, the assumption of independence within samples will be violated but if an image contains high intensity variations and the sample points are taken widely spread, then the samples may be considered random.

In the K-S test, the null hypothesis is that the two samples come from the same distribution and the alternative hypothesis is that the two samples do not belong to the same distribution. In this test, the decision rule is as follows. Let \( S_1(I) \) and \( S_2(I) \) be the empirical distributions of samples from a template and a window, respectively, where \( I \) shows that the intensities of the pixels are used to determine the empirical distribution functions. Suppose \( T \) denotes the greatest vertical distance between the two distribution functions,

\[
T = \text{Sup}_{I} |S_1(I) - S_2(I)|, \tag{4.64}
\]
then, the null hypothesis is rejected at a level of significance $\alpha$ if $T$ exceeds its $1 - \alpha$ quantile. The quantiles are computed and tabulated in statistical textbooks (see for example Table A20 in [73]).

In template matching using the K-S test, the template from the reference image is shifted in the sensed image and at each shift position the similarity between samples from the template and the corresponding window in the sensed image is computed using test statistic $T$. The shift position which produces the smallest test statistic is taken to be the best-match position of the template in the image. The best-match position is taken to be the correct match with 95% confidence if the corresponding test statistics falls below its 0.95 quantile.

The computational complexity of K-S test involves the time to order the points, which involves $N \log N$ comparisons when sample size is $N$, and the time to determine the maximum difference between the empirical distributions, which is in average about $2N$ comparisons. Overall, computational complexity of the method is $N \log N$.

4.5.1.6 Similarity using mutual information

To determine the similarity between template $ft[\cdot]$ and window $fw[\cdot]$ of size $m \times n$ pixels, assuming $ft[\cdot]$ and $fw[\cdot]$ are random variables and $P_t(a)$ is the probability that the intensity at a pixel in $ft[\cdot]$ is $a$ and $P_w(b)$ is the probability that the intensity at a pixel in $fw[\cdot]$ is $b$, if we overlay the template and the window, the probability that intensity $a$ in the template lies on top of intensity $b$ in the window will be equal to their joint probability, $P_{tw}(a, b)$. If the template and the window truly correspond to each other, their intensities will be highly dependent and they will produce high joint probabilities. However, if the template and the window do not correspond to each other, they will produce small joint probabilities. If intensities in the template and the window are completely independent, the joint probabilities will be $P_t(a)P_w(b)$. Given these probabilities, mutual information is computed from [253, 392, 399]

$$I(t, w) = \sum_{a=0}^{255} \sum_{b=0}^{255} P_{tw}(a, b) \log \frac{P_{tw}(a, b)}{P_t(a)P_w(b)}.$$

(4.65)

The joint probabilities $P_{tw}(a, b)$ for different values of $a$ and $b$ can be estimated from the histogram of intensities of corresponding pixels in the matching template and window. To obtain the histogram, a $256 \times 256$ array is allocated and all its entries are initialized to zero. It is assumed that intensities in the template and the window vary between 0 and 255. If at a particular pixel the template shows intensity $a$ and the window shows intensity $b$, entry $(a, b)$ in the array is incremented by one. After processing all pixels in the template and the window, an array will be obtained whose entry $(a, b)$ shows the number of pixels in the template with intensity $a$ where corresponding positions in the window have intensity $b$. To obtain the probabilities, contents of the histogram array are divided by the sum of the entries. Note that the sum of the entries is $mn$ if the template and the window are $m \times n$. Entries of the obtained array correspond to the values of $P_{tw}(a, b)$ for different values of $a$ and $b$. 
Assuming intensity $a$ represents the column numbers and intensity $b$ represents the row numbers in $P_{tw}(a, b)$, $P_t(a)$ and $P_w(b)$ can be estimated from

$$P_t(a) = \sum_{b=0}^{255} P_{tw}(a, b)$$

and

$$P_w(b) = \sum_{a=0}^{255} P_{tw}(a, b),$$

respectively. If a unique mapping exists between intensities in the images, a high mutual information will be obtained. Compared to cross-correlation coefficient and sum of absolute differences, mutual information is more sensitive to image noise. Intensity $a$ in the template should always correspond to intensity $b$ in the window to produce a high similarity. This shows that images from different sensors can be registered using mutual information as long as a unique mapping exists between intensities in the images. Noise in one or both images will quickly degrade the similarity measure. A study carried out by Penney et al. [302] in registration of same modality images found that mutual information did not perform as well as the cross-correlation coefficient or the sum of absolute differences using medical images. A study carried out by Cole-Rhodes et al. [70] found that mutual information produced a more accurate registration than correlation coefficient when using remote sensing data. This could be because remote sensing images are usually not as noisy as medical images. Cole-Rhodes et al. found that mutual information produces a sharper peak at the best-match position, thus, being more suitable for sub-pixel registration of images than correlation coefficient.

The computational complexity of mutual information at each shift position is on the order of $256^2 + mn$ multiplications, additions, and comparisons to find the 2-D histogram and compute the mutual information. Although in many of the similarity measures discussed above $m$ and $n$ can be much smaller than 256 and still work well, in computation of mutual information, an $m$ and $n$ that is much smaller than 256 will produce a sparse 2-D histogram, making computation of the mutual information unreliable. Use of templates of size $256 \times 256$ or larger, however, will not only make the template-matching process very slow, it will lose its effectiveness for being a local operator and so will be affected by global geometric difference between images, even when such geometric differences are locally small and negligible.

4.5.1.7 Rotationally invariant template matching Among the similarity measures discussed above, the K-S test determines the similarity between a template and a window independent of their rotational differences if the template and window are circular. When the centers of two circular subimages correspond to each other, they will contain the same scene parts and will have the same statistical properties independent of their orientations. Another statistical property that can be used in
template matching is the probability density of a template or window. The histogram of a template contains information about the probabilities of different intensities in the template and does not depend on the orientation of the template, again if the template is circular. Therefore, the similarity between the histograms of a template and window can be used as their similarity. The correlation coefficient of two histograms may be used as the similarity of the images from which the histograms were obtained.

Another measure that determines the similarity between a template and a window independent of the rotational difference between the two is the invariant moments. If both template and window are circular and their centers correspond to each other, they will cover the same scene parts and thus will contain the same pattern independent of their rotational differences. If invariant moments of the template and window are computed according to the formulations given in section 4.3.1.2, similar moments will be obtained when centers of the template and window correspond to each other, independent of their rotational differences. The correlation of the invariant moments after the necessary normalization may be used as the similarity between a template and a window. This method was used in [155] to register satellite images with rotational differences.

Instead of matching circular regions in images, intensities along rings (perimeters of circular regions) may be used in matching. When the centers of two rings of the same radius correspond to each other, the same sequence of intensities will form along the rings independent of their orientations. The orientation of a ring can be normalized with respect to its major axis as computed by (4.49) and (4.50) so that the start of the sequence can be taken to always be the point where the major axis intersects the ring. Since the major axis intersects the circle at two points, two sequences representing the window should be tested against the sequence representing the template. Computation of the major axes of rings can be avoided if the 1-D arrays representing the rings are matched \( n \) times for a ring composed of \( n \) pixels. One sequence is shifted over the other and the similarity between the two is determined by the cross-correlation coefficient or the sum of absolute differences. Figure 4.7 shows an example of a ring and the sequence of intensities obtained from it.

To achieve a more reliable matching, the rings should be unique and highly informative. A criterion similar to that used to select templates in the reference image will be needed to select the rings. Rings that are centered at unique and highly informative landmarks are expected to be highly informative and unique because landmarks are selected as the centers of highly informative and unique regions. The landmarks and the rings can be combined to achieve a higher positional accuracy when searching for corresponding points in two images. For instance, the result of the point-pattern matching algorithms discussed in this chapter can be further refined by selecting rings centered at the landmarks in the reference image and searching for them in the neighborhoods of the corresponding landmarks in the sensed image.

### 4.5.2 Gaussian-weighted templates

Template matching as discussed above treats all pixels in a template or a window similarly. If the images to be registered have linear or nonlinear geometric differ-
Fig. 4.7  (a) A ring centered at a landmark. (b) The sequence of intensities forming the ring counter-clockwise starting from the rightmost pixel on the ring. The horizontal axis shows the pixel positions along the ring and the vertical axis shows the intensities of the pixels.

ences, a template and a window whose centers correspond to each other may have considerable linear or nonlinear geometric differences away from their centers and such differences could increase as one moves away from the center points. To reduce the effect of these differences in template matching, the pixel intensities can be multiplied by weights that decrease from the centers. If the centers of a template and a window correspond to each other, when the pixels are weighted in this manner, more information will be used from pixels at and near the centers of the template and window where differences are smaller. By scaling down intensities away from the centers of corresponding template and window, the effect of geometric difference between them is reduced.

Very small standard deviations will use information only from a small region at the center of the template and window and the information may not be sufficient to accurately find their similarity. On the other hand, if a very large standard deviation is used, intensities in the template and window will hardly change, producing matching results similar to those obtained without Gaussian weighting. Typically, the standard deviation of the Gaussian is set equal to the radius of the template and window. Gaussian weighting is especially effective when registering stereo images where geometric differences between a template and window pair increase as one moves away from the centers of the template and window.

4.5.3 Template size

A template that contains very little information because it represents a rather homogeneous area may produce a false match. One way to avoid false matches is to set the size of a template proportional to the information content in the template. In rather homogeneous areas, therefore, larger templates are needed, and in detailed areas smaller templates are sufficient. This has proven very effective in the matching
of stereo images [293]. If the local geometric difference between images is not large, a small number of landmark correspondences is sufficient to register the images. Therefore, selection of landmarks or templates in rather homogeneous image areas can be avoided altogether.

To achieve highly reliable matches, it is required that the selected templates be unique and highly informative. Algorithm 3.2 described steps for determining control points that were centered at unique and highly informative regions. The same algorithm can be used to select highly informative and unique templates. The area size used to select a template size should depend on the information present in the area. In that way, all selected templates will be locally unique and have sufficient information to produce highly reliable matches.

4.5.4 Coarse-to-fine methods

Coarse-to-fine methods are used to speed up the matching process or to increase the registration accuracy. The coarse-to-fine idea can be implemented at image level, at template level, or during the correspondence search.

4.5.4.1 At image level  If the given images have nonlinear geometric differences, as the scale of the images is reduced, the geometric difference between the images reduces, making the images more similar and increasing the registration accuracy. The transformation function that registers the images at a lower scale, however, will only register the images approximately at a higher scale. Therefore, after approximately registering the images at a scale, the process should be repeated to find more corresponding landmarks in the images at a higher scale and compute a more elaborate transformation that can compensate more accurately for the local geometric difference between the images.

The coarse-to-fine approach is particularly useful when high-resolution images with large local geometric differences need to be registered. At a coarse resolution (small scale), the global geometric difference between the images is determined and the sensed image is resampled to globally align the reference image. As the scale is increased, more landmarks are selected to better represent the local geometric differences between the images. The process is repeated until images at full scale are registered.

Coarse-to-fine matching at image level is found particularly effective when the images represent different views of a scene. Quam [319] developed a coarse-to-fine hierarchical matching algorithm that was shown to be very effective in the registration of multi-view terrain images. The method used disparity estimates from a low scale to change the geometry of the sensed image at one level higher scale to register the reference image. Since this warping makes the sensed image more similar to the reference image, the reliability of the correlation matching increases. Correlation results obtained at a level are used to estimate disparities between the reference and sensed images at that level. The disparities are then used to warp the sensed image at one level higher scale and the process is repeated until the images register at full scale.
To reduce the scale of an image, the image is first convolved with a Gaussian to smooth small and noisy details. The smoothed image is then resampled to an image at a smaller scale. Alternatively, local averaging may be carried out to reduce the scale of an image. For instance, to reduce the scale of an image by a factor of two, the average of 2 $\times$ 2 neighborhoods in the image are used as the values of pixels in the lower-scale image. Lowering the scale by a factor of four will require averaging pixels in 4 $\times$ 4 neighborhoods and using the values as intensities of pixels in the lower-scale image.

If images $f_1[]$ and $g_1[]$ are produced from images $f_0[]$ and $g_0[]$, respectively, by reducing their scales by a factor of 2 and, assuming images $f_1[]$ and $g_1[]$ are registered with functions $X = T_x(x, y)$ and $Y = T_y(x, y)$, the same functions may be used to approximately register images $f_0[]$ and $g_0[]$ using $X = 2T_x(x/2, y/2); Y = 2T_y(x/2, y/2)$. The approximately registered images can then be more finely registered by finding correspondence between more landmarks in the images and using the correspondences to compute a more elaborate transformation function that can compensate for more local geometric differences between the images.

4.5.4.2 At template level The scale of the images may be kept unchanged, but smaller templates may be initially used to find likely match positions very quickly. Then, larger templates may be used to find the best-match position among the likely ones [335]. Alternatively, a subset of a template may be used to find the likely matches and then use the entire template to find the best match among the likely ones [159]. The template size can be kept unchanged, but initially a fast similarity measure may be used to identify the likely match positions and then a more expensive similarity measure may be used to locate the best-match position among the likely ones. For example, initially, the average intensity of pixels in the template or the histogram of the template may be used to determine the likely match positions. Then, the cross-correlation coefficient may be used to find the best-match position among the likely ones.

After locating a template in an image at the full scale, one may go one step further and determine the position of the template with subpixel accuracy [104, 384]. To achieve this, a biquadratic polynomial is fitted to the similarities in the 3 $\times$ 3 neighborhood centered at the best-match position by the least-squares method. The peak of the polynomial is then determined with subpixel accuracy. Assuming $f(x, y) = 0$ is the function that fits to the similarities by the least-squares method, the best-match position is computed with subpixel accuracy by solving $\partial f(x, y)/\partial x = 0$ and $\partial f(x, y)/\partial y = 0$ for $x$ and $y$.

4.5.4.3 During the search A search can also be carried out from coarse to fine. For instance, when searching for the position of a template in an image, the search can be first carried out at large intervals. When a template of radius $r$ pixels is used, the search is initially performed at every other pixel or every $n$th pixel. In the neighborhoods where a sufficiently high match rating is obtained, the search is then carried out at every pixel to accurately find the match position.

In registration methods where the two sets of landmarks are selected independently, first, a subset of the landmarks from each set is matched and the transformation
function mapping the two sets to each other is estimated. The correctness of the transformation is then verified using all landmarks in the two sets. The subsets used in the initial match may be taken randomly [117] or selectively by choosing those that form the minimum-spanning-tree [427] or the convex hull of the landmarks [163].

4.6 SUMMARY

In this chapter, methods for determining the correspondence between two sets of points, lines, and regions were given. Also discussed were methods for finding windows in the sensed image that correspond to templates selected in the reference image. Similarity measures for template matching were reviewed and coarse-to-fine approaches to image registration were presented. Further reading on these topics is provided below.

4.7 BIBLIOGRAPHICAL REMARKS

In addition to point-pattern matching using the minimum-spanning-tree [427] and convex hull vertices [163], point-pattern matching using relaxation labeling [290, 226] has been achieved. An algorithm for matching composite sets of point patterns using a tree search algorithm is given by Umeyama [391]. This algorithm allows point patterns from an object or scene with flexible parts to be matched. A method described by Chui and Rangarajan [66] uses thin-plate splines as the transformation function to detect the outliers and finds the correspondence between points in two images with nonlinear geometric differences.

Hausdorff distance has also been used in point-pattern matching [202, 281]. Although Hausdorff distance is sensitive to the outliers, once the outliers are eliminated through a filtering process, it can be used effectively to determine the match-rating between two points sets. Hausdorff distance can be used to locate objects in images if the objects and images are both defined by points. This is achieved by finding the transformation parameters that minimize the Hausdorff distance between the object and the image [336]. If a second image is taken as the object, the process will in effect find the transformation parameters that register the images.

Use of clustering in image registration was pioneered by Stockman et al. [369]. Clustering has been used as a means to determine the locations of objects in images and to recognize them [59, 111, 368, 370]. It is a general methodology for determining the consensus among evidences available about the parameters that relate two images or a model and an image. The challenge in clustering is to set up an accumulator in a high-dimensional space that has minimal coverage but still contains the desired cluster in the parameter space. In this chapter, instead of a 6-D accumulator, six 1-D accumulators were used because only one cluster is anticipated in the parameter space. A second challenge in clustering is to reduce the number of point combinations that are used to find the clusters. In this chapter, the use of points on the convex hulls of the point sets was suggested. Olson [295] suggested the use of randomized points similar to random sample consensus [117] for this purpose. This step is needed to make the
computation time manageable while still finding the required cluster or clusters in
the parameter space. Clustering is a generalization of the Hough transform [17, 170],
which does not perform well under noise. However, it performs well under outliers if
they represent a small percentage of the overall data. For further discussions on pose
clustering and its applications, see the work of Dhome and Kasvand [93], Linnainmaa
et al. [245], Silberberg et al. [359], and Thompson and Mundy [383].

In addition to invariants of five co-planar points as given in (4.14) and (4.15), the
cross ratio of four distinct points on a line, the relation between two points and two
lines in a plane, and the relation between two coplanar conics remain unchanged
under projective transformation and may be used to register two images. Extensive
discussions of invariants can be found in a book on invariance edited by Mundy and
Zisserman [283].

Matching of directed lines in images by clustering is described by Stockman et al.
[369]. 4-D clustering was performed to determine parameters \((S, \theta, h, k)\). To make
the process efficient, clustering was performed in two stages. In the first stage, the ap-
proximate cluster center was determined by coarsely quantizing the parameter space.
Once the approximate cluster center was determined, finer clustering was performed
within a small neighborhood of the estimated cluster center. Line matching via min-
imization of a distance measure [112] and using the dual quaternion representation
of lines [401] have also been proposed. In [218] the point that is overall closest to all
the lines is determined and used as the origin of the coordinate system for the lines.
The representations for the lines are then revised with respect to the new origin. The
process, in effect, repositions the lines in each set before matching them, making the
process independent of the coordinate systems of the images from which the lines are
extracted.

Line-matching in stereo images has been achieved via hypothesis-and-test [13].
The relation between lines in stereo images is no longer a fixed affine or projective
transformation, so relations (4.1) and (4.5) can no longer be used as constraints to
align images and verify the correctness of the correspondences. However, epipolar
constraint, continuity constraint, and smoothness constraint [211] may be used to
eliminate or reduce the number of incorrect correspondences.

Various forms of discrete and continuous relaxation techniques have appeared
in the literature [178, 179, 200, 230, 334] in various computer vision applications,
including image and shape matching [84, 224], mostly in the late 70s and early 80s. An
excellent review of relaxation labeling techniques and their applications in computer
vision and image analysis is provided by Kittler and Illingworth [227].

Among the similarity measures discussed for template matching, mutual informa-
tion has been studied the most. The strength of mutual information is in its ability to
find similarity between images with considerable intensity differences. If a function
exists that uniquely maps intensities in the sensed image to intensities in the reference
image, a high similarity will be obtained between the images when using mutual in-
formation. This similarity measure is especially useful in the registration of medical
images. For example, although MR and CT scanners assign different values to a
tissue type, the same tissue type will receive the same value in an imaging modal-
ity. Therefore, a template taken from a CT image will have high mutual information
with the corresponding window in the MR image. Different implementations of mutual information have been proposed [253, 372, 381, 399] and the performance of algorithms using mutual information as the similarity measure has been determined [119, 409] and compared with performances of the sum of absolute differences and the cross-correlation coefficient in image registration [302]. An extensive review of mutual information in image registration has been provided by Pluim et al. [311].
In the preceding chapters, methods for determining point features in images and methods for determining correspondence between them were discussed. In this chapter, methods for determining a transformation function that uses the coordinates of corresponding points in the images to find the correspondence between all points in the images are discussed. Linear and nonlinear transformations are covered. Among the nonlinear transformations, thin-plate splines, multiquadrics, weighted mean, piecewise linear, and weighted linear methods are presented.

The problem to be solved is as follows. Given the coordinates of $N$ corresponding points in the reference and sensed images,

$\{(x_i, y_i), (X_i, Y_i) : i = 1, \ldots, N\}$, \hspace{1cm} (5.1)

we would like to determine a transformation function $f(x, y)$ with components $f_x(x, y)$ and $f_y(x, y)$ that satisfies

$X_i = f_x(x_i, y_i)$, \hspace{1cm} (5.2)

$Y_i = f_y(x_i, y_i)$, \hspace{1cm} $i = 1, \ldots, N$, \hspace{1cm} (5.3)

or

$X_i \approx f_x(x_i, y_i)$, \hspace{1cm} (5.4)

$Y_i \approx f_y(x_i, y_i)$, \hspace{1cm} $i = 1, \ldots, N$. \hspace{1cm} (5.5)
Once \( f(x, y) \) is determined, the coordinates of the corresponding point in the sensed image can be determined, given the coordinates of a point \((x, y)\) in the reference image.

If we rearrange the coordinates of corresponding points in the images as follows.

\[
\{(x_i, y_i, X_i) : i = 1, \ldots, N\}, \quad (5.6)
\]
\[
\{(x_i, y_i, Y_i) : i = 1, \ldots, N\}, \quad (5.7)
\]

we see that the components of the transformation defined by equations (5.2) and (5.3) represent two single-valued surfaces that interpolate data points given in (5.6) and (5.7), and the components of the transformation defined by (5.4) and (5.5) represent single-valued surfaces approximating data points in (5.6) and (5.7). The two components of a transformation have the same form and can be determined in the same manner. Therefore, we will consider the general problem of finding a single-valued function that interpolates or approximates a set of irregularly spaced data in the plane,

\[
\{(x_i, y_i, f_i) : i = 1, \ldots, N\}. \quad (5.8)
\]

That is, we find \( f(x, y) \) such that

\[
f_i = f(x_i, y_i), \quad i = 1, \ldots, N, \quad (5.9)
\]

or

\[
f_i \approx f(x_i, y_i), \quad i = 1, \ldots, N. \quad (5.10)
\]

In volumetric images, the control points are in 3-D and the set of corresponding points can be written as

\[
\{(x_i, y_i, z_i), (X_i, Y_i, Z_i) : i = 1, \ldots, N\}. \quad (5.11)
\]

If we rearrange the coordinates of corresponding points into

\[
\{(x_i, y_i, z_i, X_i) : i = 1, \ldots, N\}, \quad (5.12)
\]
\[
\{(x_i, y_i, z_i, Y_i) : i = 1, \ldots, N\}, \quad (5.13)
\]
\[
\{(x_i, y_i, z_i, Z_i) : i = 1, \ldots, N\}, \quad (5.14)
\]

the single-valued functions interpolating the data,

\[
X_i = f_x(x_i, y_i, z_i), \quad (5.15)
\]
\[
Y_i = f_y(x_i, y_i, z_i), \quad (5.16)
\]
\[
Z_i = f_z(x_i, y_i, z_i), \quad i = 1, \ldots, N, \quad (5.17)
\]
or approximating the data,

\[ X_i \approx f_x(x_i, y_i, z_i), \quad (5.18) \]
\[ Y_i \approx f_y(x_i, y_i, z_i), \quad (5.19) \]
\[ Z_i \approx f_z(x_i, y_i, z_i), \quad i = 1, \ldots, N, \quad (5.20) \]

will represent the components of a transformation function that register the images. Again, because the three components of the transformation are similar, they can be determined in the same manner. Therefore, we will consider the general problem of finding a single-valued function that interpolates or approximates

\[ \{(x_i, y_i, z_i, f_i) : i = 1, \ldots, N\}. \quad (5.21) \]

A component of a transformation function can be represented by a variety of functions. The type of function selected should depend on the type and severity of the geometric difference between the images, the accuracy of the point correspondences, and the density and organization of the points. In the following, we will examine the properties of different transformation functions and provide a guide to their selection using information about the images.

Because of the nonlinear nature of the image acquisition process and, sometimes, the deformable nature of the scene, the images to be registered often have nonlinear geometric differences. Sometimes, the nonlinear geometric difference between two images is small and negligible and a linear transformation can be used to register them. In other cases, the geometric difference between the images is quite large and complex, and a composite of local transformations is needed to register them. The problem becomes even more difficult when the images to be registered contain rigid as well as nonrigid bodies. The transformation function for the registration of such images should be able to rigidly register parts of the images while nonrigidly registering the rest.

Knowing a set of corresponding control points in two images, many transformation functions can be used to accurately map the control points to each other. A proper transformation function will accurately align the remaining points in the images as well. Some transformation functions may map control points in the sensed image to corresponding control points in the reference image accurately, but they warp the sensed image too much, causing large errors in the registration away from the control points. Also, since a transformation is computed from the point correspondences, error in the correspondences will carry over to the transformation function. A transformation is needed that can smooth the noise and small inaccuracies in the correspondences. When noise and inaccuracies are present, approximation methods are preferred over interpolating methods in image registration.

Various transformations have been used in image registration. In the following sections, the properties of these transformations are examined and a guide to them is provided. To determine the behavior of transformation functions and to find their accuracies in image registration, a number of test images are prepared, as shown in
Fig. 5.1. Figure 5.1a is an image of size $512 \times 512$ pixels containing a $32 \times 32$ uniform grid, and Fig. 5.1b shows the same grid after being translated by (5,8) pixels. Figure 5.1c shows counterclockwise rotation of the grid by 0.1 radians about the image center, Fig. 5.1d shows scaling of the grid by 1.1 with respect to the image center, Fig. 5.1e shows the grid after linear transformation by

$$X = 0.7x - y + 3,$$

Figure 5.1 (a) A $32 \times 32$ uniform grid in an image of size $512 \times 512$ pixels. (b) The grid after translation by (5,8) pixels. (c) The grid after rotation by 0.1 radians counterclockwise about the image center. (d) The grid after scaling by 1.1 with respect to the image center. (e) The grid after the linear transformation defined by (5.22) and (5.23). (f) The grid after the nonlinear transformation defined by (5.24) and (5.25).
\[ Y = 0.9x + 0.8y + 5, \]  

and Fig. 5.1f shows nonlinear transformation of the grid by sinusoidal function

\[
\begin{align*}
X &= x - 8 \sin(y/16), \\
Y &= y + 4 \cos(x/32).
\end{align*}
\]

We will use the coordinates of all, or a subset, of the corresponding grid points in the images to estimate these transformations.

Different densities and organization of point correspondences will be used to estimate the geometric difference between Fig. 5.1a and Figs 5.1b–f. Figure 5.2a shows all the grid points in Fig. 5.1a, Fig. 5.2b shows a uniformly spaced subset of the grid points, Fig. 5.2c shows a random subset of the grid points, and Fig. 5.2d shows a subset of the grid points with variation in the density of the points. Although uniformly spaced points are rarely obtained in images, they are used here to determine the influence of the spacing and organization of the points on registration accuracy. The five geometric transformations are used to represent the geometric difference between the reference and sensed images and four sets of corresponding points are used to estimate the transformation in each case. Overall, there will be twenty test cases to consider.

\textbf{Fig. 5.2} Various densities and organization of data points. (a) A grid of uniformly spaced data. (b) A uniform grid with fewer data points. (c) A set of randomly spaced data points. (d) A set of data points with a varying density.
The points in the reference image are the grid points shown in Figs. 5.2a–d. The points in the sensed image are obtained by:

1. translating the points in the reference image by (5,8) pixels;
2. rotating the points by 0.1 radians about the image center and rounding the obtained coordinates;
3. scaling the points by 1.1 with respect to the image center and rounding the coordinates;
4. transforming the points using the linear transformation given in (5.22) and (5.23) and rounding the coordinates;
5. transforming the points using the sinusoidal transformation given by (5.24) and (5.25) and rounding the coordinates.

From the coordinates of corresponding points, the transformations are estimated and compared to the actual ones. In these experiments, although mismatches do not exist, corresponding control points contain rounding errors.

5.1 SIMILARITY TRANSFORMATION

The similarity transformation or the transformation of the Cartesian coordinate system represents global translational, rotational, and scaling differences between two images and is defined by

\[
X = S[x \cos \theta + y \sin \theta] + h,  \\
Y = S[-x \sin \theta + y \cos \theta] + k,
\]

(5.26)  
(5.27)

where \(S\), \(\theta\), and \((h, k)\) are scaling, rotational, and translational differences between the images, respectively. These four parameters can be determined if the coordinates of two corresponding points in the images are known. The rotational difference between the images is determined from the angle between the lines connecting the two points in the images. The scaling difference between the images is determined from the ratio of distances between the points in the images. Knowing the scale \(s\) and the rotation \(\theta\), the translation parameters \((h, k)\) are then determined by substituting the coordinates of midpoints of lines connecting the points into equations (5.26) and (5.27) and solving for \(h\) and \(k\).

If the correspondences are known to be noisy or inaccurate, more than two correspondences should be used to determine the parameters by least-squares [324] or clustering [369]. Least-squares is preferred when the inaccuracies can be modeled by zero-mean noise, while clustering is preferred when large errors (outliers) exist among the correspondences.

In 3-D, the similarity transformation can be written as

\[
P = SRp + T,
\]

(5.28)
where $P$ and $p$ represent corresponding points in the sensed and reference images, $S$ is the scaling, $R$ is an orthonormal matrix representing the rotational difference, and $T$ is a vector representing the translational difference between the images. First, the scaling difference between the images is determined from the average ratio of distances between corresponding point pairs in the images. Knowing the scaling parameter $S$, the translation vector $T$ and the rotation matrix $R$ are determined as follows. Assuming coordinates of corresponding points in the images after correction for scale are \( \{ p_i = (x_i, y_i, z_i), P_i = (X_i, Y_i, Z_i) : i = 1, \ldots, N \} \), the relation between corresponding points in the images can be written as

\[
P_i = Rp_i + T, \quad i = 1, \ldots, N.
\]

Vector $T$ and matrix $R$ are determined by minimizing

\[
E^2 = \sum_{i=1}^{N} \| P_i - (Rp_i + T) \|^2.
\]

An efficient algorithm for determining $R$ and $T$ has been described by Arun et al. [10]. In this algorithm, the rotation matrix is obtained first by minimizing

\[
E^2_R = \sum_{i=1}^{p} \| Q_i - Rq_i \|^2,
\]

and then the translation vector $T$ is determined from

\[
T = P - Rp.
\]

In equation (5.31), $Q_i = P_i - \bar{P}$, $q_i = p_i - \bar{p}$, and $\bar{P}$ and $\bar{p}$ are the centers of gravity of the points in the sensed and reference images, respectively.

If the correspondences are known to be accurate, the translational and rotational differences between the images can be determined from the coordinates of three non-collinear corresponding points in the images. If quantization noise is present, more than three corresponding points are needed to reduce the effect of noise and determine the registration parameters by the least-squares method as outlined above. If outliers are also present, parameters determined from combinations of three correspondences at a time should be clustered to obtain the transformation parameters. Note that if three corresponding points are used, determination of the registration parameters involves the solution of a nonlinear system of equations, while if four or more points are used, the transformation parameters can be determined by solving a linear system of equations [97].

If the images do not have a scaling difference, the similarity transformation becomes the rigidity transformation. Therefore, the rigidity constraint can be used to find the parameters of the transformation. If noise is not zero-mean, or outliers exist,
the least squares method may fail to find the correct transformation parameters. To find the transformation parameters by specifically using the rigidity constraint, in Ding and Goshtasby [96], about a dozen correspondences that had the highest match rating and were widely spread over the image domain were selected from a large set of corresponding points. Then, transformation parameters were determined from combinations of four points at a time and the combination that produced a linear transformation closest to a rigid transformation was used to register the images. The idea is to use a few correspondences that are very accurate rather than using a large number of correspondences, some of which are inaccurate.

Similarity transformation can be used to register aerial and satellite images where the scene is rather flat and the platform is very far from, and looking directly down at, the scene. In medical images, bony structures can be registered with this transformation. Similarity transformation is widely used in the registration of multimodality brain images since the brain is contained in a rigid skull and images of the brain taken a short time apart do not have nonlinear geometric differences (if sensor nonlinearities do not exist). An example of brain image registration using the similarity transformation is shown in Fig. 5.3. The left column shows orthogonal slices of an MR image, the middle column shows orthogonal slices of a fluorodeoxyglucose (FDG) PET image exhibiting brain glucose metabolism taken within a week of the MR acquisition, and the right column shows orthogonal slices of the registered MR and PET images. In this example, control points were selected as locally unique and highly informative

![Fig. 5.3](image-url) Registration of MR (left) and the PET (middle) brain images by the similarity transformation. The right column shows the registered images. The PET image reveals the cerebral glucose metabolism. The intensities of the fused image are reassigned to enhance areas of high activity.
points, and correspondences were determined by template matching using mutual information as the similarity measure.

## 5.2 PROJECTIVE AND AFFINE TRANSFORMATIONS

Image acquisition is a projective process and if lens and sensor nonlinearities do not exist, the relation between two images of a rather flat scene can be described by the projective transformation

\[
X = \frac{ax + by + c}{dx + ey + 1},
\]

\[
Y = \frac{fx + gy + h}{dx + ey + 1}.
\]

Here, \(a–h\) are the eight unknown parameters of the transformation, which can be determined if the coordinates of four non-colinear corresponding points in the images are known. If correspondences are known to contain noise, more than four correspondences should be used in the least-squares method to obtain the transformation parameters. When the scene is very far from the camera, the projective transformation can be approximated by the affine transformation

\[
X = ax + by + c,
\]

\[
Y = dx + ey + f.
\]

An affine transformation has six parameters, which can be determined if the coordinates of at least three non-colinear corresponding points in the images are known. Affine transformation is a weak perspective transformation and has been widely used in the registration of satellite and aerial images [29, 366]. Figure 5.4 shows an example of image registration by the affine transformation. Figures 5.4a and 5.4b represent two images of the lunar surface obtained by Apollo 17. The images have a large overlap. Registration of the images by the affine transformation is shown in Fig. 5.4c. To show the accuracy of the registration, the registered images are subtracted as shown in Fig. 5.4d. Completely dark areas in the subtracted image correspond to the flat areas on the lunar surface. By a careful examination of the subtracted image, we see some misregistration by the affine transformation in the lower part of the image due to the presence of a highly elevated terrain. To more accurately register these images, a nonlinear transformation is needed.

The projective transformation requires that straight lines in the reference image remain straight in the sensed image. If parallel lines remain parallel, affine transformation may be used instead, and if angles between corresponding lines are preserved, the transformation of the Cartesian coordinate system may be used to register the images. Images that can be registered by the transformation of the Cartesian coordinate system can be registered by the affine transformation, and images that can be registered by the affine transformation can be registered by the projective transformation.
Fig. 5.4  (a), (b) Two images of the lunar surface obtained by Apollo 17. The images show a rather flat area with a mountain range in the middle (the elongated white region). (c) Registration of the images by the affine transformation. (d) Subtraction of the registered images.

If a straight line in the reference image maps to a curve in the sensed image, a nonlinear transformation is needed to register the images. Nonlinear transformations are discussed next.

5.3 THIN-PLATE SPLINE

Thin-plate spline (TPS) or surface spline [181, 273] is perhaps the most widely used transformation function in the registration of images with nonlinear geometric differences. It was first used in the nonrigid registration of remote sensing images [149] and then in the nonrigid registration of medical images [38]. Given a set of single-valued points in the plane as defined by (5.8), the thin-plate spline interpolating the points is defined by

\[
    f(x, y) = A_1 + A_2 x + A_3 y + \sum_{i=1}^{N} F_i r_i^2 \ln r_i^2,
\]

where \( r_i^2 = (x - x_i)^2 + (y - y_i)^2 + d^2 \). TPS is an interpolating radial basis function. It is defined by a linear term and a weighted sum of radially symmetric logarithmic functions. TPS represents the equation of a plate of infinite extent deforming under loads centered at \( \{(x_i, y_i) : i = 1, \ldots, N\} \). The plate deflects under the imposition of loads to take values \( \{f_i : i = 1, \ldots, N\} \). Parameter \( d^2 \) acts like a stiffness parameter. As \( d^2 \) approaches zero, the loads approach point loads. As \( d^2 \) increases, the loads
become more widely distributed producing a stiffer (smoother) surface. Equation (5.37) contains \( N + 3 \) unknowns. By substituting the coordinates of \( N \) points as described by (5.8) into (5.37), \( N \) relations are obtained. Three more relations are obtained from the following constraints:

\[
\sum_{i=1}^{N} F_i = 0, \tag{5.38}
\]
\[
\sum_{i=1}^{N} x_i F_i = 0, \tag{5.39}
\]
\[
\sum_{i=1}^{N} y_i F_i = 0. \tag{5.40}
\]

Constraint (5.38) ensures that the sum of the loads applied to the plate is 0 so that the plate will remain stationary. Constraints (5.39) and (5.40) ensure that moments with respect to \( x \) and \( y \) axes are zero, so the surface will not rotate under the imposition of the loads. A minimum of three points are needed to obtain a thin-plate spline. When seven points with coordinates 

\[
(1, 1, 10), (1, 20, 10), (20, 1, 10), (20, 20, 10),
(11, 8, 15), (7, 17, 25), \text{ and } (16, 12, 20)
\]

are used and \( d^2 = 0 \), we find \( A_1 = 61.622, A_2 = 0.079, A_3 = -0.323, F_1 = 0.0001, F_2 = 0.0313, F_3 = 0.0695, F_4 = -0.0498, F_5 = 0.0344, F_6 = -0.0014, \text{ and } F_7 = -0.0215. \)

Using thin-plate splines to map Figs 5.1b–f to Fig. 5.1a with the point arrangements shown in Fig. 5.2, the results shown in Table 5.1 are obtained. The errors in each entry of the table are obtained by using the coordinates of corresponding points to determine the transformation parameters. The obtained transformation is then used to deform the sensed image to overlay the reference image. This transformation maps the control points in the sensed image exactly to the corresponding control points in the reference image. The grid points shown in Figs 5.2a–d were used to estimate the transformation functions and the grid points shown in Fig. 5.1a were used to estimate the maximum (MAX) error and the root-mean-squared (RMS) error in each case. All errors in the

<table>
<thead>
<tr>
<th></th>
<th>Translation</th>
<th>Rotation</th>
<th>Scaling</th>
<th>Linear</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Dense</td>
<td>MAX 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>RMS 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Uniform Sparse</td>
<td>MAX 0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>27.0</td>
</tr>
<tr>
<td></td>
<td>RMS 0.0</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>5.8</td>
</tr>
<tr>
<td>Random</td>
<td>MAX 0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>14.1</td>
</tr>
<tr>
<td></td>
<td>RMS 0.0</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
<td>3.5</td>
</tr>
<tr>
<td>Varying Density</td>
<td>MAX 0.0</td>
<td>2.2</td>
<td>2.0</td>
<td>1.4</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>RMS 0.0</td>
<td>0.8</td>
<td>0.7</td>
<td>0.7</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Table 5.1 MAX and RMS errors of TPS in image registration under different densities and organization of the points as well as the geometric difference between the images.
first row in Table 5.1 are zero because TPS is an interpolating function and it maps corresponding control points in the images exactly to each other. Since the control points used to compute the transformation and the points used to measure the error are the same, no errors are obtained. Figure 5.5a shows the resampling of Fig. 5.1f to align with Fig. 5.1a using all the correspondences. Although corresponding control points map to each other exactly, errors are visible away from the control points, especially around image borders.

When the images have translational differences, no errors are observed in the registration independent of the density and organization of the points. This can be attributed to the linear term in TPS and the fact that there is no rounding error between corresponding points in the images. When images have rotational, scaling, or linear differences, TPS produces small errors that are primarily due to rounding error between corresponding points in the images. Errors slightly increase when the density of points varies across the image domain. When images have nonlinear geometric differences, errors are quite large as shown in the last column in Table 5.1. Although corresponding points are mapped to each other, at non control points, errors increase as one moves away from the control points. Figures 5.5a–d show the resampling of image 5.1f to align with image 5.1a using the point arrangements shown in Figs 5.2a–d,

![Fig. 5.5](image)

*Fig. 5.5*  The effect of density and organization of control points in the registration accuracy of TPS. (a)–(d) The resampling of Fig. 5.1f using the control points shown in Figs 5.2a–d, respectively, to align with Fig. 5.1a.
respectively. The control points in the reference image are overlaid with the resampled images for qualitative assessment of the registration accuracy.

From the examples shown in Fig. 5.5, we see that thin-plate spline is not suitable for the registration of images with local geometric differences. In Figs 5.5c and 5.5d although reasonably good accuracy is achieved at and near the control points, errors are large away from the control points. This can be attributed to the fact that logarithmic basis functions, which are radially symmetric, are used to define the transformation. When the arrangement of the points is nonsymmetric, large errors are obtained in areas where large gaps exist between control points. One should also note that as the number of control points increases, since the matrix of coefficients becomes increasingly large, the numerical stability of the method decreases.

The stiffness parameter \( d^2 \) changes the shape of the interpolating surface and that changes the registration accuracy. With the point arrangements given in Fig. 5.2, best accuracy is obtained when the stiffness parameter is zero. Larger stiffness parameters increase registration errors in these test cases. The errors reported in Table 5.1 are for a stiffness parameter of 0. To avoid the creation of high fluctuations away from the control points, Rohr et al. [332, 400] added a smoothing term to the interpolating spline while letting \( d^2 = 0 \) to obtain a surface that contained smaller fluctuations but approximated the points. As the smoothness term is increased, the obtained surface becomes smoother and fluctuations become smaller but the surface moves away from some of the control points. If interaction with the system is allowed, one may gradually change the smoothness parameter while observing the components of the transformation and stop the process when the surfaces get sufficiently close to the points. When the points are noisy and/or are irregularly spaced, approximating splines should produce better results than interpolating splines. This, however, necessitates interaction with the system to ensure that the surfaces are not overly smoothed.

Thin-plate splines can be extended to volume splines for the registration of volumetric images [110, 400]. A component of a transformation function for the registration of volumetric images will be a single-valued hypersurface in 4-D,

\[
 f(x, y, z) = A_1 + A_2 x + A_3 y + A_4 z + \sum_{i=1}^{N} F_i r_i^2 \ln r_i^2, \quad (5.41)
\]

where \( r_i^2 = (x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2 + d^2 \). Parameters \( A_1, A_2, A_3, \) and \( A_4 \) as well as \( F_i \) for \( i = 1, \ldots, N \) are determined by solving a system of \( N + 4 \) linear equations. \( N \) equations are obtained by substituting coordinates (5.21) into (5.41) and letting \( f(x_i, y_i, z_i) = f_i \). Four more equations are obtained from constraints

\[
\sum_{i=1}^{N} F_i = 0, \quad (5.42)
\]

\[
\sum_{i=1}^{N} x_i F_i = 0, \quad (5.43)
\]
These constraints ensure that the spline will not translate or rotate under the loads.

5.4 MULTISPLINE

Multiquadric (MQ) is another interpolating radial basis function. Radial basis functions are, in general, defined by

\[ f(x, y) = \sum_{i=1}^{N} F_i R_i(x, y). \]  \hspace{1cm} (5.46)

Parameters \( \{F_i : i = 1, \ldots, N\} \) are determined by letting \( f(x_i, y_i) = f_i \) for \( i = 1, \ldots, N \) and solving the obtained system of linear equations. In 2-D, \( R_i(x, y) \) is a radial function whose value is proportional or inversely proportional to the distance between \((x, y)\) and \((x_i, y_i)\). A surface point, therefore, is obtained from a weighted sum of the radial basis functions. Powell [314] provides an excellent review of radial basis functions.

When \( R_i(x, y) = \left[ (x - x_i)^2 + (y - y_i)^2 + d^2 \right]^{1/2} \), \hspace{1cm} (5.47)

\( f(x, y) \) is called a multiquadric [182, 183]. As \( d^2 \) is increased, a smoother surface is obtained. When basis functions are logarithmic, the obtained transformation becomes a thin-plate spline without the linear term. In a comparative study carried out by Franke [127], it was found that multiquadric followed by thin-plate spline produced the best accuracy in the interpolation of randomly spaced data.

When monotonically increasing radial basis functions are used, the farther a data point is from a surface point, the larger the influence of that data point will be on the surface point. This means that if radial basis functions with monotonically increasing basis functions are used in image registration, control points farther away will have a larger influence on the transformation at a particular image point than nearer control points. Radial basis functions that are monotonically decreasing seem more appropriate for nonrigid image registration because a local deformation affects the registration in the neighborhood of the deformation.

Examples of radial basis functions that monotonically decrease are Gaussians [161, 341],
\[ R_i(x, y) = \exp \left\{ -\frac{(x - x_i)^2 + (y - y_i)^2}{2\sigma_i^2} \right\} \]  

(5.48)

and inverse multiquadrics (IMQ) [52, 127, 183],

\[ R_i(x, y) = \left( (x - x_i)^2 + (y - y_i)^2 + d^2 \right)^{-\frac{1}{2}}. \]  

(5.49)

Franke [127] has shown through extensive experimentation that monotonically decreasing radial basis functions do not perform as well as monotonically increasing radial basis functions when data are uniformly or randomly spaced. When applied to image registration, errors from radial basis functions defined in terms of inverse distances, such as IMQ and Gaussians, are especially large around image borders where the sum of the basis functions approaches zero abruptly.

Errors in registering images 5.1b–f with image 5.1a using multiquadrics with the control points shown in Fig. 5.2 are summarized in Table 5.2. Registration examples are shown in Fig. 5.6. Comparing these results with those obtained in Table 5.1, we see that TPS generally performs better than MQ, especially when the transformation function to be estimated is linear. This can be attributed to the linear term in TPS. However, when the transformation function is nonlinear, MQ performs slightly better. It should be mentioned that a linear term may also be added to the equation of MQ. However, since MQ is used in nonrigid registration, the addition of a linear term will not change the registration result noticeably.

Monotonically decreasing radial basis functions can be defined locally so that the coordinates of a small number of control points will be sufficient to find a functional value. Such functions are called compactly supported radial basis functions. Wendland [407] describes a family of compactly supported radial basis functions that are positive definite and guarantee a solution. For instance, function

<table>
<thead>
<tr>
<th>Table 5.2</th>
<th>MAX and RMS registration errors of MQ using the control points in Fig. 5.2 and the deformations shown in Figs 5.1b–f in comparison with Fig. 5.1a. Numbers inside parentheses show errors when optimal ( d^2 ) was used, while numbers not in parentheses are errors obtained when ( d^2 = 0 ).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translation</td>
</tr>
<tr>
<td>Uniform</td>
<td>MAX</td>
</tr>
<tr>
<td>Dense</td>
<td>0.0</td>
</tr>
<tr>
<td>Uniform</td>
<td>MAX</td>
</tr>
<tr>
<td>Sparse</td>
<td>12.6 (1.4)</td>
</tr>
<tr>
<td>Random</td>
<td>MAX</td>
</tr>
<tr>
<td>Varying</td>
<td>33.5 (3.2)</td>
</tr>
<tr>
<td>Density</td>
<td>MAX</td>
</tr>
<tr>
<td></td>
<td>74.2 (46.8)</td>
</tr>
<tr>
<td></td>
<td>8.4 (4.4)</td>
</tr>
</tbody>
</table>
is not only 0 at distance $a$ from its center, but its gradient is also 0 there. Therefore, the basis functions smoothly vanish at distance $a$ from their centers and a weighted sum of them will be a smooth function everywhere in the approximation domain. Parameter $a$ should be selected in such a way that within each region of radius $a$, at least a few points are obtained. Parameters $\{F_i : i = 1, \ldots, N\}$ are again determined by solving a system of linear equations. Note that although the basis functions have local support, a global system of equations has to be solved to find the $F_i$s. Since the sum of the weights varies across the image domain, registration accuracy will greatly depend on the organization of the points.
A comparison of globally defined radial basis functions and compactly supported radial basis functions in image registration is provided by Fornefett et al. [122]. Improved accuracy is reported for compactly supported radial basis functions when compared to globally defined radial basis functions in the registration of intra-operative brain images using control points whose density does not vary across the image domain.

Because radial basis functions are radially symmetric, when points are irregularly spaced, they cannot model the geometric difference between two images well. Registration accuracy of radial basis functions depends on the organization of the control points. Functions that can adapt to the organization of control points will be more appropriate for registering images with irregularly spaced control points. Such basis functions are discussed next.

### 5.5 WEIGHTED MEAN METHODS

Radial basis functions interpolate the given data. They map corresponding control points in the images exactly to each other. Methods that map corresponding control points approximately to each other are called approximation methods. An approximation method is defined by a weighted sum of given data, with the weights having a sum of 1 everywhere in the approximation domain. Approximation of the data points in (5.8) by a weighted mean method is defined by

\[
f(x, y) = \sum_{i=1}^{N} f_i b_i(x, y),
\]

where

\[
b_i(x, y) = \frac{R_i(x, y)}{\sum_{i=1}^{N} R_i(x, y)}
\]

and \(R_i(x, y)\) is a monotonically decreasing radial basis function.

When \(R_i(x, y)\) is a Gaussian,

\[
R_i(x, y) = \exp \left\{ -\frac{(x-x_i)^2 + (y-y_i)^2}{2\sigma_i^2} \right\},
\]

the weights are called rational Gaussians or RaGs. Although Gaussians are symmetric, RaGs are nonsymmetric because they have to ensure that the sum of the weights is 1 everywhere in the approximation domain [156]. This property makes the weight functions stretch toward the gaps. Use of RaG weights in the correction of the local geometry of deformed images has been demonstrated [205].

When \(R_i(x, y)\) is an inverse multiquadric function, we have

\[
R_i(x, y) = \left[ (x-x_i)^2 + (y-y_i)^2 + d_i^2 \right]^{-1/2}.
\]
As $d_i$ approaches 0, $f(x_i, y_i)$ gets closer to $f_i$. When $d_i = 0$ for all $i$, the function will interpolate the points. When Gaussians are used, as the standard deviations are reduced, the same effect is observed and at the limit when $\sigma_i = 0$ for all $i$, the function interpolates the points. At very small $d_i$’s or $\sigma_i$’s, flat spots will appear in function $f$ at and surrounding the data points. This is demonstrated in a simple example in Fig. 5.7. Consider the following five data points: $(0, 0, 0), (1, 0, 0), (1, 1, 0), (0, 1, 0), \text{and} (0.5, 0.5, 0.5)$. The single-valued RaG surface approximating the points with increasing $\sigma_i$’s are shown in Figs 5.7a–d. For small $\sigma_i$’s, flat horizontal spots are obtained around the data points. This means, for large variations in $x$ and $y$, only small variations will be obtained in $f$ near the data points. The implication of this is that when such a function is used to represent a component of a transformation function, well-separated and uniformly spaced image points surrounding a control point in the reference image will map densely to image points in the neighborhood of the corresponding control point in the sensed image, even when no geometric difference between the images exists.

![Fig. 5.7](image_url) (a)–(d) A component of a transformation represented by a RaG surface using 5 data points, $\sigma_i = \sigma$ for $i = 1, \ldots, 5$, at increasing values of $\sigma$. (e)–(h) A transformation function with components represented by single-valued RaG surfaces at increasing values of $\sigma$. Shown here are image points in the sensed image mapping to uniformly spaced image points in the reference image. (i)–(l) The same as in (e)–(h) but using a parametric surface for each component of the transformation.
Consider the following 5 correspondences.

\[[0, 0)(0, 0); [1, 0)(1, 0); [(1, 1)(1, 1); [(0, 1)(0, 1); [(0.5, 0.5)(0.5, 0.5)]\right. \quad (5.55)

The functions mapping points in the reference image to points in the sensed image for increasing \( \sigma_i \)'s are depicted in Figs 5.7e–h. The images show points in the sensed image mapping to uniformly spaced points in the reference image. As \( \sigma_i \)'s are reduced, the density of points increases near the control points and the function more closely approximates the data. As \( \sigma_i \)'s are increased, spacing between the points becomes more uniform, but the function moves further away from the data, increasing the approximation error. Ideally, we want a transformation function that maps corresponding control points more closely when \( \sigma_i \)'s are decreased without increasing the density of the points near the control points. Some variation in the density of resampled points is inevitable if the images to be registered have nonlinear geometric differences. Nonlinear geometric differences change the local density of resampled points in order to stretch some parts of the sensed image while shrinking others, as needed, to make its geometry resemble that of the reference image.

To obtain rather uniformly spaced points in the sensed image when uniformly spaced points are provided in the reference image, it is required to represent each component of the transformation by a parametric RaG surface. Using the corresponding points given in (5.1), we first compute a RaG surface with components \( x = x(u, v), y = y(u, v), \) and \( f = f(u, v) \) that approximate

\[ \{(x_i, y_i, f_i) : i = 1, \ldots, N\}, \quad (5.56) \]

with nodes \( \{(u_i = x_i, v_i = y_i) : i = 1, \ldots, N\} \). Given pixel coordinates \((x, y)\) in the reference image, the corresponding parameter coordinates \((u, v)\) are determined from \( x = x(u, v) \) and \( y = y(u, v) \). This requires the solution of two nonlinear equations. Then, knowing \((u, v)\), \( f = f(u, v) \) is evaluated. The obtained value will, in effect, represent the \( X \) or the \( Y \) coordinate of the image point in the sensed image corresponding to image point \((x, y)\) in the reference image. Figures 5.7i–l show the resampling result achieved in this manner. As can be observed, this transformation function now maps uniformly spaced points in the reference image to almost uniformly spaced points in the sensed image while mapping corresponding control points approximately to each other. The nonlinear equations can be solved by initially letting \( u = x \) and \( v = y \) and iteratively revising \( u \) and \( v \) by Newton’s method [234].

To determine the accuracy of this approximation method in nonrigid registration, the control points shown in Fig. 5.2 and the deformations shown in Fig. 5.1 are used. MAX and RMS errors for RaG weights are shown in Table 5.3. Registration errors vary with the standard deviations of Gaussians, which are the widths of the weight functions. As the standard deviations of Gaussians are increased, the obtained transformation becomes smoother but errors in registration increase. As the standard deviations of Gaussians are decreased, the transformation becomes less smooth, producing sharp edges and corners, but it maps corresponding control points to each
**Table 5.3** MAX and RMS registration errors of the weighted mean method using RaG weights, the control points in Fig. 5.2 and the geometric deformations shown in Fig. 5.1. The errors are for $n = 9$. When $n$ is reduced to 5, the errors shown in parentheses are obtained.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Uniform Dense</th>
<th>Uniform Sparse</th>
<th>Random</th>
<th>Varying Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0 (0.0)</td>
<td>0.1 (0.0)</td>
<td>0.1 (0.0)</td>
<td>0.1 (0.0)</td>
</tr>
<tr>
<td></td>
<td>0.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
</tr>
<tr>
<td></td>
<td>0.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
</tr>
<tr>
<td></td>
<td>0.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
</tr>
<tr>
<td></td>
<td>2.2 (1.4)</td>
<td>9.0 (7.1)</td>
<td>10.2 (9.0)</td>
<td>15.1 (15.0)</td>
</tr>
<tr>
<td></td>
<td>1.2 (0.6)</td>
<td>4.0 (1.2)</td>
<td>3.7 (1.3)</td>
<td>4.0 (1.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

other more closely. By decreasing the standard deviations of Gaussians, corresponding points are mapped to each other more closely, but other points in the images may not accurately map to each other. There is a set of standard deviations that produces the least error for a given pair of images. In general, if local geometric difference between images varies sharply, smaller standard deviations should be used than when the geometric difference between images varies smoothly.

The standard deviations of Gaussians are set inversely proportional to the density of the points. This will produce narrow Gaussians where the density of points is high and wide Gaussians where the density of points is low, covering large gaps between the control points. The process can be made totally automatic by setting $\sigma_i$ equal to the radius $r$ of a circular region surrounding the $i$th control point in the reference image that contains $n - 1$ other control points ($n \geq 2$). Here, $n$ can be considered a smoothness parameter. The larger its value, the smoother the obtained transformation will be. This is because as $n$ is increased the widths of Gaussians increase, producing a smoother surface, and as $n$ is decreased the widths of Gaussians decrease, producing a more detailed surface and more accurately reproducing local geometric differences between the images.

The results shown in Table 5.3 in parentheses are obtained using $n = 5$, and the results outside parentheses are obtained when $n = 9$. Both MAX and RMS errors are smaller than those shown in Tables 5.1 and 5.2, except for errors in the first row. Since registration is done by approximation, corresponding control points are not mapped to each other exactly, so the errors are not zero; however, they are very small. Examples of image registration by approximation using RaG weights are shown in Fig. 5.8. The irregular boundaries of the resampled images are due to the fact that RaG weights approach zero exponentially and, when a point exists in only one of the images, it cannot be used in the calculation of the transformation, so resampling is not possible near that point. This is in contrast to monotonically increasing radial basis functions such as TPS and MQ where resampling is possible even outside the image domain. Approximation with RaG weights, however, has produced more accurate results in areas where resampling is possible compared to TPS and MQ.
Fig. 5.8  (a)–(d) Resampling of Fig. 5.1f to overlay Fig. 5.1a using RaG weights and the control points shown in Figs 5.2a–d. The control points in the reference image and the resampled sensed image are overlaid to show the quality of registration.

Experiment results show that when $n = 2$ or $\sigma_i$ is equal to the distance of the $i$th point to the point closest to it, local deformations, including noise in the correspondences, are reproduced. As $n$ is increased, noise in the correspondences is smoothed more, producing a smoother transformation. Increasing $n$ too much, however, will make it impossible to reproduce sharp geometric differences between the images. $n$ should be selected using information about geometric differences between the images as well as the density of the control points. If no information about the geometric differences between images is provided, information about the density of the control points should be used to select $n$. Since, usually, more control points are found at and near region boundaries, the method will align region boundaries where dense feature points are available more accurately than region interiors where only sparse control points are available.
Formula (5.51) defines a component of a transformation function in terms of a weighted sum of data (a component of the points in the sensed image). Computationally, this weighted mean approach is more stable than TPS and MQ because it does not require the solution of a system of equations; therefore, it can handle a very large set of control points and in any arrangement. When TPS or MQ is used, the system of equations to be solved may become unstable for a particular arrangement of control points.

Methods have been proposed by Maude [267] and McLain [272] that can make the weighted mean local using rational weights of the form given in (5.52) with

\[ R_i(x, y) = \begin{cases} 
1 - 3r_i^2 + 2r_i^3, & 0 \leq r_i \leq 1, \\
0, & r_i > 1,
\end{cases} \tag{5.57} \]

and

\[ r_i = \left[ \left( (x - x_i)^2 + (y - y_i)^2 \right) \right]^{\frac{1}{2}} / r_n. \tag{5.58} \]

Here, \( r_n \) is the distance of point \((x_i, y_i)\) to its \((n - 1)\)st closest point in the reference image. Note that since

\[ \left[ \frac{dR_i(x, y)}{dr_i} \right]_{r_i=1} = 0 \tag{5.59} \]

not only does \( R_i(x, y) \) vanish at \( r_i = 1 \), it vanishes smoothly. Therefore, \( f(x, y) \) will be continuous and smooth everywhere in the approximation domain. Having the weight function at a point, next the polynomial interpolating that point and the \((n - 1)\) points closest to it is determined. The weighted sum of the polynomial is then used to represent a component of the transformation. Therefore, the formula for a local weighted mean is

\[ f(x, y) = \frac{\sum_{i=1}^{N} R_i(x, y)p_i(x, y)}{\sum_{i=1}^{N} R_i(x, y)} \tag{5.60} \]

where \( p_i(x, y) \) is the polynomial interpolating data at \((x_i, y_i)\) and the \((n - 1)\) data points closest to it. Note that this requires the solution of a small system of equations to find each of the local polynomials. The polynomials encode information about geometric differences between images in small neighborhoods. Therefore, the method is suitable for the registration of images where a large number of points is available and sharp geometric differences exist between the images. When the density of points is rather uniform, local polynomials of degree two will suffice. However, for very irregularly spaced points, a polynomial of degree two may create holes in the transformation function in areas where large gaps exist between the control points. Polynomials of higher degrees are needed to widen the local functions in order to cover the holes. Polynomials of high degrees, however, are known to produce fluctuations away from the interpolating points. Therefore, when the density of points
varies across the image domain, the local weighted mean may not be a suitable transformation for registration of the images and the global weighted mean is preferred. A comparison of local and global approximation methods in image registration is provided by Goshtasby [150].

The process of finding the transformation functions for the registration of 3-D images is the same as that for the registration of 2-D images except that in the equations, \[((x - x_i)^2 + (y - y_i)^2)\] is replaced with \[((x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2)\].

5.6 PIECEWISE LINEAR

If control points in the reference image are triangulated, by knowing the correspondence between the control points in the sensed and reference images, corresponding triangles in the sensed image can be determined. Piecewise methods are those that map corresponding regions in the images to each other. If a linear transformation function is used to map a region in the sensed image to the corresponding region in the reference image, the transformation becomes piecewise linear. The transformation will be continuous but it will not be smooth. When the regions are small or when local geometric difference between the images is small, piecewise linear may produce satisfactory results. However, if local deformations are large, gradients of the transformation at the two sides of a region boundary may be quite different, resulting in an inaccurate registration. Usually triangles are used as regions in piecewise linear.

The choice of triangulation will affect the registration result. As a general rule, elongated triangles with acute angles should be avoided. Algorithms that maximize the minimum angle in triangles is known as Delaunay triangulation [168, 233]. A better approximation accuracy can be achieved if 3-D points obtained from the control points in the reference image and the X or the Y coordinate of corresponding control points in the sensed image are used to create the triangles [30, 350].

In order to provide the same tangent at both sides of a triangle edge, corresponding triangular regions in the images need to be mapped to each other by polynomials of degree two or higher. Various methods for fitting piecewise smooth surfaces over triangles have been developed [59, 65, 74, 344, 357].

Using the coordinates of control points in the reference image and the X or the Y coordinate of the corresponding control points in the sensed image, 3-D triangle meshes are obtained. Fast subdivision techniques have been developed as a means to efficiently fit piecewise smooth surfaces to 3-D triangle meshes. Subdivision methods use corner-cutting rules to produce a limit smooth surface by recursively cutting off corners in the mesh obtained from the points [255, 308, 365]. Subdivision surfaces contain B-spline, piecewise Bézier, and non-uniform B-spline (NURBS) as special cases [348]. Therefore, each component of a transformation can be considered a B-spline, a piecewise Bézier, or a NURBS surface. Loop [247] describes an algorithm for approximating a triangular mesh through recursive subdivision, while Dyn et al. [106] describe an algorithm for interpolating a triangular mesh by recursive subdivision. A subdivision-based surface approximation of quadrilateral meshes is described by Catmull and Clark [56], while a surface interpolation of a quadrilateral
mesh is described by Kobbelt [228]. Doo [99], and Doo and Sabin [100] describe a subdivision scheme that can approximate a mesh with triangular, quadrilateral, and in general \( n \)-sided faces.

Piecewise linear [147] and piecewise cubic [148] transformation functions have been used in the registration of images with nonlinear geometric difference. The methods are efficient and are easy to implement. However, good accuracy is achieved only within the convex hull of the points where triangles are obtained. For areas outside the convex hull of the points, extrapolation has to be performed, which often results in large errors, especially when higher order polynomials are used to represent the patches.

Table 5.4 shows the results of mapping the grids in Figs 5.1b–f to the grid in Fig. 5.1a with the control points shown in Fig. 5.2 with piecewise linear transformations. Errors are slightly worse than those obtained by the weighted mean method using RaG weights, but they are much better than those for TPS and MQ. To obtain these results, the control points in the reference image were triangulated by Delaunay triangulation as shown in Fig. 5.9. Then, corresponding triangles were obtained in the sensed image and a linear transformation function was found to map a triangle in the sensed image to the corresponding triangle in the reference image. Figure 5.10 shows resampling of Fig. 5.1f to overlay Fig. 5.1a using the control points shown in Fig. 5.2a–d.

**Table 5.4** MAX and RMS errors of the piecewise linear transformation registering the images in Fig. 5.1b–f with the image in Fig. 5.1a using the control points in Fig. 5.2.

<table>
<thead>
<tr>
<th></th>
<th>Translation</th>
<th>Rotation</th>
<th>Scaling</th>
<th>Linear</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uniform</strong></td>
<td>MAX</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Dense</strong></td>
<td>MAX</td>
<td>0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>0.0</td>
<td>0.5</td>
<td>0.5</td>
<td>4.0</td>
</tr>
<tr>
<td><strong>Sparse</strong></td>
<td>MAX</td>
<td>0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>0.0</td>
<td>0.6</td>
<td>0.6</td>
<td>4.0</td>
</tr>
<tr>
<td><strong>Random</strong></td>
<td>MAX</td>
<td>0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>0.0</td>
<td>0.6</td>
<td>0.4</td>
<td>5.8</td>
</tr>
<tr>
<td><strong>Varying</strong></td>
<td>MAX</td>
<td>0.0</td>
<td>1.4</td>
<td>1.4</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>0.0</td>
<td>0.5</td>
<td>0.4</td>
<td>5.8</td>
</tr>
</tbody>
</table>

![Fig. 5.9](image) (a)–(d) Delaunay triangulation of the control points in Figs 5.2a–d.
Fig. 5.10 (a)–(d) Piecewise linear resampling of image 5.1f to register with image 5.1a using the control points shown in Figs 5.2a–d.

5.7 WEIGHTED LINEAR

Although two images may have considerable global geometric differences, when compared locally, their geometric differences could be approximated by linear functions. A weighted sum of linear functions should, therefore, be able to register images with nonlinear geometric differences.

A linear transformation that maps a small patch centered at \((x_i, y_i)\) in the reference image to a small patch centered at \((X_i, Y_i)\) in the sensed image has two components. Each component of this linear transformation can be written as
TRANSFORMATION FUNCTIONS

\[ f_i(x, y) = a_i x + b_i y + c_i. \quad (5.61) \]

A weighted sum of such linear functions then becomes

\[ f(x, y) = \sum_{i=1}^{N} f_i(x, y) b_i(x, y), \quad (5.62) \]

where \( b_i(x, y) \) is the \( i \)th weight function as described by (5.52), and \( f_i(x, y) \) represents the plane passing through \((x_i, y_i, f_i)\). Here, \( f_i \) is either \( X_i \) or \( Y_i \) depending on whether the \( X \)- or the \( Y \)-component of the transformation is computed. If the linear transformations are not given, each can be determined by fitting a plane to \((x_i, y_i, f_i)\) and \( n \geq 2 \) other points in its neighborhood.

In 3-D the process is the same except that the planes become hyperplanes, the \( i \)th passing through \((x_i, y_i, z_i, f_i)\), for \( i = 1, \ldots, N \). Again, \( f_i \) is set to \( X_i \), \( Y_i \), or \( Z_i \),

Fig. 5.11  (a)–(d) Resampling of Fig. 5.1f by weighted linear approximation to align with Fig. 5.1a using the control points shown in Figs 5.2a–d.
depending on whether the $X$-, the $Y$-, or the $Z$-component of the transformation is computed.

Examples of image registration by weighted linear transformation are shown in Fig. 5.11. Figures 5.11a–d show resampling of Fig. 5.1f to take the geometry of Fig. 5.1a using the control points shown in Figs 5.2a–d. Results of registering Figs 5.1b–f to Fig. 5.1a using the control points of Figs 5.2a–d are summarized in Table 5.5. Compared to the weighted mean with the same weight functions, we see that, overall, errors have reduced. RaG weights are used and the coefficients of a plane are computed by fitting it to $n = 9$ data points by the least-squares method and $\sigma_i$ is set equal to the radius of the smallest circle centered at $(x_i, y_i)$ containing 9 control points.

If the density of control points varies across the image domain and a fixed number of correspondences is used to compute the planes, the neighborhood sizes used in the computations will vary from point to point depending on the density of the points within a neighborhood. Assuming that distance of point $(x_i, y_i)$ to the $(n - 1)$st closest point is $r_i$, the standard deviation of the Gaussian associated with the $i$th point is set to $r_i$. The larger the value of $n$, the smoother the transformation will appear. In Table 5.5, the standard deviation of the Gaussian associated with a data point was set to the distance of that data point to the 8th data point closest to it in the $xy$ domain. Neighborhood size should be chosen taking into consideration the noisiness of the point correspondences and the degree of local geometric differences between the images. If the point correspondences are noisy or if local geometric difference between the images is not large, a larger neighborhood size is needed compared to when the point correspondences are accurate or when the images have large local geometric differences.

Note that when a weighted sum of planes as opposed to a weighted sum of points is used, flat horizontal spots will no longer appear in components of the transformation. This is because the planes are no longer horizontal. Therefore, intermediate parameters $u$ and $v$ are not needed.

### Table 5.5

MAX and RMS errors of the weighted linear method using the control points shown in Figs 5.2a–d and the deformations shown in Figs 5.1b–f when compared to Fig. 5.1a. The standard deviation of the Gaussian associated with a control point was set to the distance of that control point to the 8th closest control point in the reference image.

<table>
<thead>
<tr>
<th></th>
<th>Translation</th>
<th>Rotation</th>
<th>Scaling</th>
<th>Linear</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>MAX</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>3.6</td>
</tr>
<tr>
<td>Dense</td>
<td>RMS</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Uniform</td>
<td>MAX</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>14.8</td>
</tr>
<tr>
<td>Sparse</td>
<td>RMS</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>4.4</td>
</tr>
<tr>
<td>Random</td>
<td>MAX</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>16.1</td>
</tr>
<tr>
<td>Density</td>
<td>RMS</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Varying</td>
<td>MAX</td>
<td>1.4</td>
<td>1.0</td>
<td>1.4</td>
<td>27.0</td>
</tr>
<tr>
<td>Density</td>
<td>RMS</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6</td>
<td>7.4</td>
</tr>
</tbody>
</table>
5.8 COMPUTATIONAL COMPLEXITY

Assuming the images being registered are of size $n \times n$ and $N$ corresponding control points are available, the time to register the images consists of the time to compute the transformation and the time to resample the sensed image to the coordinate system of the reference image. In the following, the computational complexities of the transformations discussed above are determined and compared.

If the correspondences are known to be accurate, only two corresponding points are sufficient to determine the parameters of a similarity transformation. If the correspondences are known to contain small errors, least-squares is needed to determine the transformation. This requires on the order of $N$ multiplications. If the correspondences are known to contain large errors, first the inaccurate correspondences should be identified and removed. This can be achieved by clustering the parameters of the transformation using combinations of two-point correspondences at a time [369]. Alternatively, combinations of three point correspondences at a time can be used to determine the parameters of linear transformations, and the three correspondences that produce the linear transformation closest to a similarity transformation can be used to define the transformation [96]. Once the translational, rotational, and scaling differences between the images are determined, the sensed image can be resampled to the coordinate system of the reference image, which takes on the order of $n^2$ operations. Therefore, the computational complexity of the similarity transformation is at least $O(N) + O(n^2)$.

To find the parameters of an affine transformation, the coordinates of at least three correspondences are needed. If the correspondences are known to be accurate, three correspondences are sufficient. Otherwise, all correspondences should be used to determine the parameters by the least-squares method. Once the transformation is obtained, it should be evaluated at each pixel in the reference image to find the corresponding pixel in the sensed image. Therefore, overall, the computational complexity of the affine transformation is $O(N) + O(n^2)$. Computational complexity of the projective transformation is similar to that of affine transformation.

To determine a component of a TPS, a system of $N + 3$ linear equations needs to be solved. This requires on the order of $N^2$ multiplications. Because TPS is a global method, resampling of a pixel in the sensed image into the space of the reference image requires use of all $N$ correspondences. Therefore, resampling by TPS requires on the order of $n^2 N$ operations. Overall, the computational complexity of TPS is $O(N^2) + O(n^2 N)$. The computational complexity of MQ and other monotonically increasing radial basis functions is also $O(N^2) + O(n^2 N)$. If compactly supported radial basis functions are used, the process still requires the solution of a system of $N$ linear equations, although many of the entries in the matrix of coefficients will be 0. The time needed to resample a sensed image point to the space of the reference image requires only a subset of the points in the neighborhood of the point under consideration. Therefore, the computation complexity of compactly supported radial basis functions is $O(N^2) + O(n^2)$.

In the weighted mean method with RaG weights, the coefficients of the weight functions are the coordinates of corresponding control points, which are known.
Therefore, a transformation is immediately obtained without solving a system of equations. Mapping of each pixel in the sensed image to the space of the reference image takes on the order of $N$ multiplications because theoretically coordinates of all correspondences are used in the calculations. Therefore, overall, the computational complexity of the method is $O(n^2N)$. In practice, however, RaG functions approach zero abruptly and it is sufficient to use only those control points that are in the vicinity of the pixel under consideration. Since digital accuracy is sufficient, use of control points farther than a certain distance from the pixel under consideration will not affect the result. To efficiently choose the control points that affect a pixel, the control points should be binned in a 2-D array so that given a pixel in the sensed image, the control points surrounding it could be determined without examining all the control points. If local weights are used, computation of a resampled point requires use of a very small subset of the control points that are in the vicinity of the pixel under consideration. Therefore, the computational complexity of the local weighted mean is $O(n^2)$.

Piecewise methods first require the time to triangulate the points in the reference image. This requires on the order of $N \log N$ comparisons. Once the triangles are obtained, there is a need to find a transformation for the corresponding triangles. This requires on the order of $N$ operations. Resampling of each point in the sensed image to the space of the reference image takes a small number of operations. Therefore, overall, the computational complexity of piecewise linear is $O(N \log N) + O(n^2)$. Piecewise quadratic, cubic, and higher degree functions require a little more time in each operation, but the number of operations to be performed is the same. Therefore, the computational complexity of piecewise methods is $O(N \log N) + O(n^2)$. Subdivision methods have the same computational complexity but with smaller coefficients.

Finally, to compute a transformation by the weighted linear method, it is required to compute two planes for each control point in the reference image. This requires on the order of $N$ multiplications. Once the planes are determined, the transformation is immediately obtained. Resampling of each pixel in the sensed image to the space of the reference image takes on the order of $N$ operations when RaG weights are used. This computational complexity is $O(n^2N)$. Therefore, the overall computational complexity of the weighted linear method is $O(n^2N)$. However, since Gaussians approach zero exponentially, in practice, it is sufficient to use control points within a small distance of the pixel under consideration to carry out the computations. Therefore, for very small standard deviations, the computational complexity will be $O(n^2) + O(N)$. If rational weights with local support are used, a small subset of the control points that are in the vicinity of the pixel under consideration is used in the calculations. Therefore, the computational complexity of the method is $O(n^2) + O(N)$.

Table 5.6 summarizes the computational complexities of the transformation functions discussed above for 2-D images. In 3-D, similar results are obtained with the exception of replacing $n^2$ with $n^3$. 


### Table 5.6
Computational complexities of the transformation functions when $N$ corresponding control points are used and the images are of size $n \times n$ pixels.

<table>
<thead>
<tr>
<th>Type of Transformation</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity</td>
<td>$O(N) + O(n^2)$</td>
</tr>
<tr>
<td>Affine and Projective</td>
<td>$O(N) + O(n^2)$</td>
</tr>
<tr>
<td>Thin-Plate Splines (TPS)</td>
<td>$O(N^2) + O(n^2N)$</td>
</tr>
<tr>
<td>Multiquadrics (MQ)</td>
<td>$O(N^2) + O(n^2N)$</td>
</tr>
<tr>
<td>Compactly Supported RBF</td>
<td>$O(N^2) + O(n^2)$</td>
</tr>
<tr>
<td>Weighted Mean</td>
<td>$O(n^2N)$</td>
</tr>
<tr>
<td>Local Weighted Mean</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Piecewise Methods</td>
<td>$O(N \log N) + O(n^2)$</td>
</tr>
<tr>
<td>Weighted Linear</td>
<td>$O(n^2N)$</td>
</tr>
<tr>
<td>Local Weighted Linear</td>
<td>$O(n^2) + O(N)$</td>
</tr>
</tbody>
</table>

### 5.9 Properties of the Transformation Functions

A transformation function contains information about geometric differences between two images. This information is sometimes crucial in understanding the contents of the underlying scene. The presence of sharp geometric differences could be due to the local motion or deformation of the scene. Figures 5.12a and 5.12b show the $X$ and $Y$ components of the transformation used in the registration shown in Fig. 5.11a. The sinusoidal geometric difference between Figs 5.1f and 5.1a are clearly reflected in the components of the transformation.

If some information about geometric differences between two images is known, that information together with the obtained transformation can be used to identify the inaccurate correspondences. For instance, if the images are known to have only linear geometric differences, $f_x(x, y)$ and $f_y(x, y)$ will be planar. However, planes are obtained only when all the correspondences are accurate. Inaccuracies in the correspondences will result in small dents and bumps in the planes. The geometric difference between Figs 5.1a and 5.1f is sinusoidal as demonstrated in Figs 5.12a and 5.12b. This is observed when all the correspondences are correct.

In an experiment, two of the points in Fig. 5.2a were horizontally displaced, two were vertically displaced, and one was displaced both horizontally and vertically by 15 pixels. The displacements are reflected in the obtained transformation as depicted in Figs 5.12c and 5.12d. The dark and bright spots in these image are centered at the points that were displaced. A bright spot shows a positive displacement while a dark spot shows a negative displacement. When displacements are caused by inaccuracies in the correspondences, these small dents and bumps (dark and bright spots) in the components of a transformation identify the inaccurate correspondences.
Fig. 5.12 (a), (b) The $X$ and $Y$ components of the transformation for mapping Fig. 5.1f to Fig. 5.1a (shown here are actually $f_x(x, y) - x$ and $f_y(x, y) - y$ and the values are mapped to 0–255 for enhanced viewing). Brighter points show higher functional values. (c), (d) The $X$ and $Y$ components of the transformation after displacing five of the control points in the sensed image. Errors in the correspondences have resulted in small bumps and dents in the surfaces representing the components of the transformation. The bumps and dents are centered at the control points in the reference image that have inaccurate correspondences.

Note that horizontal displacements appear only in the $X$-component of the transformation and vertical displacements appear only in the $Y$-component of the transformation. An inaccurate correspondence, therefore, could appear in one or both components of a transformation. A transformation not only provides information about geometric differences between two images, it also contains valuable information about the correctness of the correspondences, which can be used to identify and remove the inaccurate correspondences. If local geometric differences between two images are known to be small, large gradients in the components of a transformation will point to the locations of the incorrect correspondences.
A transformation function determines the relation between all points in two images. Given the coordinates of a point in the reference image, it finds the coordinates of the same point in the sensed image. This information enables the creation of an image flow, quantifying the local deformation or motion of the sensed image with respect to the reference image. This information is very valuable in certain image analysis applications. An example is given in Fig. 5.13.

Figure 5.13a shows MR brain images before (the top row) and after (the middle row) a surgery to remove a brain tumor. The bottom row shows the results of a rigid registration of the images. The misregistration is quite obvious near the ventricles, highlighted within a window of interest. The rigid registration has been unable to correct for the relative movement of brain tissues due to the brain surgery. Performing a nonrigid registration using 10,000 corresponding control points and using...
the weighted linear with RaG weights as the transformation, the results depicted in Fig. 5.13b are obtained. The nonrigid registration has corrected the relative movement of brain tissues, deforming the sensed image to register the reference image.

A transformation function contains information about the displacement of individual pixels or voxels in the sensed image with respect to the corresponding pixels or voxels in the reference image. Figure 5.13c shows this information when depicted as a flow diagram in one of the image slices. One end of a flow line shows a voxel in the sensed image, and the other end shows the corresponding voxel in the reference image. The flow diagram depicts the brain shift following resection of the sensed (post-surgical) image with respect to the reference (pre-surgical) image.

5.10 SUMMARY

In this chapter, transformation functions for both rigid and nonrigid registration were discussed. If information about the geometric difference between two images is available, that information should be used to select the transformation. For instance, if it is known that the images are obtained by a distant platform of a rather flat scene, an affine transformation is sufficient to register the images. Use of a nonlinear transformation will not only require more computation time, but it may actually worsen the registration accuracy. If no information about the geometric difference between two images is available, a transformation that can adapt to the local geometric differences between the images should be used.

Use of radial basis functions, weighted mean, weighted linear, and piecewise methods in the registration of images with nonlinear geometric differences was discussed. In a set of experiments on various transformations, it was found that radial basis functions, in general, produce the worst accuracy among the methods tested. This is believed to be due to three main reasons. First, the basis functions from which a component of a transformation is determined are radially symmetric and, when spacing between the control points is not symmetric, large errors are obtained in areas where the arrangement of control points is nonuniform. Second, because the basis functions used in TPS or MQ are monotonically increasing, errors in the correspondences or local image deformations spread over the entire resampled image. Also, the addition of a new control point to the set of control points requires recomputation of the transformation and resampling of the entire image. Third, a system of equations has to be solved to find each component of a transformation and, when the number of correspondences is very large, this becomes impractical or impossible. If a small number of widely spread points is available and the local geometric difference between the images is not very large, radial basis functions are effective. This has been demonstrated in the registration of aerial and satellite images [149].

Piecewise methods are attractive because the effect of a control point is limited to a small neighborhood surrounding the point. This property not only makes the computations more stable, it keeps inaccuracies in the correspondences local without spreading them to the entire image domain. Recent subdivision schemes provide efficient means for computing smooth piecewise transformation functions.
Weighted mean and weighted linear methods are preferred over radial basis functions in nonrigid image registration due to four main reasons. First, they do not require the solution of large systems of equations. A component of a transformation is obtained immediately from the given points in weighted mean and only small equations need to be solved in weighted linear. Second, because they do not map corresponding control points exactly to each other, digital errors in the correspondences as well as small mismatch errors are smoothed. Third, the rational weight functions adapt to the density and organization of the control points. The weight functions automatically extend to large gaps between control points and their widths increase or decrease with the spacing between the points. This makes it possible to register images where the density of control points varies greatly in the image domain. Fourth, the width of all weight functions can be controlled globally to control the smoothness or the rigidity of the transformation.

5.11 BIBLIOGRAPHICAL REMARKS

Each component of a transformation function in 2-D is a single-valued function approximating or interpolating a set of irregularly spaced data in the plane. Approximation/interpolation to irregularly spaced data has been studied extensively in Approximation Theory. Excellent surveys of the methods are provided by Schumaker [349], Barnhill [24], Franke [127, 128], Franke and Schumaker [130], Grosse [171], and Weiss et al. [406].

Approximation methods can be categorized into:

- mesh-based methods;
- methods using radial basis functions;
- weighted mean methods.

Mesh-based methods subdivide the domain of approximation into polygons and fit a patch over each polygon in such a way that adjacent patches join with a required degree of continuity [30, 59, 74, 307]. These methods work well when the given data are sparse and not noisy. They are completely local and the functional value at a point is obtained from data in a small neighborhood of the point. Fast subdivision algorithms have recently been developed to compute surfaces approximating polygon meshes [81, 174, 255, 308, 318, 365, 396, 433].

Methods using radial basis functions are global; therefore, they use information about all of the data to estimate the value at a point [49, 161, 183, 206, 274]. These methods do not smooth noise and require that the density of the data be rather uniform. Otherwise, high fluctuations may be observed in the obtained surface. If density across a data set varies moderately, Floater and Iske [121] suggest partitioning the data into a hierarchy of smaller sets with increasing density but with rather uniform density at each level. Starting from the set with the lowest density, a surface is obtained. The residuals between the surface and data at the next level are used to determine a residual surface. This process is repeated until a surface is obtained that fits the residuals at the highest density. The surface at each level is defined as the sum of the
surface at the lowest level and the residual surfaces obtained so far. This method is effective when the variation in density across a data set is not very high.

Weighted mean methods [126, 143, 272, 354] work well on dense and noisy data, but they produce horizontal spots at, and in the neighborhood of, the data points when the widths of the weight functions are small. Weighted linear methods do not produce horizontal spots when the widths of the weight functions are small and, thus, are ideal for approximation of irregularly spaced data. Weighted sum of polynomials has been used to approximate irregularly spaced data. Maude [267] fitted a polynomial to a point and $n - 1$ of its nearest points and assigned a weight function to the polynomial that vanished at the $(n - 1)$st nearest point. Use of gradients in weighted mean methods has been suggested by Franke [127] as a means to eliminate flat spots at interpolating points in a surface. An alternative method proposed by Franke and Nielson [129] finds a weighted sum of bivariate quadratic polynomials, each polynomial obtained by weighted least-squares to approximate data in a small neighborhood. In both methods, local weight functions are used. When the density of the data varies greatly, these methods may produce holes in the approximation.

Also related to the weighted linear method is the Catmull-Rom [57] spline, which is obtained from a blending of polynomials. In the formulation of the Catmull-Rom spline, if RaGs are used as the blending functions and equations of planes are used as the polynomials, the weighted linear method discussed in this chapter will be obtained. Since all polynomials and weight functions extend over the entire image domain, no holes will be obtained in the approximation even when the density of the data, or the spacing between data points, varies greatly across the approximation domain.
The transformation

\[ X = f(x, y) \]  
\[ Y = g(x, y) \]

relates coordinates of points in the reference image to the coordinates of the corresponding points in the sensed image. Given the \((x, y)\) coordinates of a point in the reference image, relations (6.1) and (6.2) determine the \((X, Y)\) coordinates of the corresponding point in the sensed image. By reading the intensity at \((X, Y)\) in the sensed image and saving at \((x, y)\) in a new image, the sensed image is point-by-point resampled to the geometry of the reference image. Therefore, to resample the sensed image, the reference image is scanned and, for each pixel location, the corresponding location is determined in the sensed image. Although \((x, y)\) are integers, \((X, Y)\) are floating-point numbers. Since intensities at only integer coordinates are available in the sensed image, the intensity at point \((X, Y)\) has to be estimated from the intensities of a small number of surrounding pixels.

If the sensed image were a continuous image, the intensity of any point \((X, Y)\) in the image would be known. However, a sensed image \(I(u, v)\) contains only uniformly spaced samples of a continuous image \(C(X, Y)\). A resampling method has to estimate the intensity at \((X, Y)\) from intensities at discrete locations surrounding it. Figure 6.1 depicts the resampling process. Pixel \(a\) in the reference image maps to point \(A\) in the continuous sensed image. To estimate the intensity at \(A\), intensities in a small neighborhood of \(A\) in the discrete sensed image are used. Different methods to achieve this estimation have been developed. In the following sections, nearest-
neighbor, bilinear interpolation, cubic convolution, cubic spline interpolation, and radially symmetric resampling methods are discussed.

### 6.1 NEAREST NEIGHBOR

Given the coordinates \((X, Y)\) of a point, where \(X\) and \(Y\) are floating-point numbers, and assuming \(u\) is the integer part of \(X\) and \(v\) is the integer part of \(Y\), the rectangular neighborhood defined by pixels \((u, v), (u, v + 1), (u + 1, v), (u + 1, v + 1)\) contain point \((X, Y)\). Among the four pixels, the one closest to \((X, Y)\) is determined and its intensity is used as the intensity at \((X, Y)\). There is actually no need to find the distances to achieve this. If \(X - u < 0.5\), \(u\) is considered to be the \(X\)-coordinate of the pixel to be sampled, otherwise it is considered to be \(u + 1\) and, if \(Y - v < 0.5\), the \(Y\)-coordinate of the pixel to be sampled is considered \(v\), otherwise it is considered to be \(v + 1\). This is actually a rounding operation. Therefore, the intensity at pixel \([\text{round}(X), \text{round}(Y)]\) is taken as the intensity at \((X, Y)\).

Nearest neighbor resampling preserves the image intensities. Therefore, the histograms of an image before and after resampling are very similar. If certain intensities do not exist in an image, they will not be produced in the resampled image. The process does not blur an image, but it may produce aliasing effects. Horizontal and vertical edges in an image may appear jagged after rotation of the image by angles that are not a multiple of 90 degrees. Figure 6.2 shows a resampling example by the nearest-neighbor method. Figure 6.2a is an image of a penny and Fig. 6.2b is the penny after being rotated by 10 degrees counterclockwise about the image center and resampled by the nearest-neighbor method. The jagged appearance of the penny, especially along its boundary, is quite evident in the resampled image.
In 3-D, the intensity at \((X, Y, Z)\) is set to the intensity at \([\text{round}(X), \text{round}(Y), \text{round}(Z)]\). The computational complexity of nearest-neighbor resampling in 2-D is on the order of \(n^2\) comparisons for an image of size \(n \times n\) pixels and in 3-D is on the order of \(n^3\) comparisons for an image of size \(n \times n \times n\) voxels.

### 6.2 BILINEAR INTERPOLATION

In bilinear interpolation, the intensity at a point is determined from the weighted sum of intensities at four pixels closest to it. Therefore, given location \((X, Y)\) and assuming \(u\) is the integer part of \(X\) and \(v\) is the integer part of \(Y\), the intensity at \((X, Y)\) is estimated from the intensities at \((u, v), (u + 1, v), (u, v + 1), (u + 1, v + 1)\). This resampling involves first finding the intensity at \((X, v)\) from the linear interpolation of intensities at \((u, v)\) and \((u + 1, v)\). Let this intensity be \(I(X, v)\). Then, the intensity at \((X, v + 1)\) is determined from the linear interpolation of intensities at \((u, v + 1)\) and \((u + 1, v + 1)\). Let this intensity be \(I(X, v + 1)\). Then, the intensity at \((X, Y)\) is computed from the linear interpolation of intensities at \((X, v)\) and \((X, v + 1)\). This can be summarized as

\[
I(X, Y) = W_{u,v}I(u, v) + W_{u+1,v}I(u + 1, v) + W_{u,v+1}I(u, v + 1) + W_{u+1,v+1}I(u + 1, v + 1),
\]

(6.3)

where

\[
W_{u,v} = (u + 1 - x)(v + 1 - y),
\]

(6.4)
\[ W_{u+1,v} = (x - u)(v + 1 - y), \]  
\[ W_{u,v+1} = (u + 1 - x)(y - v), \]  
\[ W_{u+1,v+1} = (x - u)(y - v), \]

and \( I(u,v), I(u+1,v), I(u,v+1), \) and \( I(u+1,v+1) \) are intensities at \((u,v), (u+1,v), (u,v+1), \) and \((u+1,v+1)\), respectively. Figure 6.3a depicts this estimation process. Fig. 6.3b is obtained by rotating Fig. 6.2a counterclockwise by 10 degrees about the image center and resampling it by bilinear interpolation. Compared to Fig. 6.2b, we see that the aliasing effect has mostly disappeared. One should also note that this anti-aliasing is at the cost of blurring the image. Therefore, if repeated resampling of an image is required, the process will gradually smooth image details. Bilinear interpolation changes image intensities and, therefore, the histogram of the image changes.

In 3-D, the intensity at point \((X, Y, Z)\) is estimated from the trilinear interpolation of intensities of the \(2 \times 2 \times 2\) neighborhood containing the point. First, linear interpolation is carried out along slices to produce intensities at the desired \(Z\) plane. Then, linear interpolation is carried out along the rows to estimate the intensities at column \(X\). Finally, linear interpolation is carried out along column \(X\) to find the intensity at \((X, Y, Z)\).

Computationally, 2-D resampling by bilinear interpolation requires on the order of \(n^2\) multiplications for an image of size \(n \times n\) pixels, and 3-D resampling requires on the order of \(n^3\) multiplications for an image of size \(n \times n \times n\) voxels. Therefore, nearest-neighbor and bilinear interpolation have the same computational complexity, although nearest-neighbor is several times faster than bilinear interpolation.
6.3 CUBIC CONVOLUTION

In cubic convolution, the intensity at point \((X, Y)\) is estimated from the intensities of the 16 pixels closest to it as depicted in Fig. 6.4a. Just like a separable 2-D convolution that can be performed via 1-D convolutions row-by-row and then column-by-column, interpolation by cubic convolution can be carried out via 1-D interpolation along the rows and then separately along columns. Therefore, first, 1-D interpolation is carried out along the four image rows in the \(4 \times 4\) neighborhood of \((X, Y)\). This will determine values at \((X, v - 1), (X, v), (X, v + 1), (X, v + 2)\). Then interpolation is carried out along column \(X\) to find the intensity at \((X, Y)\).

If \(u\) denotes the integer part of \(X\) in a 1-D image, and assuming intensities at \(u - 1, u, u + 1, \) and \(u + 2\) are \(I(u - 1), I(u), I(u + 1),\) and \(I(u + 2)\), respectively, a function \(f(t)\) that interpolates the four intensities should satisfy \(f(t_i) = I(t_i)\), where \(t_i\) is \(u - 1, u, u + 1,\) or \(u + 2\). To ensure that the function approaches zero two pixels away from the point under consideration, function \(f\) is defined by a weighted sum of four local functions, with the weights representing the intensities at the pixels. That is,

\[
f(X) = I(u - 1)f_{-1} + I(u)f_0 + I(u + 1)f_1 + I(u + 2)f_2,
\]

where

\[
f_{-1} = -\frac{1}{2}t^3 + t^2 - \frac{1}{2}t,
\]

\[
f_0 = \frac{3}{2}t^3 - \frac{5}{2}t^2 + 1,
\]

\[
f_1 = \frac{3}{2}t^3 - \frac{5}{2}t^2 + 1,
\]

\[
f_2 = t^3 - t^2 + \frac{1}{2}t.
\]

**Fig. 6.4** (a) Cubic convolution uses intensities in a \(4 \times 4\) neighborhood to estimate the intensity at a point. To determine the intensity at \((X, Y)\), first 1-D interpolation is carried out along the 4 rows to determine intensities at \(X\) in each row. Then 1-D interpolation is carried out along column \(X\) to determine the intensity at \((X, Y)\). (b) Resampling of Fig. 6.2a by cubic convolution.
\[ f_1 = -\frac{3}{2}t^3 + 2t^2 + \frac{1}{2}t, \quad (6.11) \]
\[ f_2 = \frac{1}{2}t^3 - \frac{1}{2}t^2, \quad (6.12) \]

and \( t = X - u \). Note that the sum of the local functions for any \( t \) in the range from 0 to 1 is 1. \( f(X) \) evaluates to \( I(u) \) when \( X = u \) and it evaluates to \( I(u + 1) \) when \( X = u + 1 \). In a 1-D image with \( n \) pixels, the pixel positions are \( u = 0, 1, \ldots, n - 1 \) with corresponding intensities \( I(u) \). At the two image borders it is assumed that \( I(-1) = 3I(0) - 3I(1) + I(2) \) and \( I(n) = 3I(n - 1) - 3I(n - 2) + I(n - 3) \). Cubic convolution in 2-D involves cubic convolution in 1-D first along the rows to find the values at the desired column and then interpolation along the obtained column.

Figure 6.4a depicts this computation. An example of image resampling by cubic convolution is given in Fig. 6.4b.

Although resampling by cubic convolution appears visually similar to that of bi-linear interpolation, by a closer examination it becomes apparent that intensities estimated by the two methods are not the same. An example is given in Fig. 6.5. The image of Fig. 6.2a was rotated by 10 degrees 36 times. This is expected to produce the original image if no resampling errors existed. However, due to resampling errors, the obtained image is different from the original one. The absolute difference between intensities of the obtained image and the intensities of the original image show the magnitude of resampling error.

Figures 6.5a–c show absolute errors when nearest-neighbor, bilinear interpolation, and cubic convolution are, respectively, used. Only errors within the circle touching the image borders can be computed. As the image is rotated areas near image corners move outside the image, causing them to be cut off. Consequently, after 360-degree rotation, only pixels within the largest circle that can be contained in the image remain. Pixels outside this circle will all assume value zero. Therefore, when

![Fig. 6.5](a)–(c) Resampling errors when rotating the image in Fig. 6.2a 36 times with 10-degree increments and computing the absolute different between corresponding pixels in the original and resampled images using nearest-neighbor, bilinear interpolation, and cubic convolution, respectively. Higher intensities show larger errors.
subtracting the resampled image from the original image, intensities of pixels outside this circle become equal to the intensities of the original image. This experiment reveals that among the three methods, cubic convolution is the most accurate method while nearest-neighbor is the least accurate method.

Cubic convolution at \((X,Y,Z)\) in a volumetric image involves carrying out interpolation along slices to obtain intensities of pixels at plane \(Z\), then carrying out cubic convolution in the obtained 2-D image to find the intensity at \((X,Y)\) within plane \(Z\).

Computational complexity of cubic convolution in 2-D is \(O(n^2)\) multiplications for an image of size \(n \times n\) pixels, and in 3-D it is \(O(n^3)\) multiplications for an image of size \(n \times n \times n\) voxels. Cubic convolution in 2-D is several times slower than bilinear interpolation.

### 6.4 CUBIC SPLINE

Given intensities \(\{I_i : i = -1, 0, 1, 2\}\) of pixels \(\{u_i = i : i = -1, 0, 1, 2\}\) in a 1-D image, the intensity at point \(0 \leq u < 1\) in the image can be estimated using a B-spline curve of order four (degree three) from:

\[
f(u) = \sum_{i=-1}^{2} I_i b_i(u), \quad (6.13)
\]

where

\[
b_{-1}(u) = (-u^3 + 3u^2 - 3u + 1)/6, \quad (6.14)
\]

\[
b_0(u) = (3u^3 - 6u^2 + 4)/6, \quad (6.15)
\]

\[
b_1(u) = (-3u^3 + 3u^2 + 3u + 1)/6, \quad (6.16)
\]

\[
b_2(u) = u^3/6, \quad (6.17)
\]

are the B-spline basis functions of order 4 and \(I_i\)s are the control points of the curve. Note that the sum of the B-spline basis functions is 1 everywhere in the range \(0 \leq u \leq 1\). The basis functions, when evaluated at a particular point \(u\), show the contributions of the control points in the computation of the intensity at that point. The intensity at point \(u\) in a 1-D image is, therefore, a weighted sum of the intensities of the four pixels closest to it.

Formula (6.13) shows an approximating curve, and thus \(f(u)\) will not evaluate to the intensities at the pixels. In order for the curve to interpolate the intensities, it is required to find new intensities such that, when they are used as the control points, the obtained B-spline curve will evaluate to the intensities at the pixels. That is, \(\{I_j : j = -1, \ldots, 2\}\) should be determined such that

\[
I_i = \sum_{j=-1}^{2} I_j' b_j(u_i), \quad i = -1, \ldots, 2. \quad (6.18)
\]
RESAMPLING

Since two adjacent B-spline segments of order four share three control points (pixel intensities in our case), we cannot determine the control points of an interpolating B-spline by repeated use of formula (6.18). Instead, it is required to determine the entire set of control points collectively. This would require the solution of a system of \( n \) equations if a 1-D image of size \( n \) pixels is given.

In 2-D, estimation of the intensity at point \((u, v)\) requires use of intensities at 16 pixels (the \(4 \times 4\) neighborhood) of the point. To make this possible, first, new intensities should be determined so that when used as the control points in a bicubic B-spline surface, the obtained surface will interpolate the given intensities. Computation of the control points of a bicubic B-spline surface interpolating the intensities in an \( n \times n \) image requires the solution of a system of \( n^2 \) equations, which involves on the order of \( n^4 \) multiplications. A parallel algorithm to calculate the control points of an interpolating B-spline surface with a smaller computational complexity is given by Cheng et al. [63].

Noticing that a B-spline curve acts like a digital filter when intensities of uniformly spaced pixels in a 1-D image are used as its control points; the control points of the B-spline curve interpolating the intensities can be obtained through an inverse filtering operation [158]. This involves finding the Fourier transform of the image and dividing it point-by-point by the Fourier transform of the B-spline filter. The inverse Fourier transform of the result will produce the control points of the interpolating B-spline. If FFT algorithm is used to compute the Fourier transform coefficients, it will take on the order of \( n \log n \) multiplications to find the control points of the interpolating B-spline curve. This is a reduction in computation time from \( n^2 \) to \( n \log n \) multiplications. Since the basis functions for B-spline surfaces can be separated into basis functions for curves, to obtain an interpolating surface, first, inverse filtering is performed along the image rows and then along the image columns. This would require on the order of \( n^2 \log n \) multiplications.

In 3-D, the system of equations to be solved becomes very large even for very small images; therefore, inverse filtering is the method of choice to find the control points of the interpolating B-spline. Since B-spline volumes have separable basis functions, inverse filtering can be carried out first along the image slices, then along the image rows, and finally along the image columns to obtain the interpolating B-spline volume. The computational complexity of resampling by B-splines in 3-D when using inverse-filtering is \( O(n^3 \log n) \) multiplications.

The cubic splines method is computationally more expensive than cubic convolution, but it has been found to produce more accurate results [223].

6.5 RADIALY SYMMETRIC KERNELS

Cubic spline, cubic convolution, and bilinear interpolation are not radially symmetric functions. In general, locally defined separable functions are not radially symmetric because they approximate rectangular domains. The effect of such functions on an image depends on the orientation of the image. For a resampling method to be independent of an image’s orientation, the function used in resampling should be
radially symmetric. Consider centering the radial function,

\[
f(r_i) = \begin{cases} 
1 - 3r_i^2 + 2r_i^3, & 0 \leq r_i \leq 1, \\
0, & r_i > 1,
\end{cases}
\]  

(6.19)

at pixel \((X_i, Y_i)\), where

\[
r_i = \frac{\sqrt{(X - X_i)^2 + (Y - Y_i)^2}}{a}
\]

(6.20)

and \(a\) is the radius of the domain where the function is nonzero (see Fig. 6.6a). The function \(f(r_i)\) will then show the influence of the pixel centered at \((X_i, Y_i)\) on point \((X, Y)\). Note that since \(df(r_i)/dr_i = 0\) at \(r_i = 1\), not only does \(f(r_i)\) vanish at \(r_i = 1\), it vanishes smoothly. Therefore, if radial function \(f\) is centered at each pixel and a weighted sum of the functions is computed, the obtained surface will be smooth everywhere in the image domain. For the surface to interpolate the intensities, the weights of the functions should be computed by solving a linear system of equations. The weights can be considered new image intensities. Then, the intensity at \((X, Y)\) can be computed from the newly obtained intensities falling within the circular area of radius \(a\) centered at \((X, Y)\) (see Fig. 6.6b). That is,

\[
I(X, Y) = \sum_{r_i < a} I_i f(r_i)
\]  

(6.21)

Fig. 6.6  (a) A radial function with local support of radius 1.8 pixels centered at pixel \((X_i, Y_i)\). This function keeps the influence of pixel \((X_i, Y_i)\) on the interpolating function within the shaded area shown. (b) The intensity at \((X, Y)\) is estimated from the intensities of pixels whose distances to \((X, Y)\) are less than \(a\). The pixels used in the calculation are those falling in the shaded area in this figure when \(a = 1.8\) pixels.
where $I'_i$ is the weight of the radial function centered at $(X_i, Y_i)$. Only pixels within
the circular area of radius $a$ centered at $(X, Y)$ as depicted in Fig. 6.6b are needed to
calculate the intensity at $(X, Y)$.

Global radial functions, such as Gaussians, which approach zero exponentially,
can be used for this purpose also. When a Gaussian is used, computation of new
image intensities, which after convolution with the Gaussian produces the original
intensities, can be achieved by inverse filtering. Given intensities $\{I(i, j) : i = 0, \ldots, m-1; j = 0, \ldots, n-1\}$, first, new intensities $\{I'(i, j) : i = 0, \ldots, m-1; j = 0, \ldots, n-1\}$ are computed by inverse filtering. The standard deviation of the Gaussian
used in inverse filtering should be a small number such as 1 pixel to make the process
local. Knowing the intensities of the inversely filtered image, the intensity at point
$(X, Y)$ in the original image can be computed by centering the Gaussian at each
pixel in the circular neighborhood centered at $(X, Y)$ and evaluating the weighted
sum of the Gaussians, the weights being the $I'_i$'s. A circular neighborhood of radius 3
standard deviations centered at $(X, Y)$ is sufficient to find the value at $(X, Y)$. When
$\sigma = 1$ pixel, circular neighborhoods of radius larger than 3 pixels will not change
the resampled intensities because the intensities have to be quantized and accuracy
beyond a decimal place will not change a computed intensity.

Computationally, radial functions with local support require the solution of a sys-
tem of $n^2$ equations for an image of size $n \times n$ pixels. This requires on the order
of $n^4$ multiplications, which is prohibitively large. If Gaussians are used instead,
computation of image intensities by inverse filtering requires on the order of $n^2 \log n$
multiplications.

Radial functions in 3-D with local support will be nonzero within a spherical
region. Therefore, we will have:

$$r_i = \frac{\sqrt{(X - X_i)^2 + (Y - Y_i)^2 + (Z - Z_i)^2}}{a}$$

(6.22)

If Gaussians are used, since a 3-D Gaussian can be separated into three 1-D Gaussians,
computation of new image intensities from which resampled intensities are calculated
would require inverse filtering along image slices, then along image rows, and finally
along image columns. This requires on the order of $n^3 \log n$ multiplications. Again,
the standard deviation of the Gaussian used in the calculations should be small, such
as 1 pixel. A larger Gaussian produces very small high-spatial frequency coefficients.
Since, in inverse filtering, the Fourier transform of the image is point-by-point divided
by the Fourier transform of the filter, very small Fourier transform coefficients in the
denominator will result in large errors in highly detailed areas in an image. For a very
sharp or highly detailed image, a small standard deviation, such as 0.7 pixels, should
be used. If radial functions with local support are used and $a$ is large, the system of
equations to be solved may become ill-conditioned or singular, making resampling
impossible. For a very detailed image, the neighborhood size used in the calculations
should have a rather small radius, such as $a = 0.7$ pixels.
Nearest-neighbor, bilinear interpolation, cubic convolution, cubic spline, and radially symmetric kernels for image resampling were discussed. The computational complexities of these methods are summarized in Table 6.1. Nearest-neighbor is the fastest method and radially symmetric functions are the slowest.

Nearest-neighbor resampling does not change the image intensities, it only displaces them. Since nearest-neighbor resampling preserves image intensities, it preserves sharpness in an image. However, this sharpness could be the source of aliasing. Bilinear interpolation, only slightly smoothes an image, but that is sufficient to reduce aliasing effects considerably. Among all resampling methods, bilinear interpolation is perhaps the best compromise between speed and accuracy. Cubic convolution requires several times more computation time than bilinear interpolation, but it produces more accurate results. Cubic spline is considerably slower than cubic convolution, especially when the control points of the spline are determined by solving a system of equations, but resampling accuracy is found to be better than that of cubic convolution [223].

In this chapter, use of radially symmetric kernels in image resampling was also discussed. No experimental results on this resampling method are available but, considering the fact that the neighborhood size used in this method is adjustable, this resampling can adjust to the smoothness/detailedness of an image. Cubic spline uses a fixed neighborhood size and, if the image being resampled is very sharp, the matrix of coefficients may become singular. If radial functions with local or global support are used, since radius $a$ of the local functions or standard deviation $\sigma$ of the Gaussians can be reduced as desired, the resampling can be made to succeed even on very sharp images.

### Table 6.1

<table>
<thead>
<tr>
<th>Type of Resampling</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest-Neighbor</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Bilinear Interpolation</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Cubic Convolution</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Cubic Spline, Direct Computation</td>
<td>$O(n^4)$</td>
</tr>
<tr>
<td>Cubic Spline, Using FFT</td>
<td>$O(n^2 \log n)$</td>
</tr>
<tr>
<td>Radial Functions with Local Support</td>
<td>$O(n^4)$</td>
</tr>
<tr>
<td>Gaussian, Using FFT</td>
<td>$O(n^2 \log n)$</td>
</tr>
</tbody>
</table>

Computational complexities of nearest-neighbor, bilinear, cubic convolution, cubic spline, radial functions with local and global supports in image resampling. The image being resampled is assumed to be of size $n \times n$ pixels.
6.7 BIBLIOGRAPHICAL REMARKS

Use of cubic convolution in image resampling is discussed by Key [223], while use of interpolating cubic B-spline in image resampling is described by Hou and Andrews [195]. Properties of B-splines as filters have been explored by Ferrari et al. [116], and a fast algorithm to find interpolating B-spline surfaces is described by Cheng et al. [63]. Computation of the control points of interpolating B-splines by inverse filtering is outlined by Goshtasby et al. [158].
Common criteria for the evaluation of image registration performance are accuracy, reliability, robustness, and computational complexity [137, 208]. Accuracy refers to the difference between true and estimated values. The smaller this difference, the more accurate the estimate will be. In image registration, accuracy refers to the mean, median, maximum, or root-mean-squared distance between points in the reference image and corresponding points in the sensed image after they have been resampled to the space of the reference image. Accuracy can be measured using synthetic or simulation images where the coordinates of true correspondences are known. Alternatively, fiducial markers may be placed in the scene and the locations of the fiducials may be used to evaluate the registration accuracy. Accuracy is measured in pixels/voxels.

Reliability refers to the number of times an algorithm succeeds in finding a satisfactory answer compared to the total number of tests performed. In image registration, if \( n \) pairs of images are tested by an algorithm and \( m \) out of \( n \) tests produce satisfactory results and, if \( n \) is sufficiently large and the images are representative of images in the input, then \( m/n \) represents the reliability of the algorithm. The closer this ratio is to 1, the more reliable the algorithm will be. The behavior of a reliable algorithm is predictable.

Robustness refers to the degree of stability of the accuracy or the reliability of an algorithm under variations in one or more of its input parameters. For instance, if an algorithm can register a pre-operative image with an intra-operative image containing surgical instruments that hide some tissues, the algorithm is considered robust with respect to occlusion. Robustness can be measured with respect to noise, intensity/geometric difference between images, percentage of dissimilar regions in images, etc. The robustness of an algorithm can be determined by finding the degree of sta-
bility of the accuracy or the reliability of the algorithm as one or more of its input parameters is changed. The degree of stability of accuracy or reliability can be quantified using the standard deviation of the accuracy or reliability as an input parameter is varied. The smaller this standard deviation, the more robust the algorithm will be. If there are many input parameters, each affecting the accuracy or reliability of the algorithm, the robustness of the algorithm with respect to each input parameter can be determined. An algorithm may be robust with respect to noise but not with respect to the geometric difference between images. Saying that an algorithm is, in general, robust implies that the performance of the algorithm does not change noticeably as all its input parameters are changed. An algorithm that has a consistently low accuracy or reliability is not considered robust. It should have a consistently high accuracy or reliability to be robust.

Computational complexity determines the speed of an algorithm and shows the practicality of the algorithm in real situations. A registration algorithm that requires a few hours to register two brain images is not of much value in image-guided neurosurgery. To be useful, it should be able to register a pre-operative image that is used to plan the surgery with an intra-operative image that shows the state of the surgery at a particular time in a few seconds. An algorithm that registers the map of a region to aerial images of the region captured by a moving platform is useful for scene intervention if the images can be registered in milliseconds. Computational complexity is measured in number of additions/multiplications expressed as a function of the image dimensions. A registration algorithm is desired to have a computational complexity that is a linear function of the image dimensions.

Most image registration algorithms are composed of three components:

- feature selection;
- feature correspondence;
- transformation function.

The performance of an image registration algorithm is dependent on the performances of its components. In the following sections, first, performances of individual components of an image registration algorithm are discussed. Then, the performance of a registration algorithm from the performances of its components is discussed.

### 7.1 FEATURE SELECTION PERFORMANCE

In Chapter 3, algorithms for selecting points, lines, regions, and templates from images were discussed. Points are the most widely used features in image registration. Certain points represent meaningful landmarks in images. For instance, if a corner detector identifies road intersections, distances between true road intersections and the detected ones measure the accuracy of the corner detector. If the corner detector of Algorithm 3.1 is applied to image of Fig. 7.1a with the Gaussian smoother of standard deviation 1 pixel, the corners shown in Fig. 7.1b are obtained. Let’s suppose the objective is to find points where lines or edges meet. We see that some of the detected corners are displaced from their true positions. The maximum distance
between the true and detected corners is 1.4 pixels and the average distance between true and estimated corners is 0.6 pixels. These measures characterize the accuracy of Algorithm 3.1 in detecting corners in the image of Fig. 7.1a.

The percentage of true corners detected in an image defines the reliability of the algorithm. If an algorithm finds all corners, but the detected corners are displaced with respect to the true corners, that algorithm is highly reliable but has a poor accuracy. On the other hand, if an algorithm finds a small number of corners but the detected corners are very close to the true ones, that algorithm is highly accurate but is not very reliable. In Fig. 7.1b, there are 21 true corners among which 16 have been found. Therefore, the reliability of Algorithm 3.1 in detecting corners in Fig. 7.1a is 16/21. The algorithm has also classified line end points as corners. If the objective was to find locally unique points, the algorithm would have had reliability 24/29 as line end points and line intersections are both locally unique image features. But if only points where lines or edges meet are considered corners, then the algorithm has reliability 16/21 for the image in Fig. 7.1a. In order to speak about the reliability of an algorithm in absolute terms, it is required to perform tests on a sufficiently large number of images that are representative of the kind of images the algorithm may encounter. The number of corners detected over the total number of corners in the images defines the reliability of the algorithm.

The reliability measure computed in this manner does not take into consideration the number of falsely detected corners. This will be fine if false corners do not
harm a registration. However, if false corners are harmful to a registration algorithm, the number of false corners should also be taken as a measure when describing the reliability of an algorithm. In Fig. 7.1b, 5 true corners are missed while 8 false corners are detected. Therefore, false-negative probability is $5/21$ and false-positive probability is $8/21$. A very reliable algorithm will have a very small false-negative probability and a very small false-positive probability.

If the behavior of an algorithm remains stable when it is tested on various images, the algorithm becomes robust. For instance, a robust corner detector finds the same set of corners independent of the orientation, scale, and a reasonable amount of noise in input images. Robustness of a corner detector can be characterized by plotting the accuracy or reliability of the detector against variation in one or more of its input parameters. Figures 7.1b–d show corners detected when the standard deviation of the Gaussian smoother in Algorithm 3.1 was 1, 2, and 3 pixels, respectively. This can be considered the change in the resolution of the input. The numbers of correctly detected corners in these images are 16, 18, 20. The reliability of the algorithm slightly increases as the standard deviation of the Gaussian smoother is increased from 1 to 3 pixels. This increased reliability is, however, at the cost of decreased accuracy. A wider Gaussian reduces noise but it makes the corners rounder, shifting their positions. Therefore, corners obtained at lower resolutions are not localized well. Thus, they are less accurate than corners detected at higher resolutions.

Images obtained by changing other input parameters are shown in Fig. 7.2. Figure 7.2a shows the rotation of the image of Fig. 7.1a by 90 degrees and the determination of its corners. 17 corners have been found, of which 14 are the same as those found in Fig. 7.1b. Figure 7.2b shows the rotation of Fig. 7.1a by 12 degrees and the determination of its corners. 15 out of the 17 corners are the same as those detected in Fig. 7.1b. Figure 7.2c shows the scaling of Fig. 7.1a by 0.8 and the determination of its corners. 15 out of the 17 corners are the same as those detected in Fig. 7.1b. Finally, Fig. 7.2d shows the scaling of Fig. 7.1a by 1.2 and the determination of its corners. 14 out of the 17 corners are the same as those detected in Fig. 7.1b. In all these cases, the standard deviation of the Gaussian smoother in Algorithm 3.1 was 1 pixel. The reliability of the algorithm varies only slightly with respect to variations in these input parameters; therefore, the algorithm can be considered relatively robust when tested on the images shown in Figs 7.1 and 7.2. In order to make a general statement about the robustness of this corner detector, it is required to test it on a sufficiently large number of images that represent possible inputs to the detector.

Compared to point features, which have only position, line features have position, orientation, and length. The position of a line feature is considered to be the position of its midpoint. The performance of a line detector is determined from the performances of its attributes.

Regions have one purpose to serve in image registration and that is to provide unique control points with subpixel positional accuracy. Since the centroid of a region is obtained from the average of pixels defining the region, random noise on the region boundary cancels, producing highly accurate center coordinates. Unlike random noise, inaccuracy in region shape will affect the accuracy of the center coordinates.
When a segment of a region is missing, the centroid of the region displaces by an amount proportional to the size of the missing segment.

The objective of template selection and template matching in image registration is to provide a means to establish the correspondence between control points in two images. By selecting templates in the reference image and locating their correspondences in the sensed image, a set of corresponding points representing the centroids of corresponding regions is obtained. For the correspondence process to succeed, it is required that the templates be highly informative and unique. The accuracy, reliability, and robustness of a template selection algorithm can be determined in the same manner that the accuracy, reliability, and robustness of a corner detector was determined.

In order to determine the performance of a feature detector, it is required to know the true positions of features in a set of representative images. True positions of image features can be determined through interactive means. Accuracy is computed from the positional difference between features selected interactively and features detected automatically. Reliability is the percentage of features the algorithm correctly detects. Robustness represents the behavior of the algorithm under variations in one or more of its input parameters such as image orientation, scale, and noise. A feature detector may be robust with respect to the variation in one input parameter but not with respect to variation in another input parameter. For example, the behavior of a feature detector may remain relatively unchanged under variation in the orientation of an image but it may drastically change with variation in the scale of the image.
7.2 FEATURE CORRESPONDENCE PERFORMANCE

In Chapter 4, various algorithms for determining the correspondence between features in two images were discussed. Point pattern matching algorithms use information about the positions of the points to find the correspondences. Line-matching algorithms use information about the orientation as well as the position of the lines to determine the correspondences. Region-matching algorithms use positions as well as the shapes of the regions to find the correspondences, and template matching algorithms use information within small circular neighborhoods in images to find the correspondences.

A feature-matching algorithm finds a correspondence either correctly or incorrectly. It, therefore, does not make sense to talk about the accuracy of a feature matching algorithm. The reliability of such algorithms can be considered to be the number of correct correspondences found over the total number of correspondences existing in the tested images.

A single wrong correspondence could force a whole registration to fail. Therefore, in addition to the true-positive probability, false-positive probability should be used to describe the reliability of a feature correspondence algorithm. Assuming $M$ features are present in the reference image and $N$ features are present in the sensed image and $n$ is the smaller of $M$ and $N$, then, if an algorithm finds $m_1$ correct correspondences and $m_2$ wrong correspondences, $m_1/n$ represents the true-positive probability and $m_2/n$ represents the false-positive probability for that pair of images. True-positive is 0 when no correct correspondences are found and is 1 when the maximum number of possible correspondences is found. False-positive is 0 when no wrong correspondences are found and is 1 when the maximum number of possible false correspondences is found. To determine these measures, a feature in the sensed image should not be allowed to correspond to more than one feature in the reference image to ensure that $m_1 + m_2 = n$. We want to increase the true-positive probability while decreasing the false-positive probability. Ideally, we want to find the largest number of correct correspondences that it is possible to find without obtaining any wrong correspondences. The true-positive and false-positive probabilities are determined by testing an algorithm on a sufficiently large number of images that are representative of inputs to the algorithm.

Robustness in a feature correspondence algorithm refers to the variation in the reliability (true positive or false positive) as one or more of the input parameters are varied. In addition to the outliers, control points in the sensed image may be locally displaced with respect to corresponding control points in the reference image. The ability of an algorithm to consistently find a high number of correct correspondences under variations in image parameters makes the algorithm robust. Robustness shows the stability of the true-positive or false-positive probability under variation in one or more of the input parameters.

In template matching, given a set of templates in the reference image, it is required to find windows in the sensed image that correspond to them. A particular match is either correct or incorrect. Therefore, characterizing a template-matching algorithm in terms of its accuracy does not make sense. Reliability of template-matching
algorithms is, however, meaningful. What ratio of the correspondences is found? What ratio of the correspondences is missed? Reliability can be described in terms of these measures. Assuming $M$ templates are selected in the reference image and among the $M$ templates only $N$ exist in the sensed image ($M - N$ templates fall outside the sensed image so they do not have correspondences) then, if a particular algorithm finds $m_1$ correct correspondences and $m_2$ incorrect correspondences, where $m_1 + m_2 = N$, the true-positive probability is $m_1/N$ and the false-positive probability is $m_2/N$. For the probabilities to be meaningful, the algorithm should be tested on a sufficiently large number of images that represent the possible inputs. Computation of the true-positive and false-positive probabilities requires knowledge about the true correspondences, which if not known should be determined visually.

### 7.3 TRANSFORMATION FUNCTION PERFORMANCE

A transformation function uses the coordinates of corresponding points in two images to spatially align the images. The coordinates of corresponding points used to determine a transformation function may contain inaccuracies. Evaluation of the performance of a transformation function requires the determination of the behavior of the transformation under:

- digital noise and small positional error in the correspondences;
- variation in the spacing between points;
- variation in the density of points;
- local geometric differences between images.

Even when corresponding control points in the images are correctly found, due to the digital nature of images, corresponding points could be off by up to half a pixel. The local geometric difference between images may cause a template-matching algorithm to find correspondences that are off by a pixel or two. A transformation function should be able to smooth noise and small positional inaccuracies in the correspondences. Therefore, when noise or small inaccuracies in the correspondences exist, methods that are based on approximation are preferred over methods that are based on interpolation. The presence of a wrong correspondence should not affect an entire resampled image, but rather, should influence the neighborhood where the mistake has occurred. Therefore, transformation functions that are based on monotonically decreasing basis or weight functions are preferred over transformation functions that use monotonically increasing basis or weight functions.

Control points detected in an image rarely have a uniform spacing. The basis or weight functions used to represent a transformation function should, therefore, be able to adjust to the irregular spacing of the points.

A set of points that are irregularly spaced may have a uniform density. If spacing between the control points varies greatly from one area to another in an image, the density of the points varies across the image domain. For instance, in a very detailed area in an image, a much higher density of points is obtained than in a rather homogenous area. Some of the control points in high-density areas may be removed
to produce an overall uniform density of points but this will discard information that may be critical for accurate registration of the images. A transformation function should be able to handle large variations in the density of the control points. Also, a transformation function should be able to handle a large number of correspondences, typically in the order of thousands, to accurately register volumetric images that have local geometric differences. For that reason, algorithms that do not require the solution of a system of equations are preferred over algorithms that require the solution of a system of equations where the number of equations is equal to the number of control points.

Most importantly, a transformation function should be able to accurately represent the geometric difference between two images. If the geometric difference between two images is linear and that is reflected in the point correspondences, the obtained transform should represent a linear function or one that is very close to it. A transformation function should use information present in the correspondences to correctly represent the local geometric difference between images. Transformation functions with monotonically decreasing basis or weight functions keep local deformations local and are preferred over transformation functions that have monotonically increasing basis or weight functions.

Evaluation of the accuracy of a transformation function requires knowledge about the correspondence between all points in the images. The correspondence between all points in two images will be known if one image is generated from the other using a known transformation. To evaluate the performance of a transformation function, real reference images may be used to create simulated sensed images. Average, median, maximum, or root-mean-squared distances between estimated and true correspondences can be used as a metric to quantify the accuracy of a transformation function. For the accuracy to be meaningful, the functions used to generate the sensed images should truly represent the kind of geometric differences observed in the input. Various realistic densities and organizations of control points, as well as realistic noise among the correspondences, should be used in this evaluation.

A transformation function always registers two images. Therefore, speaking about the reliability of a transformation is meaningless. It is the accuracy of a transformation that is of interest. One may talk about the robustness of a transformation, which involves determining changes in registration accuracy as the density or organization of the control points is changed or the local geometric difference between images is varied. The ability of a transformation to consistently produce a highly accurate registration under variations in one or more of its input parameters makes the transformation robust. A highly robust transformation can accurately register images with varying density and organization of control points, it is not sensitive to a reasonable amount of random noise among the correspondences, and it can handle a reasonable amount of local geometric differences between images.
7.4 REGISTRATION PERFORMANCE

If an image registration algorithm is being evaluated during the design stage, access to each component of the registration is available. Therefore, each component of the algorithm can be individually evaluated. However, a purchaser of image registration software usually does not have access to the individual registration components. Consequently, the entire software has to be evaluated in one piece.

If the performances of the components of a registration algorithm can be individually evaluated, the performances can be combined to produce the performance of the registration. Overall accuracy will depend on the accuracy with which control points are selected and the accuracy with which points in the sensed image are resampled to align with corresponding points in the reference image. If, for example, average error in selecting feature positions for a particular class of images is $E$, point correspondences with average error $E$ should be generated with different densities, organizations, and geometric differences and used as inputs to the transformation to determine the average error in registration.

The reliability of a registration algorithm depends on the reliability of the selected control points and the reliability of the correspondences. If the feature selector has false-positive probability $p$, the correspondence algorithm should be tested with control points that have false-positive probability $p$ under various density, organization, and geometric difference between images. If the false-positive probability in the obtained correspondences is $q$, $1 - q$ will be the reliability of the registration.

Robustness involves characterizing the accuracy or reliability of a registration under variations in its input parameters. Input parameters can represent image noise, intensity difference between images, geometric difference between images, and the percentage of dissimilar regions in images. The robustness of a registration algorithm can be defined by the product of the robustness of the components of the algorithm.

If the user is faced with evaluating the performance of a black box, simulation data where the correspondence between all points in the images is known may be used. Creation of images that contain realistic intensity and geometric differences between images, however, is a difficult task. Alternatively, fiducial markers whose positions in the images can be accurately determined may be used. After obtaining images of scenes containing fiducials, the fiducials may be digitally removed and the images registered without them. Knowing the coordinates of the fiducials in the images, errors at the fiducials can then be determined. Although this enables use of realistic images in the evaluation, the error measurements are limited to the positions of the fiducials. Because of limitations in the placement of fiducials in the scene, this form of input data cannot determine registration errors everywhere or at least at uniformly spaced points in the image domain that is essential in the evaluation of nonrigid registration algorithms.
7.5 SUMMARY

Measurement of the accuracy, reliability, and robustness of image registration algorithms and their components was discussed. Accuracy shows the distance between corresponding pixels/voxels in the images after registration. Reliability shows the likelihood that an obtained registration is satisfactory, and robustness shows the stability of the behavior of an algorithm under variations in its input parameters. If access to each component of a registration algorithm is available, evaluation should be carried out on the components individually to find the weak components. This makes it possible to improve the performances of the weak components by perhaps changing the free parameters of the components to adjust them to the particular type of images being registered.

A registration algorithm that produces consistently high accuracy when tested on various types of images is ideal. However, this is rarely possible. An algorithm that performs well on a particular class of images uses information about that class of images. When a different class of images is used, the knowledge base or the constraints that the algorithm is based on are violated and as a result the algorithm does not perform well. Typically, an algorithm that performs well on a particular class of images performs poorly in general, and an algorithm that is designed to handle various image types does not perform well on a particular class of images. An algorithm may be designed to have free parameters that can be varied to adapt to different types of images. For such algorithms, rather than providing a single performance measure, a chart should be provided showing the image type, the values of the free parameters optimally performing under an image type, and the corresponding performance measure.

7.6 BIBLIOGRAPHICAL REMARKS

The performance of registration algorithms is most rigorously evaluated in medical applications. This could be because the loss incurred as a result of a misregistration in a medical application is much higher than in other applications. In industrial or remote sensing applications, if necessary, a human operator can intervene and assist a registration. Although this is also possible in medical applications, visual examination of large volumetric images to determine registration errors in local neighborhoods is very time consuming and tiring.

Various algorithms have been developed for the rigid registration of medical images. These algorithms shift one image over the other and at each shift position determine the similarity between the two. This is especially true for algorithms that use mutual information as the similarity measure [254, 372] because large overlapping areas are needed to achieve high accuracy in registration. These algorithms have a very simple but effective mechanism that can register multimodality images with translational and small rotational differences.

Fitzpatrick and colleagues [118, 120, 409] have prepared fiducial-based images for the evaluation of rigid registration algorithms. The prepared data sets make it
possible to determine the accuracy and reliability of a registration algorithm on a
number of representative multimodality brain images. Accuracy can be determined
for only image points corresponding to the fiducials though. Because the fiducials
could not be placed within the brain, registration accuracy is limited to points outside
the brain. However, because the data sets are for the evaluation of rigid registration
algorithms, accuracy at the fiducials may be extrapolated to the entire image domain.
Various types and spacing of fiducial markers have been used in the evaluation of
rigid registration algorithms [107, 251, 269, 398]. Fiducial markers allow the use
of realistic images in the evaluation, but the obtained accuracy is only for those
image locations that represent the fiducials. Therefore, use of fiducials is limited to
evaluation of rigid registration algorithms. For evaluation of nonrigid registration
algorithms, simulation data is preferred.

Simulation data have been used in the evaluation of image registration algorithms
before [71, 172, 346]. Simulation images have the ability to represent all types of
geometric difference between images and provide exact correspondence between all
points in the images. Therefore, they can be used to evaluate rigid as well as nonrigid
registration algorithms. Creation of realistic data, however, requires realistic models
of noise, intensity, and geometric differences between images, which may be difficult
to find.

Anatomic landmarks have also been used to evaluate the accuracy of registration
algorithms [27, 113, 185, 189, 330, 371, 373]. If simulation data, fiducial markers,
or anatomic landmarks are not available, registration accuracy may be evaluated
qualitatively through visual examination [416]. Fitzpatrick et al. [119] have shown
that 2 mm errors can be visually detected in a brain MR and CT registration. Wong
et al. [414] have found that similar registration errors can be achieved visually even
when using lower resolution PET images.
Image fusion is the process of combining information in two or more images of a scene to enhance viewing or understanding of the scene. If the images are registered, information can be combined at pixel level. If the images are not registered, information from images should be determined individually and then combined. In this chapter, discussions will be limited to fusion of registered images. Specifically, fusion of multi-exposure and multi-focus images will be covered.

Intensities across a 3-D scene vary depending on the orientation of scene surfaces with respect to light sources and also with respect to the camera if the scene has specular surfaces. Depending on the scene geometry, scene lighting, and camera position, intensities could greatly vary across an image of the scene. Rarely in an image do all scene points appear well-exposed. No matter what shutter speed is used, some scene areas may appear over- or under-exposed. A method for combining images captured at different exposures into one image where all areas are well-exposed is described.

The distance between scene points and the camera can also vary greatly. When capturing an image, the camera is focused on a small area in the scene that is at a particular distance to the camera. Only scene points within the focus plane will appear sharp. Scene points behind or in front of the focus plane will appear blurred. To capture detailed information about an entire scene, it is necessary to combine images captured at different focus levels. The blending of images captured at different focus levels of a scene into a single image where all points appear sharp is also discussed.
8.1 FUSING MULTI-EXPOSURE IMAGES

When perceived brightness across a scene varies, there will always be some over- or under-exposed areas in an image of the scene, no matter what shutter speed is used. Given a set of images of a scene obtained at different shutter speeds (exposure levels), the image domain is subdivided into small blocks and for each block the image containing the most information is selected. The images selected in this manner are then blended together to create a single image that is well-exposed everywhere. A monotonically decreasing blending function is centered at each block within the selected image. The blending functions are defined such that their sum is 1 everywhere in the image domain. Within a block, the well-exposed image is given a higher weight than an under- or over-exposed image. This image blending will create an image that is well-exposed and is highly informative everywhere.

When images at multiple exposures of a scene are obtained, a scene area in one image may appear the most informative of all the images. Under- and over-exposed areas in an image carry less information than the well-exposed areas. We will select the “best-exposed” image for each local area and by properly blending the selected images create the output. An image is considered best-exposed within a local area if it carries more information than other images within that area.

8.1.1 Image blending

The problem to be solved is as follows. Given N registered images of a scene obtained at different exposure levels, it is required to blend the images in such a way that the obtained image has the maximum possible information. Image information will be measured using image entropy [55, 132]. The higher the entropy of an image, the more informative the image will be. In image processing, maximization of image entropy has been used as a means to enhance images [55, 176]. To maximize entropy, intensities in an image are mapped to new intensities in such a way that the obtained image has a flat histogram. A flat histogram produces intensities that are equally likely to appear in the image, maximizing image entropy.

In the method described here, the image domain is partitioned into blocks and within each block the image providing the most information is selected. The selected images are then blended together to produce the output. When brightness across a scene varies greatly, images captured at various exposures of the scene are needed to create an image that is well-exposed everywhere. The main problem to be solved is to identify the image that contains the most information within each image block. An image that is over- or under-exposed within a block does not carry as much information as an image that is well-exposed in that block.

In a gray scale image, entropy is defined by

\[ E_g = \sum_{i=0}^{255} -p_i \log(p_i), \]
where $p_i$ is the probability that if a pixel is randomly selected from the image, it will have intensity $i$. To estimate $\{p_i : i = 0, \ldots, 255\}$, first, the histogram of the image is computed. If the number of pixels having intensity $i$ is $n_i$ and the image contains $n$ pixels, then $p_i = n_i/n$.

The human visual system is capable of discriminating far more colors than luminances [177]. Therefore, when the images are in color, image information should be computed using the color values rather than the luminances. Since we are interested in maximizing perceived information, the RGB colors may be transformed into CIELab colors [72] and image information may be computed using Lab color values. This transformation nonlinearly maps colors in such a way that most colors distinguishable by the human visual system are obtained [188, 221]. To determine the entropy of a color image, a 3-D histogram that represents the frequency of colors appearing in the image is needed. Since such a histogram may have more elements than the number of pixels in the image itself, instead of using all colors in an image, the colors are clustered to the 256 most frequently observed colors $\{C_i : i = 0, \ldots, 255\}$. An efficient algorithm for achieving this has been described by Xiang [419]. The color at each pixel is approximated by the color of the cluster center closest to it, and entropy of a color image is approximated by

$$E_c = \sum_{i=0}^{255} -p_c^i \log(p_c^i)$$

where $p_c^i$ is the number of pixels within cluster $i$ (with cluster center $C_i$) divided by the total number of pixels in the image.

To determine the image that is best exposed within a local neighborhood, first the images are divided into blocks of size $d \times d$ pixels. Here, $d$ will be one of the unknown parameters of the method to be determined by maximizing information content in the output. Image entropy $E_g$ or $E_c$ is determined for each block and the image that provides the highest entropy for a block is selected to represent that block in the output.

If we simply create an image from the composition of image blocks obtained in this manner, we will obtain an image that may have sharp discontinuities across image blocks. Although each block will be highly informative, the image created from them will be awkward to view. An example is given in Fig. 8.1. Figures 8.1a–e show a set of images of an office taken at five different exposure levels. These images are of size $640 \times 480$ pixels. Dividing the images into blocks of size $160 \times 160$ pixels, we obtain an array of $3 \times 4$ blocks. If we calculate the entropy within each block for the five input images, cut out the block from the image that contains the highest entropy, and put the blocks together, we will obtain the image shown in Fig. 8.1f.

To remove discontinuities across image blocks, instead of cutting and pasting the blocks in an image, the images representing the blocks are smoothly blended together. A monotonically decreasing blending function is centered at each block and image colors are multiplied by corresponding blending function values. Therefore, the color at a pixel in the output is obtained from a weighted sum of colors at the same pixel in the given images. A blending function assigns the maximum weight to the pixel at the
Fig. 8.1 (a)–(e) Images representing different exposures of an office room. (f) The image obtained by composing the twelve blocks cut out of the five images. (g) The image produced by centering the blending functions at the selected blocks in the images, multiplying the blending functions by image colors, and adding the weighted colors together. (h) The most informative image constructed from images (a)–(e). These images are of size 640 × 480 pixels. Optimal values found for \( d \) and \( \sigma \) were 128 and 96 pixels, respectively. (See also color plate section.)
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center of a block and assigns smaller weights to other pixels inversely proportional to their distances to the center of the block.

Assuming \( N \) images are given and each image has been subdivided into an array of \( n_r \times n_c \) blocks, and assuming \( j \) and \( k \) denote the row and column indices of a block, and also letting \( I_{jk} \) denote the image that has the highest entropy among the \( N \) images for block \( jk \), we compute output image \( O(x, y) \) from

\[
O(x, y) = \sum_{j=1}^{n_r} \sum_{k=1}^{n_c} W_{jk}(x, y)I_{jk}(x, y),
\]

where \( W_{jk}(x, y) \) is the value of the blending function centered at the \( jk \)th block at location \((x, y)\), and \( I_{jk}(x, y) \) is a vector representing the \( Lab \) color coordinates of the
image representing block \( jk \) at location \((x, y)\). Note that the number of images being blended is equal to the number of blocks and not the number of given images. When the blocks are small, many blocks may be selected from the same image. Also note that, rather than using image values within only the selected blocks, entire images are blended together, although the contribution of far away blocks on a pixel in the output may be very small. This process smoothly blends the images, avoiding the creation of discontinuities across blocks.

Since the blocks form a uniform grid, tensor-product blending functions, such as B-splines \([280]\), may be used. When B-spline blending functions are centered at the blocks, the blending functions will smoothly blend the images. This works for interior blocks but not the border blocks because the blending functions do not extend to the image borders. Rational Gaussian (RaG) blending functions \([153]\) extend over the entire image domain and have a sum of 1 everywhere. RaG blending functions are defined by

\[
W_{jk}(x, y) = \frac{G_{jk}(x, y)}{\sum_{m=1}^{n_r} \sum_{n=1}^{n_c} G_{mn}(x, y)},
\tag{8.4}
\]

where \( n_r \) and \( n_c \) denote the number of image blocks vertically and horizontally, and \( G_{jk}(x, y) \) represents the Gaussian of height 1 centered at the \( jk \)th block when evaluated at \((x, y)\);

\[
G_{jk}(x, y) = \exp \left\{ -\frac{(x-x_{jk})^2 + (y-y_{jk})^2}{2\sigma^2} \right\},
\tag{8.5}
\]

Here, \((x_{jk}, y_{jk})\) are the coordinates of the center of the \( jk \)th block, and \( \sigma \) is the standard deviation or the width of the Gaussians. In the following, we will refer to \( \sigma \) as the width of the blending functions.

Figure 8.1g shows the image obtained by centering blending functions of standard deviation 80 pixels at blocks of size 160 \times 160 pixels in the selected images and multiplying color values at image pixels with weights given by the blending functions and adding the weighted colors together. This is the kind of output we will obtain. Here, \( \sigma \) is one other unknown parameter that has to be determined to maximize information content in the output. Since more than one image block in the output may point to the same input image, an input image may be used more than once in relation (8.3). The blending functions blend the proper amounts of the images to create the output.

There are two parameters to be determined; \( d \), image block size, and \( \sigma \), the width of the blending functions. As these parameters are varied, different images are obtained. We have to determine the \( d \) and \( \sigma \) that maximize image entropy as computed by relation (8.1) or (8.2). The optimal parameters are found using a gradient-ascent approach.

The following algorithm summarizes the steps of the image blending process.

**Algorithm 8.1:** Fusing multi-exposure images.

1. Set block size \( d \) and width of blending functions \( \sigma \) to
some initial guesses and let \( \Delta \) be the increment in \( d \) and \( \sigma \).

2: Determine the entropy of block \( jk \) in each image using formula (8.1) or (8.2) for \( j = 1, \ldots, n_r \) and \( k = 1, \ldots, n_c \) and let the image having the highest entropy within block \( jk \) be \( I_{jk} \).

3: Find the entropy of the image obtained by blending the images selected in step 2.

4: Increment or decrement \( d \) and \( \sigma \) by \( \Delta \) in the gradient-ascent direction and repeat steps 2 and 3 until the highest entropy is reached. Let the \( d \) and \( \sigma \) producing the highest entropy be \( d_{\text{max}} \) and \( \sigma_{\text{max}} \), respectively.

5: Select the images identified in step 2 when setting \( d = d_{\text{max}} \), and create a new image by blending the selected images with blending functions of width \( \sigma_{\text{max}} \).

The initial values for parameters \( d \) and \( \sigma \) are set to the averages of optimal values obtained for these parameters in a number of test runs of the algorithm. Applying this algorithm to the images in Figs 8.1a–e, the image shown in Fig. 8.1h is obtained. As initial values, \( d = \sigma = 32 \) pixels were used and \( \Delta \) was 32 pixels. The values of \( d_{\text{max}} \) and \( \sigma_{\text{max}} \) obtained by the algorithm were 128 and 96 pixels, respectively. Smaller increments produce higher optimal entropies at a higher computational cost. This parameter should be chosen as a compromise between speed and accuracy.

### 8.1.2 Examples

Examples of image fusion by Algorithm 8.1 are shown in Figs 8.2–8.6. Entropies of the original images and the resultant images are shown in the figure captions. Initial values of \( d \) and \( \sigma \) for these images were both 32 pixels and \( \Delta \) was 8 pixels.

Some of the input images in Figs 8.2–8.5 have large well-exposed areas. Therefore, entropies of some of the images are quite high but the entropies of the newly created images are even higher. To compare the automatic method with manual photographic methods, an example is given in Fig. 8.6. Results obtained manually by an expert photographer and by Algorithm 8.1 are virtually indistinguishable, producing very close entropies.

Optimal parameters \( d \) and \( \sigma \) vary from image to image; \( d \) and \( \sigma \) depend on the detailedness of given images. Images representing scenes with highly varying albedos, highly varying surface orientations, and highly varying environmental factors such as shadows and specularities, produce smaller optimal \( d \)'s and \( \sigma \)'s. Scenes with smoothly varying albedos and smoothly varying surface orientations produce larger optimal \( d \)'s and \( \sigma \)'s. The optimal \( d \) depends on the size of well-exposed regions and the optimal \( \sigma \) depends on the rate the well-exposed regions transition to under- or over-exposed regions.
Fig. 8.2  (a)–(e) Images representing different exposures of a waiting-room scene. Entropies of the images are 2.82, 3.36, 4.21, 4.78, and 4.40, respectively.  (f) The image obtained by fusing the five images. Entropy of the fused image is 5.29.  These images are of size $343 \times 231$ pixels.  Optimal parameters found are $d = 32$ pixels and $\sigma = 32$ pixels.  (See also color plate section.)

Fig. 8.3  (a)–(f) Images of a garage scene obtained at different exposures.  (g) The image obtained by fusing the six images.  Entropies of images (a) through (g) are 3.02, 3.29, 5.04, 4.70, 4.03, 3.90, and 5.27, respectively.  These images are of size $348 \times 222$ pixels.  The optimal $d = 8$ pixels and the optimal $\sigma = 16$ pixels.  (See also color plate section.)
Fig. 8.4  (a)–(f) Images of an igloo scene obtained at multiple exposures. (g) The image obtained by blending the six images. Entropies of these images are 2.92, 3.02, 3.97, 4.39, 4.86, 5.18, and 5.38, respectively. The images are of size \(236 \times 341\) pixels. The optimal values of \(d\) and \(\sigma\) are both 16 pixels. (See also color plate section.)

Fig. 8.5  (a)–(f) Images of a door to a dark room obtained at different exposures. (g) Image obtained by fusing the six images. Entropies of the images are 5.09, 4.81, 3.86, 3.17, 3.04, 2.81, and 5.23, respectively. These images are of size \(231 \times 338\) pixels. Optimal \(d = 8\) pixels and optimal \(\sigma = 16\) pixels. (See also color plate section.)
Fig. 8.6  (a), (b) Two images of the Scottish Highlands representing different exposure levels. Entropies of these images are 4.86 and 4.34. (c) The image created by manual photographic techniques. (d) The image constructed by fusing (a) and (b). Entropies of (c) and (d) are 5.22 and 5.20, respectively. These images are of size 1536 × 1024 pixels. Optimal values of \( d \) and \( \sigma \) are both 64 pixels. (See also color plate section.)

8.2 FUSING MULTI-FOCUS IMAGES

Often due to great variations in a scene’s depth, it is not possible to capture an image of the scene in such a way that all scene areas appear sharp. Only scene areas that are at the focus plane will appear sharp and areas in front of and behind the focus plane will appear blurred. The ability to create a single image where all scene areas appear sharp is not only desired in digital photography, it is needed in various machine vision applications.

We cannot use image information, as we did when fusing multi-exposure images, to fuse multi-focus images. A sharp image may have a smaller entropy than a blurred version of it. We can use image gradient as a means to measure sharpness. Specifically, the sum of squared gradient magnitudes in each block may be taken as the sharpness measure. Squared gradient magnitude rather than gradient magnitude is used to avoid a sharp image with a small number of high-gradient pixels having a sharpness measure that is smaller than a blurred version of it. Square gradient in a color image is determined from the sum of the squared gradients of the red, green, and blue bands (or, alternatively, the Lab bands). Therefore, as in Algorithm 8.1, the image domain is subdivided into blocks and the image appearing the sharpest
within each block is selected and blended together to create an image that is sharp everywhere.

Figures 8.7a and 8.7b depict two images, obtained at two different focus levels, of a statue showing dancing children. Fusing the images produces the image shown in Fig. 8.7c. In this image, both front and rear children are in focus. A second example is given in Fig. 8.8. Figures 8.8a and 8.8b show two images of a newspaper scene obtained at different focus levels. More than half of each image is blurred. Fusing the images, the image shown in Fig. 8.8c is obtained. Scene depth gradually varies in this example. Near the center of the scene, both images are rather blurred and, as a result, the center part of the combined image is also blurred. An example where there is a sharp change in scene depth is shown in Fig. 8.9. The scene contains two books that are at different distances to the camera. The image in Fig. 8.9a was captured by focusing the camera on the front book and the image in Fig. 8.9b was captured by focusing the camera on the rear book. Figure 8.9c shows the result of fusing the two images. Both books now appear in focus.

![Fig. 8.7](image1.png)

(a) (b) (c)

**Fig. 8.7** Images obtained by focusing the camera on (a) front children and (b) rear children. (c) Image obtained by fusing the two images according to Algorithm 8.1 using image gradient as the sharpness measure.

![Fig. 8.8](image2.png)

(a) (b) (c)

**Fig. 8.8** (a), (b) Two images obtained at different focus levels of a newspaper scene. About half of each image appears sharp. (c) The image obtained by fusing the two images.
8.3 SUMMARY

An image fusion algorithm should have two inherent characteristics. First, it should derive the most relevant information in the input and present them in the output and, second, it should not present information in the output that is non-existent in the input. If the objective is to create a sharp image from a number of images that are partially blurred, the created image should not contain areas that are sharper than the same areas in the input. A fusion algorithm should not overdo a process. It should be truthful to the information present in the input and create an output that is an accurate representation of the input.

In this chapter, a method was described for fusing multi-exposure images of a scene into a highly informative image by image blending. The method divides the image domain into small blocks and selects the image that provides the most information within each block. The selected images are then blended together to produce the output. The block size and the width of the blending function are determined using a gradient-ascent algorithm to maximize information content in the output.

The described method preserves scene highlights if color information within a highlight area is quite high. A characteristic of the method is that it does not change the local color and contrast in the input. Therefore, contrast in an image area in the output cannot be higher than the contrast in the best-exposed image in the input. If further contrast enhancement is needed, traditional methods such as inverse filtering, as discussed in Chapter 2, should be used.

Also discussed in this chapter was fusion of multi-focus images. Gradient magnitude was used to quantify sharpness. An algorithm similar to that used for fusion of multi-exposure images was used to fuse multi-focus images.

8.4 BIBLIOGRAPHICAL REMARKS

Image fusion methods can be grouped into high-level, mid-level, and low-level methods. High-level methods receive image descriptions from two or more images and
combine the descriptions to a richer one. The descriptions could be in the form of relational graphs [353, 412]. These methods require that objects of interest in each image be identified and their relations be determined by a vision system. The process uses minimum observer interaction and can automatically detect events in image sequences.

Mid-level techniques work with segmented images to improve segmentation of stationary objects or track moving objects. Although recognition of objects and events is left to the observer, the system can detect certain simple objects or events. Lewis et al. [243] describe a method that uses segmentation results from two or more images to create a more robust segmentation. Piella [310] discusses image fusion methods based on a multi-resolution segmentation method and Nikolov et al. [288] discuss a fusion method using multiscale edges.

If the images are accurately registered, pixel-level information in the images can be combined. Information integration can be achieved in the frequency domain or in the spatial domain. Wang et al. [403] find the wavelet transforms of the images, and fuse the transform coefficients. The largest coefficients or a weighted sum of the coefficients of the transformed images are combined to create the fused transform image. The inverse transform of the fused transform image is then computed to create the output image. Jones and Nikolov [212] describe a fusion technique in the spatial domain which finds the intensity at a point in the output using a weighted sum of intensities of corresponding pixels in the input. Petrović and Xydeas [309] use image gradients to fuse images. A multiresolution approach is taken where, at each resolution, input images are represented by gradient maps and the gradient maps are combined to a new gradient map. Then, a reconstruction process similar to the wavelet approach is taken to create the output from the combined gradient map.

Although increased redundancy in images simplifies the fusion process, image fusion is most effective when the least redundancy is present in the given images. Multimodal images contain different information about a scene and by fusing them an image will be obtained that is a rich source of information about the scene. Alparone et al. [4] discuss fusion of multimodal satellite images, Jones and Nikolov [212] discuss fusion of multimodal medical images, Toet et al. [385, 386] discuss fusion of multimodal video images, and Yaroslavsky et al. [424] discuss fusion of both temporal and multimodal video images. Temporal images represent images in the same modality that are taken at different times. By fusing such images objects can be tracked and events can be detected. Šnidaro et al. [363] describe a method for tracking persons in a video and Chen et al. [62] describe a method for tracking automobiles in a video of a highway scene.

Fusion of multi-exposure images has appeared as high dynamic range reduction in the literature. Intensities in an image are considered intensities of a high dynamic range image between two threshold values. Dynamic range is reduced by decreasing the global contrast while maintaining or increasing the local contrast. This is achieved by nonlinearly mapping intensities in the high dynamic range image to intensities in the output using image gradients. Excellent surveys of these methods are provided by DiCarlo and Wandell [94], and Devlin et al. [91].
Mechanisms to capture multi-exposure images have been developed. A camera system that captures $n$ images on the same sensor but with $\frac{1}{n}$th of the sensor resolution is described by Nayar and Mitsunaga [284]. A camera system that uses a beam splitter to send incoming light to $n$ different sensors, thus capturing $n$ images at different exposure levels is described by Aggarwal and Ahuja [1]. With some modification, the beam-splitter mechanism used to capture images at multiple exposures can be used to capture images at multiple focus levels.
Image mosaicking is the process of seamlessly stitching together or blending a set of overlapping images of a scene into one large image. This process is needed in various remote sensing, computer vision, and computer graphics applications. It is used in map building by piecing together georectified images [115]. It is used in object tracking by subtracting registered images and tracking image changes [197]. It is used in the creation of panoramic images by integrating a sequence of overlapping images [376]. It is also used in 3-D scene reconstruction by integrating multiple-view range images [82].

Image mosaicking is the process of finding a global transformation that resamples a set of images of a scene into a common coordinate system. Depending on the scene content, the distance of the camera to the scene, and the position and orientation of the camera capturing the images, different transformations may be needed to register and integrate the images. For instance, if a sequence of images is obtained by a camera with a fixed lens center and a horizontal optical axis while rotating the camera about a vertical axis passing through the lens center and, assuming the camera is sufficiently far from the scene, adjacent images in the sequence will have only translational differences. Such images can be registered by shifting one over the other and locating the position where maximum similarity is obtained between the images. If the camera is not very far from the scene, the images obtained during the rotation of the camera can be mapped to a cylindrical surface whose axis is parallel to the axis of rotation. The mapped images will then have only translational differences and can be registered easily. If the camera is not fixed and is not far from the scene, but the scene is flat, images of the scene can be registered by the projective transformation. This requires a minimum of four corresponding points in the images. If the scene is not flat and the
camera is not very far from the scene, the images will have local geometric differences, requiring a nonlinear transformation to register them.

If the camera parameters in each image acquisition are known, the camera models may be used to relate the captured images and align them. Often, however, either the camera parameters are not known or the provided parameters are not very accurate. Therefore, from information within the images, it is required to find a transformation that seamlessly combines the images. The discussions below will focus on a general methodology where no information about the camera position, camera orientation, and scene content is given. Some limited information about the scene or the camera may be available. For instance, it may be known that the scene is flat or the camera is very far from the scene.

9.1 PROBLEM DESCRIPTION

Two main problems have to be solved in image mosaicking. First, a global transformation that spatially aligns all images need to be determined and, second, intensities within overlapping areas should be blended to provide a smooth transition from one image to the next.

Problem 1. Determining the global transformation

Given $n$ images with some overlap between adjacent images and knowing that at least three corresponding control points exist between adjacent images, determine a global transformation that can spatially align and combine all images into a single image where the scene area covered by the combined image is the union of the scene areas covered by the input images.

Problem 2. Blending image intensities

Given $n$ spatially aligned images, blend intensities in overlapping areas in adjacent images such that the images seamlessly merge into one large image. It is understood that intensities of corresponding pixels in overlapping images may be different.

9.2 DETERMINING THE GLOBAL TRANSFORMATION

Let's first consider the case where the scene area within each image is rather flat. That is, variation in scene elevation in an image compared to the distance of the camera to the scene is negligible. Let’s also suppose the field of view of the camera capturing each image is small so that the relation between image and scene points can be written by a linear transformation. The area between two adjacent images, therefore, can be registered by a linear transformation. Later, the discussions will be extended to include scenes that are not flat or when the field of view of the camera is not small.

It is understood that, although the relation between adjacent images may be linear, the relation between images that are not adjacent may be nonlinear. To satisfy this condition, the global transformation that registers all the images is taken to be
DETERMINING THE GLOBAL TRANSFORMATION

nonlinear. To satisfy the local linearity condition, the global transformation is taken such that it approximates to the linear function aligning two overlapping images. The weighted linear transformation that was discussed in section 5.7 provides this capability. Therefore, each component of the global transformation will be represented by

\[ f(x, y) = \sum_{i=0}^{N} f_i(x, y) b_i(x, y), \]  
(9.1)

where \( N \) is the number of overlaps produced by the images, \( f_i(x, y) \) is the linear transformation that registers two adjacent images producing the \( i \)th overlap, and \( b_i(x, y) \) is a monotonically decreasing weight function that is centered at the \( i \)th overlap. The weight functions are chosen such that the influence of a linear transformation registering two overlapping images gradually vanishes as one moves away from the center of the overlap area. The term \( f_0(x, y) \) represents the relation of the reference image with itself and, therefore, is the unit transformation. It is required that the sum of the weights at each point in the mosaic be one, that is,

\[ \sum_{i=0}^{N} b_i(x, y) = 1. \]  
(9.2)

The weight function \( b_i(x, y) \) can be represented by rational Gaussian (RaG) weights [153], defined by

\[ b_i(x, y) = \frac{G_i(x, y)}{\sum_{i=0}^{N} G_i(x, y)}, \]  
(9.3)

where

\[ G_i(x, y) = \exp\left\{ - \frac{(x - x_i)^2 + (y - y_i)^2}{2\sigma_i^2} \right\}, \]  
(9.4)

\((x_i, y_i)\) is the center of the \( i \)th overlap area, and \( \sigma_i \) is proportional to the width of the overlap area. The width of an area can be considered the diameter of the largest circle enclosed in that area. Therefore, \( \sigma_i = s r_i \), where \( r_i \) is the radius of the largest circle enclosed in the \( i \)th overlap area and \( s \) is the proportionality term. Parameter \( s \) may be varied globally to control the smoothness of the entire transformation. As \( s \) is increased, the influence of a local transformation extends to farther points while, as \( s \) is decreased, the process becomes more local and the influence of a local transformation remains more local.

Figure 9.1 demonstrates this property. Consider creating a mosaic from five images. Consider one component of the transformation as shown in Fig. 9.1. The center plane in Fig. 9.1a shows the unit transformation, that is \( X = x \) for the \( X \)-component and \( Y = y \) for the \( Y \)-component. The unit transformation means there is no transformation so the reference image is unchanged. The four surrounding planes show the linear transformations needed to register images to the left, to the right,
above, and below the reference image with the reference image. The weighted sum of the transformation functions at three different values of parameter $s$ are shown in Figs 9.1b–d. When examined locally within an overlap area, the global transformation approximates the local transformation. The global transformation deforms the local transformations at their boundaries so they smoothly join and create smooth transitions between adjacent local transformations.

A transformation function transforms the coordinate system of an arbitrary image to the coordinate system of the reference image. It is best to take the center image as the reference image and transform the coordinate system of the remaining images to that of the reference image. This will reduce the maximum registration error. If one of the corner images is taken as the reference image, errors could accumulate and become large when reaching the opposite corner image in a mosaic. When the center image is taken as the reference, fewer steps are needed to get from the reference image to a boundary image, reducing the maximum registration error.

For instance, consider the nine images shown in Fig. 9.2. If image 5 is taken as the reference image, eight local transformations will be needed to register images 1&5, 2&5, 3&5, 4&5, 6&5, 7&5, 8&5, and 9&5. There will also be ten local transformations registering images 1&2, 2&3, 1&4, 2&4, 2&6, 3&6, 4&7, 4&8, 6&8, and 6&9. Therefore, in equation (9.1), $N = 18$ and $L_1-L_{18}$ will be the 18
local transformations linearly registering adjacent images. Note that more than two adjacently overlapping images may overlap in an area. Formula (9.1) smoothly blends all local transformations into one global transformation.

If the field of view of the camera is not small but the scene is flat, instead of using the linear transformation for local transformations, projective transformation should be used. Therefore, in formula (9.1), \( f_i(x, y) \) will become a projective transformation (see section 5.2). If the scene is not flat and the camera is not very far from the scene, adjacent images cannot be registered by a linear or a projective transformation and a nonlinear transformation is needed to register them. Assuming \( f_i(x, y) \) is the nonlinear transformation registering the images that create the \( i \)th overlap, in formula (9.1), the local functions become such nonlinear functions.

When the overlap area between two images is not large, local nonlinear functions may deform an image away from the overlap areas too much. A local transformation uses the coordinates of corresponding points only within the overlap area of two images and it does not use any information about the non-overlap areas in the images. Since an obtained transformation is used to resample the overlap as well as the non-overlap areas in two images, when an overlap area is too small, large errors may be obtained away from the overlap area. To minimize such errors, the local transformation functions should be chosen such that outside an overlap area, least deformation is obtained. To achieve this, a weighted linear transformation (section 5.7) can be used as a local transformation so that outside an overlap area the deformation becomes linear. If done so, the global transformation will be a weighted sum of local transformations, each of which is a weighted linear function.

9.3 BLENDING IMAGE INTENSITIES

After determining the spatial relationship between the images and standardizing the geometry of all images with respect to that of the reference image, it is required
to blend intensities of the images within the overlap areas. This is needed so that if overlapping areas in adjacent images have different intensities, intensities in one image gradually convert to intensities in the other image, creating a seamless boundary between the images.

In Fig. 9.3 intensities of pixels in area $A$ are the intensities of pixels in image 1, intensities of pixels in area $B$ are those of pixels in image 2, and intensities of pixels in area $C$ are a blending of intensities of corresponding pixels in images 1 and 2. To make sure that the images merge seamlessly, intensities in $C$ are determined such that they gradually convert to intensities in $A$ and $B$ at the $C$ borders. If the weights of pixels in area $C$ in images 1 and 2 are set inversely proportional to the distances of the pixels to the closest border pixels in the two images, a continuous blending of intensities will be obtained. For instance, in Fig. 9.3, if the distance of pixel $p$ to the closest pixel in area $A$ is $d_A$ and its closest distance to area $B$ is $d_B$, the intensity at $p$ will be

$$I_p = \frac{I^A_p d_B + I^B_p d_A}{d_A + d_B},$$

(9.5)

where $I^A_p$ and $I^B_p$ are intensities of images 1 and 2 at $p$, respectively.

Distances $d_A$ and $d_B$ are found by computing the distance transforms (see section 4.4.1) of the images using the border pixels as the object pixels. If more than two images overlap, the weighted sum of all overlapping images is used in the same manner to blend the intensities.

**9.4 EXAMPLES**

In the first example, the nine images shown in the top three rows of Fig. 9.4 are used. These are near IR images of a rather flat urban area. The relation between the images is depicted in Fig. 9.2. Using the projective transformation as the local transformation, the mosaic shown in the bottom in Fig. 9.4 is obtained. Projective transformation is used rather than the linear transformation because the field of view of the camera is not small. Projective transformation is preferred over nonlinear transformations.
Fig. 9.4  (Top) Nine near IR images of an urban area. (Bottom) The mosaic created from the nine images using a weighted sum of local projective transformations and distance-based intensity blending.
such as thin-plate splines because the scene is relatively flat. Use of a more complex nonlinear transformation will not only slow down the registration process, but it may also deform the images unnecessarily. Projective transformation has eight unknown parameters which can be determined if the coordinates of at least four corresponding points in adjacent images are known. If more than four correspondences are available, the parameters of the transformation are determined by the least-squares method.

Fig. 9.5 In the first row from right to left are images 1, 2, and 3. In the second row from right to left are images 4 and 5. The mosaic obtained by using image 3 as the reference is shown in the third row. The mosaic obtained by using image 1 as the reference is shown in the bottom.
If a sufficient number of correspondences is not found between adjacent images, the local transformation for registering the images is not used in formula (9.1). For instance, in the above example, sufficient corresponding points were not found between images 1&5, 3&5, 7&5, and 9&5. Therefore, the transformations representing registration of those images were not included in formula (9.1). The process was still able to combine the images because the remaining local transformations were able to relate all images to the reference image. If too many local transformations are not included in the global transformation, some images may become disconnected from the rest, making the creation of a mosaic from the images impossible. In such a situation, images with small overlaps may be manually aligned or corresponding points in overlap areas may be manually selected to assist the process.

As a second example, the five images shown in the top two rows in Fig. 9.5 are used. Because considerable variations exist in scene depth and the camera is not very far from the scene, nonlinear local transformations are needed to register adjacent images. Here, image 3 is taken as the reference image and images 1, 2, 4, and 5 are transformed to register with image 3. The mosaic obtained by blending the local transformations according to (9.1) is shown in the third row of Fig. 9.5.

Since each overlap area in the images in Fig. 9.5 is shared by only two images, the mosaic can be created gradually like making a mosaic of a video sequence. This does not require determining a global transformation. Transformations are determined locally and the images are merged one by one starting from image 1 until all images are merged. The mosaic obtained in this manner is shown in Fig. 9.5 in the bottom row. Compared to the mosaic obtained by using image 3 as the reference and using a global transformation, we see that when the mosaic is created from only local transformations, local errors accumulate and propagate at a faster pace than when the center image is used as the reference and a global transformation is used to integrate the images. These images exhibit considerable intensity differences, due to the fast moving clouds, and change in scene illumination as a result. The intensity blending process has gradually converted intensities in one image to intensities in images adjacent to it.

### 9.5 MOSAICKING RANGE IMAGES

If the provided images carry range information, the range information alone or together with the intensity information may be used to globally register the images and create a mosaic. An algorithm that is widely used in registration of range images is the iterative closest point (ICP) [31]. Two images are initially approximately aligned by manual or automatic means. The registration is then refined by determining the sum of distances of points in one image to the points closest to them in another image. One image is shifted over the other in the direction that maximally reduces the sum of distances. The process is repeated until a minimum is reached in the sum.

The ICP algorithm requires that the images be from a rigid scene and that camera distortions be negligible so that the two images can be registered by a rigid transformation. The transformation that preserves rigidity is the transformation of the
Cartesian coordinate system (see section 5.1) with scale factor of 1. When determining the distances, those distances that are obtained by mapping points in one image to boundary points in another image are not used in the calculations. This is done to limit the sum of distances to only those that fall within the overlap area.

Errors in registration of two images could propagate to other images and become larger as new images are added to the mosaic. The rigid transformation between two overlapping range images can be written as

$$ P = AQ, $$

where $P$ and $Q$ are corresponding points in the images and $A$ is the rigid transformation. Transformation $A$ can be determined by the ICP algorithm for any two images that have some overlap.

To make a mosaic of a set of overlapping range images, one of the images is taken as the reference and the coordinate systems of all other images are transformed to the coordinate system of the reference image. This process is similar to mosaicking intensity images with the exception that in range images the points are in 3-D and have three coordinates, while in intensity images the points are in 2-D and have two coordinates. First, images adjacent to the reference image are registered and combined with the reference image. Let’s suppose the transformation for registering image $i$, that is adjacent to the reference image, with the reference image is $A_i$ (see Fig. 9.6). After this registration, the coordinate system of image $i$ is changed so that points coinciding in the reference image and in image $i$ will have the same coordinates.

Next, images that are adjacent to the images just processed are considered. For instance, if image $j$ is adjacent to image $i$, the coordinate system of image $j$ is transformed so that coinciding points in image $j$ and image $i$ have the same coordinates. The registration process transforms the coordinate system of image $j$ to the coordinate system of image $i$ and, since the coordinate system of image $i$ is already transformed to the coordinate system of the reference image, the process, in effect, transforms the

![Fig. 9.6](image-url) Rigid registration of range images.
coordinate system of image $j$ to the coordinate system of the reference image. In this manner, the coordinate systems of all images are transformed to that of the reference image.

Each local transformation may involve errors and after a few steps errors may accumulate and become large. To minimize propagation of registration errors from one image to the next, it is required to minimize the distance of individual images to the reference image. To achieve this, instead of one reference image, two reference images may be taken. Images closer to one reference image are combined with that reference image and the process is repeated until all images are merged either with one reference image or the other. Then, the mosaics obtained from the two reference images are combined to create a larger mosaic. This process can be generalized using a larger number of reference images and reduce the distance between an image and the closest reference image.

If $m$ images are given, every other image may be initially taken as the reference image. Each reference image can then be combined with the image adjacent to it to obtain a larger image. This will reduce the number of images from $m$ to $m/2$. Again, every other image can be considered a reference image and combined with the image adjacent to it to produce $m/4$ larger images. The process can be repeated until all images are merged into a single mosaic. Each step produces larger images, creating larger overlaps and producing more accurate matches. Note that this pairwise registration does not require a global transformation to register the images. At each step, adjacent images are registered, two at a time, producing larger images until all images are merged into one large image. The merging process has the structure of a binary tree, the leaves being the individual images and the root being the mosaic.

Unlike mosaicking of intensity images where image intensities in overlapping areas are blended, in mosaicking of range images the process resamples the range points in their individual coordinate systems to a common coordinate system. Therefore, in an overlap area, multiple points or a thick layer of points may be obtained. Also, unlike intensity images that do not contain holes, range images may contain holes due to self occlusion, the dark texture of the object during laser scanning, or for other reasons. Therefore, even after combining images from different views, holes may appear in the combined image. To fill in the holes and create a thin layer of points in the output, a surface is fitted to the combined range data set.

An example of image mosaicking using range images is shown in Fig. 9.7. The individual range images are shown in Figs 9.7a–e. These are range scans of a tooth taken from different views. First, images 9.7b and 9.7c and images 9.7d and 9.7e are combined to obtain larger images. The two newly obtained images are then registered to create a surround image of the tooth. The surround image is then registered with image 9.7a to obtain the mosaic shown in Fig. 9.7f. The obtained mosaic contains some holes due to the presence of holes in the original images. It also contains multiple coinciding points and areas where thick layers of points exist. Fitting a RaG surface [153] to the combined data set produces the tooth model shown in Fig. 9.7g. Surface fitting fills in the holes and creates a surface that can be resampled to a thin layer of uniformly spaced points at a desired resolution for rendering and other purposes.
The performance of an image mosaicking algorithm depends on the performance of the local registration algorithm and the performance of the transformation function that combines all the local transformations. The performance of the local registration algorithm can be evaluated as outlined in Chapter 7, which involves determining its accuracy, reliability, robustness, and speed. The robustness measure should particularly consider the different amounts of overlap between images, characterizing accuracy and reliability as a function of the amount of overlap between images.

The performance of the global transformation involves determining the accuracy of the overall registration and the change in accuracy as the image content, size of overlap areas, and the geometric difference between images are changed. There also is a need to evaluate the speed of the algorithm as a function of the size of images and the number of overlaps. It is desired that the computational complexity of the overall algorithm be a linear function of the number of overlaps and the size of the constructed mosaic.
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To evaluate the accuracy of the global transformation, test images should be prepared where the absolute coordinates of a number of control points in each image are known. After registering the images using some of the control points, the accuracy of the global transformation can then be determined using the coordinates of the remaining control points in the images. Is the error obtained by the global process larger than the errors produced by the individual local transformations? The average, root-mean-squared, or maximum global errors can be used to measure the accuracy of a mosaicking algorithm.

9.7 SUMMARY

In this chapter mosaicking of intensity images and range images was discussed. For intensity images, depending on the camera parameters and the scene content, different transformations will be needed to register the images.

- If the scene is flat, the camera is far from the scene, and the images are obtained by rotating the camera about an axis that passes through the lens center and is normal to the optical axis of the camera, adjacent images have only translational differences and can be registered by shifting one image over the other and determining the best-match position.

- If the scene is flat and the field of view of the camera is small but the camera is not far from the scene, adjacent images should be registered using the affine or linear transformation.

- If the scene is flat but the field of view of the camera is not small, adjacent images should be registered by the projective transformation.

- If the scene is not flat, adjacent images should be registered by a nonlinear transformation.

Although a rigid, affine, or projective transformation may be sufficient to register two adjacent images, it is generally understood that, when a large number of images is given, images that are not adjacent may not register well by a rigid, affine, or projective transformation and a more elaborate transformation is needed. Formula (9.1) describes a global transformation in terms of a weighted sum of local transformations, with the sum of the weights being equal to 1 everywhere in the mosaic. The weights are monotonically decreasing, ensuring that the global transformation approximates the local transformation in a local neighborhood. To ensure that minimum error is obtained in the overall registration, the center image should be taken as the reference image. This will reduce the maximum distance between all images and the reference image.

To avoid the creation of seams between adjacent images, the intensities of the images in an overlap area are blended with weights that are inversely proportional to the distances of points in the overlap area to the closest boundary points.

When registering range images, all the local transformations and the global transformation are rigid transformations. Therefore, adjacent images are rigidly registered to obtain a larger image and the process is repeated until all images merge into one
large image. A surface is then fitted to the combined data set to fill in the holes and create a continuous surface, which can then be quantized to a regular grid at a desired resolution for display and other purposes.

9.8 BIBLIOGRAPHICAL REMARKS

One of the obvious applications of mosaicking is in map building, creating a large image by piecing together small aerial images. The main focus of mosaicking methods that have appeared in the photogrammetry literature has been on finding the best seam between two images within the overlap area so the images can be cut and pasted together [115, 356]. The images are often already georectified [18] and, therefore, they approximately register. There is a need to refine the registration through correlation-based matching, however.

Kerschner [222] used two snakes, each positioned in the overlap area in an image. The snakes are made to attract to each other and position themselves to a common path where the sum of the color differences between corresponding points on the snakes is minimum. The snakes make it possible to combine two images along the same irregular path. This has the advantage that, if two images at the overlap area are not registered well, the constructed mosaic will not become blurred or show double images. It has the disadvantage that if the intensities of the images in the overlap area are different, the intensities will not gradually change from one image to the next, but rather a sharp intensity change will be observed across the seams. In order to make the seams invisible, radiometric corrections [404] may be applied to one of the images or both so corresponding points in the images have similar intensities.

In spite of the fact that projective transformation is rarely used in image registration, in image mosaicking, the overwhelming majority of the methods use the projective transformation to register images. Contrary to methods developed in photogrammetric engineering, which cut and paste image pieces to create a mosaic, in the computer vision and graphics literature, image intensities in the overlapped areas are blended to create a mosaic. This can be attributed to the fact that in photogrammetry, the parameters of the sensors and the platform are often known; therefore, not only can the images be radiometrically standardized, but their geometries can also be standardized through a rectification process [404]. Chavez et al. [61] used sensor specific algorithms to correct both the geometry and the intensity of images to create mosaics. Garcia and Santos-Victor [135] used camera parameters to integrate images from a rotating camera.

Bao and Xu [19] described a registration algorithm based on wavelets that is invariant of scale difference between images. The process makes it possible to register and combine images taken by different cameras or from different distances of a scene. Multi-resolution approaches to mosaicking have also been developed. Chiba et al. [64] first used a patch-based optical flow estimation to obtain the point correspondences. Then the points were triangulated and triangular regions were merged. In a coarse-to-fine approach, Hsieh [197] first found the translational difference between
images through edge alignment and then refined the registration by minimizing errors at corresponding features.

Cortelazzo and Lucchese [77] developed a two-step process to create image mosaics where, in the first step, the images were approximately aligned using the affine transformation and, in the second step, the registration was refined using the projective transformation. Zhou et al. [430] and Hoshino and Kourog [194] created an image mosaic using only the affine transformation. Shum and Szeliski [358] developed a mosaicking method where, after aligning the adjacent image pairs, a global process is used to refine the local registrations by minimizing the sum of squared intensity differences between overlapping areas. Marzotto et al. [265] achieved global alignment by exploiting the topological structure of the overlaps and a bundle adjustment step, which minimizes the total misalignment of a pre-defined set of grid points on the mosaic.

Algorithms for mosaicking range images can be categorized into feature-based methods and methods that work with raw range values. Examples of features are ridge curves [301] and local peak points in single-view range images [86]. Matching of range features is achieved through subgraph isomorphism [85]. Ramalingam and Lodha [320] registered range images using point features obtained by a corner detector. They then refined the registration using all range points in an ICP algorithm [31]. Gunadi et al. [173] segmented range images into low curvature regions and, by determining the correspondence between the regions, aligned the images approximately. The registration was then refined by the ICP algorithm using all range points.

Many improvements to the original ICP algorithm [31] have been proposed. Steps have been taken to make the ICP algorithm faster and more resistant to outliers. To speed up the ICP algorithm, coarse-to-fine approaches have been proposed by Jost and Hugi [215] and Schonfeld et al. [347]. To improve the geometric stability of the ICP algorithm, Gelfand et al. [138] devised a point selection strategy that samples those points in the input that provide the best convergence of the algorithm to the correct pose. The sampling strategy estimates the transformation that produces unstable sliding of one surface over another and picks those points that best constrain this sliding. To avoid convergence to a local minimum, Silva et al. [360] searched in the parameter space for the best-match position with a genetic algorithm. Contrary to the ICP algorithm, a genetic algorithm does not require pre-alignment of the images.

To reduce registration errors, Tubic et al. [389] incrementally captured images that had large overlaps and small view-angle differences. El-Hakim et al. [109] suggested user interaction during the registration process when the scene is very large and the overlaps between adjacent scans are small. To achieve a higher matching accuracy, Wyngaard and Gool [417] as well as Smith and Elstrom [362] suggested use of both the color and range information in matching. This is especially helpful when the surfaces to be registered are geometrically smooth but contain highly detailed textures. In a hierarchical method described by Ikemoto et al. [203], linear features that are less sensitive to noise and warping are used to register the images. To avoid accumulation of registration errors when a large number of range images are present, Pulli [317] used a method that obtains a consensus registration among all images, rather than between two images, averaging errors among the images.
When two images of a scene are obtained by two similar cameras that are horizontally displaced, the images possess certain constraints that simplify registration of the images. If a single camera is horizontally moved while obtaining the images, the process is called motion stereo [286]. The main objective in (motion) stereo image registration is to recover the 3-D geometry of the scene. When stereo images are used in a registration, the left image is usually taken as the reference image and the right image is taken as the sensed image. Stereo image registration is often referred to as stereo correspondence.

Although, in image registration, occlusion is generally considered nonexistent, when dealing with stereo images occlusion is often present. The scene being imaged may have depth discontinuities with scene parts that appear in only one of the images. Since overlaying of stereo images does not serve a purpose, there is no need to find a transformation function that aligns the images. Instead, an interpolation function is needed to estimate depth values not determined due to occlusion and other reasons.

Stereo vision is perhaps the most studied subject in computer vision. This can be attributed to two facts. First, binocular stereo is the most versatile method for recovering a scene’s geometry without using special lighting. Second, The correspondence problem has not yet been fully solved, although algorithms that find stereo correspondences have become more robust.

In this chapter, the relation between scene depth and corresponding points in stereo images is described, a camera calibration method that relates the scene coordinates to the image coordinates is outlined, a rectification procedure that converts images obtained by cameras with converging optical axes to images with parallel optical axes is discussed, various stereo constraints and correspondence algorithms are reviewed,
and scene reconstruction from scattered scene points obtained by stereo correspondence is described.

### 10.1 STEREO CAMERA GEOMETRY

The simplest stereo camera geometry has optical axes that are parallel and are normal to the baseline, the line connecting the lens centers of the cameras. This geometry is depicted in Fig. 10.1. The image of an object point \((X, Y, Z)\) is formed at \((x_L, y)\) in the left image and at \((x_R, y)\) in the right image. Let’s suppose the coordinates of the object point when measured with respect to the left camera coordinate system are \((X_L, Y, Z)\) and when measured with respect to the right camera coordinate system are \((X_R, Y, Z)\). The stereo-camera coordinate system is considered to be midway between the left and right camera coordinate systems. Assuming idealistic (pin-hole) cameras, the relation between the object point when measured with respect to the left camera coordinate system and the stereo-camera coordinate system can be written by

\[
X_L = X + \frac{B}{2}, \tag{10.1}
\]
\[
Y_L = Y, \tag{10.2}
\]
\[
Z_L = Z, \tag{10.3}
\]

where \(B\) is the baseline length (the distance between the lens centers of the cameras). Similarly, the relation between the coordinates of a point measured with respect to the right camera coordinate system and the stereo-camera coordinate system can be written by

\[
X_R = X - \frac{B}{2}, \tag{10.4}
\]
\[
Y_R = Y, \tag{10.5}
\]
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\[ Z_R = Z. \]  \hfill (10.6)

From similar triangles in Fig. 10.1, for the left camera we have

\[ \frac{x_L}{f} = \frac{X_L}{Z_L} = \frac{X + B/2}{Z} , \]  \hfill (10.7)

and similarly for the right camera we have

\[ \frac{x_R}{f} = \frac{X_R}{Z_R} = \frac{X - B/2}{Z} . \]  \hfill (10.8)

These can be written as

\[ X + \frac{B}{2} = x_L \frac{Z}{f} , \]  \hfill (10.9)

\[ X - \frac{B}{2} = x_R \frac{Z}{f} . \]  \hfill (10.10)

Removing \( X \) from (10.9) and (10.10), we obtain

\[ Z = \frac{B f}{x_L - x_R} . \]  \hfill (10.11)

The quantity \( (x_L - x_R) \), which is the horizontal distance between corresponding points in the images, is known as \textit{disparity}, and \( f \) represents the focal length of the cameras. Relation (10.11) shows that depth is inversely proportional to disparity. The larger the disparity the closer the object point will be to the camera baseline, and the smaller the disparity the more distant the object point will be from the baseline. When disparity is zero, the object point is very far from the viewer. Relation (10.11) also shows that for the same depth, a larger disparity is obtained when a camera system with a larger focal length or a larger baseline length is used. A larger disparity allows measurement of depth with finer increments and, consequently, with a higher accuracy.

Measurement of depth from formula (10.11) requires knowledge about the coordinates of corresponding points in the images. In the pin-hole camera set up shown in Fig. 10.1, corresponding points are horizontally displaced. This implies that to determine the correspondence to a point in the left image a search is needed only along the same scanline in the right image. A one-dimensional search, therefore, is sufficient to find the correspondences. This is in contrast to matching non-stereo images, which requires two-dimensional searches to find the correspondences.

Note that in formula (10.11) coordinates of points in an image are measured with respect to a coordinate system whose origin is at the intersection of the optical axis with the image plane. If it is necessary to measure the image coordinates with respect
to the lower left corner of the images, \( x_L \) and \( x_R \) should be replaced with \( x_L - x_{CL} \) and \( x_R - x_{CR} \), respectively, where \( x_{CL} \) and \( x_{CR} \) are the \( x \)-coordinates of the left and right piercing points (the intersections of the optical axes of the cameras with the image planes). Also note that formula (10.11) uses the same unit of measurement to describe both the object and the image coordinates. In practice, however, object coordinates are measured with units such as cm and mm while image coordinates are measured in pixels. To relate image coordinates to object coordinates, a calibration process is needed. Camera calibration is discussed in the next section.

When the optical axes of the cameras are parallel, the overlap between the left and right images decreases as objects get closer to the baseline. To increase this overlap, a camera setup with converging optical axes is needed. By letting the intersection point of the optical axes of the cameras with the image planes lie near the center of the object of interest, the most overlap can be obtained between images of the object. The geometry of a stereo camera system with converging optical axes is depicted in Fig. 10.2.

The relation between the stereo-camera coordinate system \( XYZ \) and the coordinate system of the left camera \( X_LY_LZ_L \) can be written by a rotation and a translation. First, rotate the left-camera coordinate system about the \( Y_L \)-axis by \( \theta \) so that the \( Z_L \)-axis becomes parallel to the \( Z \)-axis. Let’s denote this rotation by \( R_Y(\theta) \). Second, translate the obtained coordinate system by \( B/2 \) so it will align with the stereo-camera coordinate system. Let’s denote this translation by \( T_X(B/2) \). The transformation that brings the left-camera coordinate system to the stereo-camera coordinate system can, therefore, be written as \( R_Y(\theta)T_X(B/2) \), or

\[
\begin{bmatrix}
X_L \\
Y_L \\
Z_L \\
1
\end{bmatrix} = \begin{bmatrix}
\cos \theta & 0 & -\sin \theta & 0 \\
0 & 1 & 0 & 0 \\
\sin \theta & 0 & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 & B/2 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix}, \quad (10.12)
\]

![Fig. 10.2](image.png)  A stereo camera geometry with converging optical axes.
which after simplification becomes

\[
X_L = X \cos \theta - Z \sin \theta + \frac{B}{2} \cos \theta, \quad (10.13)
\]

\[
Y_L = Y, \quad (10.14)
\]

\[
Z_L = X \sin \theta + Z \cos \theta + \frac{B}{2} \sin \theta. \quad (10.15)
\]

From the pin-hole camera geometry given by formula (10.7) and using \(X_L\) and \(Z_L\) from formulas (10.13) and (10.15), we obtain

\[
\frac{x_L}{f} = \frac{X_L}{Z_L} = \frac{(X + B/2) \cos \theta - Z \sin \theta}{(X + B/2) \sin \theta + Z \cos \theta}. \quad (10.16)
\]

Similarly, the relation between the stereo-camera coordinate system \(XYZ\) and the right-camera coordinate system \(X_RY_RZ_R\) involves a rotation and a translation. First, rotate the right-camera coordinate system about the \(Y_R\)-axis by \(-\theta\) so the \(Z_R\)-axis becomes parallel to the \(Z\)-axis: \(R_Y(-\theta)\). Second, translate the obtained coordinate system by \(-B/2\) so it will align with the stereo-camera coordinate system: \(T_X(-B/2)\). The overall transformation, therefore, is \(R_Y(-\theta)T_X(-B/2)\), or

\[
\begin{bmatrix}
X_R \\
Y_R \\
Z_R \\
1
\end{bmatrix} = \begin{bmatrix}
\cos \theta & 0 & \sin \theta & 0 \\
0 & 1 & 0 & 0 \\
-\sin \theta & 0 & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 & -B/2 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix},
\]

which, after simplification and use of the pin-hole camera geometry given by (10.8), reduces to

\[
\frac{x_R}{f} = \frac{X_R}{Z_R} = \frac{(X - B/2) \cos \theta + Z \sin \theta}{-(X - B/2) \sin \theta + Z \cos \theta}. \quad (10.18)
\]

If \(x_L, x_R, f, B,\) and \(\theta\) are known, the coordinates \(X\) and \(Z\) of an object point can be determined from relations (10.16) and (10.18). Note that when \(\theta = 0\), equations (10.16) and (10.18) become

\[
\frac{x_L}{f} = \frac{X + B/2}{Z}, \quad (10.19)
\]

\[
\frac{x_R}{f} = \frac{X - B/2}{Z}, \quad (10.20)
\]

and, by eliminating \(X\) from these equations,

\[
Z = \frac{Bf}{x_L - x_R}, \quad (10.21)
\]
is obtained, which is the same as equation (10.11), which was obtained for a camera system with parallel optical axes.

To relate the $Y$-coordinate of an object point to its image coordinates, note that from the pin-hole camera geometry we have

$$
\frac{y_L}{f} = \frac{Y}{Z_L} = \frac{Y}{(X + B/2) \sin \theta + Z \cos \theta},
$$

(10.22)

$$
\frac{y_R}{f} = \frac{Y}{Z_R} = \frac{Y}{-(X - B/2) \sin \theta + Z \cos \theta},
$$

(10.23)

or

$$
Y = \frac{y_L}{f} [(X + B/2) \sin \theta + Z \cos \theta],
$$

(10.24)

$$
Y = \frac{y_R}{f} [-(X - B/2) \sin \theta + Z \cos \theta].
$$

(10.25)

By knowing the coordinates of corresponding points $(x_L, y_L)$ and $(x_R, y_R)$ and by using either (10.24) or (10.25), the $Y$-coordinate of the object point can be determined.

Parameters $f$, $B$, and $\theta$ are determined through a calibration process by using a number of known points in the scene and their images in the stereo images. This is explained in the next section.

### 10.2 CAMERA CALIBRATION

If lens distortions do not exist, the relation between points in a scene and their projections in an image can be written by a projective transformation. If lens distortions exist, the images should be corrected before using them. The procedure to correct image deformations from lens distortion is described by Goshtasby [151] and Fryer and Brown [133]. The relation between a scene point $(X, Y, Z)$ and its image $(x_L, y_L)$ in the left camera may be written by

$$
x_L = \frac{m_1 X + m_2 Y + m_3 Z + m_4}{m_5 X + m_6 Y + m_7 Z + 1},
$$

(10.26)

$$
y_L = \frac{m_8 X + m_9 Y + m_{10} Z + m_{11}}{m_5 X + m_6 Y + m_7 Z + 1},
$$

(10.27)

or

$$
m_1 X + m_2 Y + m_3 Z + m_4 + m_5 (-x_L X) + m_6 (-x_L Y) + m_7 (-x_L Z) = x_L, \quad (10.28)
$$

$$
m_5 (-y_L X) + m_6 (-y_L Y) + m_7 (-y_L Z) + m_8 X + m_9 Y + m_{10} Z + m_{11} = y_L. \quad (10.29)
$$

Equations (10.28) and (10.29) are linear in parameters $m_1 \ldots m_{11}$ and can be solved if the coordinates of at least 5.5 points (5 points and the $x$ or the $y$ coordinate of
the 6th point) in the scene and in the left image are known. If more than 5.5 points are available, parameters $m_1 \ldots m_{11}$ can be determined by the least-squares method. Once parameters $m_1 \ldots m_{11}$ are determined, relations (10.26) and (10.27) can be used to determine the positions of points in the left image from the positions of the object points.

Similarly, the relation between scene points and points in the right image can be written as

$$x_R = \frac{n_1X + n_2Y + n_3Z + n_4}{n_5X + n_6Y + n_7Z + 1}, \quad (10.30)$$

$$y_R = \frac{n_8X + n_9Y + n_{10}Z + n_{11}}{n_5X + n_6Y + n_7Z + 1}, \quad (10.31)$$

and parameters $n_1 \ldots n_{11}$ can be determined using the coordinates of at least 5.5 points in the scene and in the right image. Relations (10.30) and (10.31) determine the coordinates of a point in the right image from the coordinates of an object point in 3-D. Given an image point, however, there are many points in 3-D that satisfy (10.30) and (10.31). Any point along the ray connecting the image point to the lens center qualifies as the answer. To determine a unique object point for each image point, coordinates of corresponding points in both left and right images must be used. Three of the four relations (10.26), (10.27), (10.30), and (10.31) can be used to uniquely relate points in 3-D to points in the two images. For instance, from the first three relations we have

$$X(m_5x_L - m_1) + Y(m_6x_L - m_2) + Z(m_7x_L - m_3) = m_4 - x_L, \quad (10.32)$$

$$X(m_5y_L - m_8) + Y(m_6y_L - m_9) + Z(m_7y_L - m_{10}) = m_{11} - y_L, \quad (10.33)$$

$$X(n_5x_R - n_1) + Y(n_6x_R - n_2) + Z(n_7x_R - n_3) = n_4 - x_R. \quad (10.34)$$

Given the coordinates of corresponding points $(x_L, y_L)$ and $(x_R, y_R)$ in the images, and knowing the calibration parameters $m_1 \ldots m_{11}$ and $n_1 \ldots n_{11}$, the coordinates of the point in 3-D can be determined by solving (10.32) – (10.34). More accurate coordinates can be obtained if $X, Y, Z$ are determined by the least squares method using all four relations (10.26), (10.27), (10.30), and (10.31).

Calibration parameters $m_1 \ldots m_{11}$ and $n_1 \ldots n_{11}$ contain information about the focal length $f$ of each camera, the baseline length $B$, and the vergence angle (the angle between the optical axes of the cameras). The calibration process that was outlined above actually allows the cameras to have different focal lengths, different aspect ratios, and different piercing points. Also, the orientational difference between the cameras is not limited to the $Y$ axis but can be with respect to the $XYZ$ axes as well.

To determine parameters $m_1 \ldots m_{11}$ and $n_1 \ldots n_{11}$, the coordinates of at least 5.5 points in the scene and in the images are needed. For a given camera set up, these parameters have to be determined only once. Figure 10.3 shows a calibration box prepared for this purpose. Clearly identifiable marks are made on three orthogonal
planes that form a corner. The sides of the box sharing the corner are used as the axes of the world coordinate system. Coordinates of the marks are carefully measured in this coordinate system and recorded. The images of the marks in the left and right images are also determined. Each time one or more of the camera parameters is changed, the calibration box is placed in front of the stereo camera and a pair of images is obtained. The coordinates of the marks in 3-D and in the images are then used to determine the camera parameters.

Corresponding marks in stereo images can be selected interactively. A template-matching or line-fitting process can accurately locate a desired mark and determine its position with subpixel accuracy. Instead of crosses, circular regions may also be used. Centers of gravity of elliptic regions obtained in the images make determination of the center of gravity of the marks in any view possible with subpixel accuracy.

10.3 IMAGE RECTIFICATION

Rectification is the process of transforming the geometry of images obtained by cameras with converging optical axes to images obtained by cameras with parallel optical axes. Consider the images before and after rectification shown in Fig. 10.4. A ray from an object point \( P \) intersects the left image plane before and after rectification at \((x, y)\) and \((X, Y)\), respectively. Each point in the image before rectification can be connected to the lens center and extended to intersect the image after rectification. In this manner, for each point in the image before rectification, the corresponding point in the image after rectification can be determined. The images before and after rectification can be considered images obtained by two cameras with coinciding lens centers but different image planes. The relation between such images is a projective transformation:

\[
x = \frac{a_1X + a_2Y + a_3}{a_4X + a_5Y + 1},
\]

\[
y = \frac{a_6X + a_7Y + a_8}{a_4X + a_5Y + 1}.
\]
Parameters $a_1 \ldots a_8$ are determined using the coordinates of a minimum of four corresponding points in the images before and after rectification. Since the main objective in image rectification is to produce horizontal epipolar lines (intersections of a plane formed by the baseline and a point in the scene with the image planes), all that needs to be done is to select two epipolar lines in the image before rectification and map them to two horizontal lines in the image after rectification as shown in Fig. 10.5. For instance, consider the following correspondences for the left image before and after rectification.

\begin{align*}
X_1 &= x_1; & Y_1 &= \frac{y_1 + y_2}{2}; \\
X_2 &= x_2; & Y_2 &= \frac{y_1 + y_2}{2}; \\
X_3 &= x_3; & Y_3 &= \frac{y_3 + y_4}{2}; \\
X_4 &= x_4; & Y_4 &= \frac{y_3 + y_4}{2}.
\end{align*}

These correspondences will keep the width of the images before and after rectification the same, but they will scale the images vertically to map non-horizontal epipolar lines...
to horizontal epipolar lines. To create a rectified image, for each pixel \((X, Y)\) in the rectified image, the corresponding pixel \((x, y)\) in the image before rectification is found using relations (10.35) and (10.36). Then the intensity at \((x, y)\) is read and saved at \((X, Y)\).

The process is repeated in the same manner for the right image. In order for corresponding epipolar lines in the rectified left and right images to represent the same scanline, it is required that corresponding epipolar lines in the images before rectification map to the same scanline in images after rectification. Therefore, the \(Y\)-coordinates used in (10.37) – (10.40) should be used when rectifying both the left and the right images.

An example of image rectification is given in Fig. 10.6. Figures 10.6a and 10.6b show images obtained by a stereo camera system with converging optical axes. Horizontal lines were drawn on a cardboard and placed vertically in front of and parallel to the baseline of the stereo camera system, and a pair of images were obtained. Corresponding lines in these images are actually corresponding epipolar lines. In order to make the epipolar lines appear horizontal, two pairs of points are selected on two epipolar lines according to (10.37) – (10.40) in the left image, the projective transformation defined by (10.35) and (10.36) is determined, and the left image is resampled. This is shown in Fig. 10.6c. The same is repeated for the right image to obtain Fig. 10.6d. Corresponding epipolar lines in the rectified images now show the same scanline in both left and right images. Once the parameters of the projec-

![Fig. 10.6](image)

(a), (b) Images of horizontal lines in 3-D parallel to the baseline obtained by a stereo camera system with converging optical axes. (c), (b) Rectification of the images so that corresponding epipolar lines fall on the same scanline in the images.
tive transformations that rectify the left and right images are determined for a stereo camera system, they can be used to rectify all images obtained by that camera system.

Note that after finding corresponding points in the rectified images, the coordinates of the points should be transformed back to the points before rectification by substituting the \((X, Y)\) coordinates of each point in the left rectified image into (10.35) and (10.36) and finding the \((x, y)\) coordinates of the point in the left image before rectification. This should be done similarly for the right image. Corresponding points obtained in the images before rectification should then be used in equations (10.32) – (10.34) to find the 3-D object coordinates.

10.4 THE CORRESPONDENCE PROCESS

If the stereo camera system is rather far from the scene or the vergence angle is small, occlusions can be considered negligible. However, if the camera system is not far from the scene or the vergence angle is not small, occlusions may be inevitable and local geometric difference between some areas in the images may be large, making determination of the correspondences difficult. The constraints holding between stereo images, however, may be used to assist the correspondence process.

10.4.1 Constraints in stereo

The constraints used in stereo correspondence describe the:

- epipolar geometry;
- uniqueness of correspondences;
- ordering of correspondences;
- continuity of disparity;
- photometric compatibility of corresponding points;
- geometric compatibility of corresponding features.

10.4.1.1 Epipolar constraint

The plane obtained from the camera lens centers and a point in the scene is called an **epipolar plane**. The intersections of an epipolar plane with the image planes are **epipolar lines** (see Fig. 10.7). Let’s suppose an object point \(A\) in the scene produces images \(a_L\) and \(a_R\) in the left and right images. The geometry in Fig. 10.7 shows that, to find the correspondence to point \(a_L\), it is sufficient to search in 1-D along line \(e_R a_R\). If camera parameters are known, the intersection of the plane passing through the lens centers and point \(a_L\) with the right image plane can be determined. This is the line along which the search should be performed. The line passing through \(e_L\) and \(a_L\) and the line passing through \(e_R\) and \(a_R\) form corresponding epipolar lines. The intersections of the baseline with the image planes are called **epipoles**. Note that all epipolar planes share the baseline, and therefore, all epipolar lines in an image pass through the epipole in that image. Also note that when the image planes are parallel to the baseline, the epipoles will be at infinity and all epipolar lines will become parallel to the baseline. Therefore, taking
a point in the left image, the point corresponding to it lies on the same scanline in the right image.

Given a point \( a_L = (x_L, y_L) \) in the left image, from relations (10.26) and (10.27), coordinates \( X \) and \( Y \) of the object point can be determined in terms of \( Z \) and substituted into relations (10.30) and (10.31). This will produce two equations relating \( x_R \) and \( y_R \) to \( Z \). Eliminating \( Z \) from the two equations will produce a linear equation in \( x_R \) and \( y_R \) that shows the epipolar line along which a search should be made to find the point corresponding to \( (x_L, y_L) \). In the preceding section, it was shown how to rectify the images so that corresponding epipolar lines appear on the same scanline in both left and right images. Therefore, taking a point in the left image, there will be a need to search for the point along the same scanline in the right image. Epipolar constraint reduces 2-D searches into 1-D searches, not only speeding up the correspondence process but also reducing the likelihood of finding wrong correspondences.

**10.4.1.2 Uniqueness constraint**  For each point in the left image there exists a maximum of one point in the right image and for each point in the right image there exists a maximum of one point in the left image. In reality, due to view-angle difference between the cameras and the 3-D nature of a scene, corresponding patches in the images may have different sizes, implying that in the digital space it is possible to find a point in one image that corresponds to more than one point in another image. Physically, however, only one of the correspondences is possible. Therefore, if many to one correspondence is obtained, only one (the middle) point should be selected and the rest should be discarded. This may produce holes in the created depth map, which will be later filled by interpolation.

It is possible to have a point in one image that is occluded in the other image. For occluded points, a correspondence does not exist. Occluded points produce holes in the created depth map. A robust stereo-correspondence algorithm should detect the occluded points and avoid finding correspondences for them.
10.4.1.3 Ordering constraint If points along an epipolar line belong to a rigid object, the order of points along corresponding epipolar lines in the images will be the same. Therefore, after finding corresponding points along corresponding epipolar lines, this constraint can be used to eliminate some of the mismatches. If the order of corresponding points along corresponding epipolar lines is the same, it does not mean that all correspondences are correct. However, if the order of correspondences is not the same, we can say for sure that some of the correspondences are wrong. This constraint can, therefore, be used to detect potential mismatches and eliminate them. It is always better to have fewer correspondences, all of which are correct, than to have many correspondences, some of which are incorrect. The depth values at points where correspondences are not found can be estimated from the depth values of nearby points by interpolation. Errors in estimation of missing depth values are usually much smaller than errors in depth values obtained from incorrect correspondences.

10.4.1.4 Continuity constraint If the scene is rigid, points in the scene near each other appear near each other in both images. Therefore, depth values or disparities along an epipolar line vary continuously, except at points where each side of the point represents a different object. If the difference of disparities of adjacent points along an epipolar line become larger than a threshold value, either the point represents a depth discontinuity or the point represents a wrong correspondence. This is an indication that a mismatch might have occurred. The continuity constraint is not limited to points along an epipolar line. Adjacent points belonging to different epipolar lines should also satisfy this constraint. Correspondence algorithms that match individual epipolar lines do not take advantage of this constraint fully. There should be interaction between the matching of adjacent epipolar lines to ensure that the continuity constraint is satisfied not only along epipolar lines but also across them.

10.4.1.5 Photometric compatibility constraint A correspondence pair of points in stereo images represents the same object point in 3-D. Therefore, if the object point does not belong to a specular surface, corresponding image points will have very similar intensities. This is the basis for correlation-based template-matching methods. This constraint can also be used to detect the incorrect correspondences. When two matching windows have similar intensities it is not a guarantee that a correct correspondence is obtained. However, if two matching windows do not have similar intensities, it can be said with great certainty that the windows do not correspond to each other and, therefore, their centers will not represent the same scene point. Correspondences that produce similarities that are not high enough can be considered questionable and removed from the set of correspondences. The holes obtained as a result can be filled later by interpolation.

10.4.1.6 Geometric compatibility constraint Shapes of geometric features do not change greatly from one image to another. For instance, if small regions and line intersections are the features used in matching, regions in the images should be matched separately from line intersections. This constraint makes it possible to select different types of features and establish correspondence between each feature
type separately, reducing the combination of features that are tested. The geometric compatibility constraint is also known as the feature compatibility constraint.

In addition to the above constraints, depending on the scene geometry and the vergence angle of the stereo camera system, the distance between corresponding points in the images and the orientation of corresponding lines in the images may be used as constraints to filter out possible wrong correspondences.

### 10.4.2 Correspondence algorithms

Stereo-correspondence algorithms often take into consideration one or more of the constraints described above to reduce ambiguities in correspondences and arrive at unique solutions. Stereo-correspondence algorithms match image features or image intensities. Feature-based algorithms use edges, corners, lines, and curves, and intensity-based methods use intensities or gradients in small neighborhoods to find the correspondences. Feature-based methods are more robust since they are less sensitive to noise and intensity difference between images. However, they produce sparse disparities and require an interpolation method that can estimate the missing disparities. Intensity-based methods, on the other hand, are not as robust, since they use raw image intensities, but they can produce a dense disparity map, minimizing the role of the interpolation method. One may actually use both image features and image intensities to find the correspondences [16].

Edge contours representing silhouettes of smooth objects may produce inaccurate depth values. This is because silhouettes of smooth objects in stereo images do not represent the same object points in 3-D. In algorithms that use image intensities, the windows containing different objects can also produce inaccurate matches. In Goshtasby [144], the images were first segmented and a window falling on a region boundary was partitioned into two: the part belonging to the foreground object and the part belonging to the background object. Matching was then performed independently between the foreground and background parts of the window. In a method developed by Agrawal and Davis [2], a window was considered to have two possible disparities, one for the object in the foreground and one for the object in the background. A global optimization was then used to compute the compatibility of disparity values between neighboring pixels, creating a final disparity map that preserved depth discontinuities.

In the following, a number of well-known stereo-correspondence algorithms are reviewed.

#### 10.4.2.1 Cooperative stereo

A class of stereo-matching algorithms is modeled after human stereopsis and based on Julesz’s proposal that stereo matching is a cooperative process [89, 216, 262, 263]. In a version of the algorithm implemented by Marr and Poggio [264], matching is performed at multi-resolution, propagating information from low to high resolution. In particular, four different resolutions are used and, at each resolution, zero-crossing edges are grouped into twelve different orientations, and edges with the same sign and orientation are matched. Since, at a lower resolution, fewer edges are obtained in an image, matching can be performed more reliably. As the resolution is increased, more edges are obtained but, since the
approximate match positions are known from matching edges at one level lower resolution, the area of search is restricted, producing fewer false matches. Additionally, to reduce the false-match probability, continuity and uniqueness constraints are used. The correspondence algorithm of Marr and Poggio follows the steps below.

1. Filter each image with oriented bar masks of four different sizes and twelve different orientations.
2. Find zero-crossing edges of each filtered image.
3. Match edges of the same sign, same resolution, and same orientation in the stereo images, starting from the lowest resolution edges and limiting the search space to the width of the mask used to obtain the edges.
4. Use the correspondences obtained at one resolution to estimate the correspondences at one level higher resolution. Then, refine this estimate using the lower-resolution edges in the images.
5. Repeat step 4 until correspondence is established between highest-resolution edges in the images.

An extension of this algorithm has been proposed by Mayhew and Frisby [270], which considers use of all resolutions simultaneously in the correspondence process. Experimental results suggest that stereo correspondence improves when information about all resolutions is used simultaneously rather than in sequence. A further improvement of the cooperative algorithm is proposed by Zitnick and Kanade [431], specifically looking for occlusions and using that information to guide the correspondence process.

10.4.2.2 Prediction and verification

In the cooperative algorithm outlined above, the matching result obtained at a resolution was used to guide matching at one level higher resolution. In contrast, in the prediction and verification algorithm [13, 12, 279], information from one match is used to guide matching in its immediate neighborhood. The prediction and verification process is gradually propagated from one neighborhood to the next until all image features are matched.

A version of the prediction and verification algorithm implemented by Ayache and Faugeras [12] follows the steps below.

1. Detect line segments in the images and remove the very short segments.
2. For each line segment in the left image, choose a window in the right image centered at that line. Then,

   (a) find the line in the right image that corresponds to the line in the left image within the selected window using the coordinates of the midpoint, the orientation, the contrast, and the average gradient at the lines;

   (b) in case of a conflict, choose the correspondence that minimizes a weighted sum of the feature differences. If the weighted sum of the feature differences of the best-match is above a threshold value, discard the correspondence and consider the line in the left image having no correspondence in the right image.
The above algorithm may also be used to match points, regions, and templates by appropriately replacing the similarity measure. Matching can be carried out at multi-resolution to achieve a higher speed. First correspondence is established between features at the lowest resolution where fewest features are available. Matching results obtained at one resolution are then used to predict the match positions at one level higher resolution. The match positions are then refined using information in the higher resolution images.

10.4.2.3 Dynamic programming This algorithm finds a minimal cost path connecting pixels on corresponding epipolar lines [291]. The process is depicted in Fig. 10.8. The horizontal axis shows pixels along (a segment of) an epipolar line in the left image and the vertical axis shows pixels along (a segment of) the corresponding epipolar line in the right image. Suppose each entry obtained in the matrix formed by pixels along the epipolar lines in the images represents a node in a graph that is connected to the nodes to its right and above. If no occlusions exist along the segment, the correspondence problem becomes that of finding the minimal cost path that connects a node on the left border of the matrix to a node on the right border. An example path is shown in the Fig. 10.8. Note that the path is always monotonically increasing due to the ordering constraint in stereo. If the absolute intensity difference between corresponding pixels is used as the correspondence cost, then

\[
E(x_L, y, d_{x_L}) = |I_L(x_L, y) - I_R(x_L + d_{x_L}, y)|, \tag{10.41}
\]

and the total cost for a particular path would be

\[
E_y = \sum_{x_L=1}^{w} E(x_L, y, d_{x_L}), \tag{10.42}
\]

Fig. 10.8 Stereo correspondence by dynamic programming. The diagonal line shows the zero-disparity path, and the path shown by the contour represents a typical correspondence.
where $I_L$ and $I_R$ are intensities of corresponding pixels in the left and right images, respectively, $d_{x_L}$ is the disparity of the pixel at $x_L$ in the left image and its corresponding pixel in the right image, $w$ is the number of pixels along the left epipolar line (segment) where matching is performed, $E(x_L, y, d_{x_L})$ is the cost of pixel $(x_L, y)$ in the left image corresponding to pixel $(x_L + d_{x_L}, y)$ in the right image, and $E_y$ is the total cost of matching (corresponding segments of) the $y$th epipolar lines in the images. If the images are rectified so that corresponding epipolar lines represent the same scanline, $E_y$ will be the cost of matching (corresponding segments of) the $y$th scanline in the images. Dynamic programming finds the path that has the smallest cost among all possible paths. This algorithm is of iterative nature and is often time consuming. Forstmann et al [124] have proposed a coarse-to-fine matching approach to speed up the process.

Occlusion disrupts the correspondence process in dynamic programming. Birchfield and Tomasi [33] have made a special effort to detect occlusions and use them in the correspondence process. A cost function is used to measure the likelihood that a particular correspondence is not correct. The cost function is designed to prefer piecewise constant disparities, therefore producing constant disparities for foreground and background objects and enabling separation of objects at different depths. In an algorithm designed by Aguado and Montiel [3], the scene is modeled by a piecewise linear surface, considering the disparity in a neighborhood linear. Epipolar lines are recursively subdivided by explicitly looking for breaks in disparity. As long as disparity within a segment is linear, the segment is kept together. A search is carried out to explicitly look for breaks in the disparity, dividing a segment into two at the break. This method produces longer segments compared to the method of Birchfield and Tomasi, where epipolar lines are divided into segments with constant disparities. Bobick and Intille [35] have used intensity edges to detect occlusion boundaries.

**10.4.2.4 Template-matching methods** Template matching methods use image intensities, or gradients, in small windows to establish correspondence between points in the images as outlined in section 4.5. Due to occlusion and local geometric difference between images, larger windows may not necessarily produce more reliable matches. Okutomi and Kanade [293] suggested setting window size proportional to gradient at the center of the window. Larger gradient magnitudes often imply larger local geometric differences between images, thus requiring smaller windows to find the correspondences. Smaller gradient magnitudes imply a more homogeneous area, requiring larger windows in matching. The sum of absolute intensity differences and the cross-correlation coefficient are typical similarity measures used in the matching of stereo images. Multi-scale matching has been suggested as a means of achieving more reliable matches. Initially, the size of the images is reduced in order to reduce the local geometric differences between them and also to reduce the size of homogeneous areas in the images. Matching is performed at the lowest size first and the results are used to guide the matching of images at higher sizes. As image size is increased, the local geometric difference between images increases but, from matching information at lower sizes, smaller search areas are selected to achieve more reliable matches. Lane et al. [232] proposed the concept of stretch correlation, where
a window is stretched in a manner to maximize correlation. Information about image edges and disparity gradient is used to stretch the windows.

Cross-checking is a simple process that can be used by both feature-matching and intensity-matching algorithms to detect and eliminate the incorrect correspondences. Cross-checking involves switching the left and right images, repeating the process, and taking only those correspondences that are obtained in both forward and reverse steps. Although there is no guarantee that a correct match is obtained when both forward and reverse steps produce the same result, we can be sure that, if the forward and reverse steps do not produce the same result, the forward correspondence, the backward correspondence, or both are wrong.

10.4.2.5 **Trinocular stereo**  The constraints used in stereo matching can be made more powerful if, instead of a binocular setup, a trinocular setup [294] is used. In Fig. 10.9, the geometry of a trinocular setup is depicted. If \( e_{11} \) and \( e_{21} \) represent corresponding epipolar lines in images from cameras 1 and 2 then, to find the correspondence to edge point \( a \), it is sufficient to search along \( e_{21} \) for an edge. Suppose two edge points \( b \) and \( c \) exist along \( e_{21} \) and we do not know which one to choose. Now, in images from cameras 2 and 3, suppose the epipolar lines passing through \( b \) and \( c \) in the image from camera 2 are \( e_{22} \) and \( e_{23} \) and the corresponding epipolar lines in the image from camera 3 are \( e_{32} \) and \( e_{33} \). If we consider the stereo images from cameras 1 and 3, if \( e_{11} \) and \( e_{31} \) are corresponding epipolar lines and there is only one edge point along \( e_{31} \) that lies at the intersection of \( e_{31} \) and \( e_{32} \), then it can be concluded that points \( a \) and \( b \) in the images from cameras 1 and 2 correspond to each other because both \( a \) and \( b \) correspond to the same point \( d \) in image 3. The constraint provided by the third camera has, in effect, been able to remove the ambiguity of not knowing whether \( b \) or \( c \) corresponds to \( a \). The reliability of the correspondence algorithms can be increased if images from more than two cameras are used.

![Fig. 10.9](image_url)  The trinocular stereo geometry.
10.4.2.6 **Voxel coloring** Kutulakos and Seitz [231] and Seitz and Dyer [352] have taken a completely different approach from the approaches described above. They quantize the 3-D space into volume elements, or voxels, and scan the voxels from back to front to find corresponding points in the images. The method requires a camera set up that is accurately calibrated. As each voxel is visited, pixels in the stereo images corresponding to it are located and their intensities or colors are compared. The voxel position and the intensity or color similarity of corresponding pixels is associated with the pixel in the left images. As the voxels are visited from back to front, the information associated with a pixel is revised if the newly obtained correspondence has a similarity measure that is higher than that previously obtained. The process is repeated until all voxels are processed. As the correspondences are revised, the intensity or color of the pixel in the left image is associated with the voxel just processed, in a way, painting the voxel with the image intensity or color. Once all the voxels are processed, those pixels in the left image with associating similarity measures that are below a threshold value are considered occluded points and removed from the set of correspondences. This algorithm does not have to satisfy any constraints and, therefore, it can reconstruct very detailed scenes with sharp depth discontinuities. However, for the same reason, noise can greatly affect the matching outcome. Images from highly textured scenes produce more reliable correspondences than images from textureless scenes.

10.4.2.7 **Examples** Stereo correspondence produces a disparity map from which the geometry of the underlying scene can be guessed. Examples of disparity maps generated by three stereo correspondence algorithms are shown in Fig. 10.10. The results are obtained using the cooperative algorithm of Zitnick and Kanade [431], the dynamic programming with specific occlusion detection of Bobick and Intille [35], and a template matching algorithm, with sum of squared intensity differences as the similarity measure, as implemented by Scharstein and Szeliski [342]. Figures 10.10a and 10.10b show a pair of stereo images of a “head and lamp” scene. The disparity ground truth is shown in Fig. 10.10c. Disparities computed by the cooperative, the dynamic programming, and the template matching algorithms are depicted in Figs 10.10d–f. All disparities have been multiplied by 16 for enhanced viewing. The percentage of bad disparities (incorrect correspondences) by the cooperative, dynamic programming, and template matching algorithms are 3.49, 4.12, and 5.23, respectively. Only non-occluded pixels are considered and image regions within 10 pixels of image borders are not used in the computation of the percentages.

A second example is provided in Fig. 10.11. The scene is made up of a few planar segments with a “sawtooth” geometry. The disparity ground truth as well as the disparities computed by the three algorithms are depicted in Fig. 10.11. The percentage of incorrect correspondences found by the cooperative, dynamic programming, and template matching algorithms are 3.49, 4.12, and 5.23, respectively. The parameters of an algorithm were fixed when testing on both head-and-lamp and sawtooth images. Both cooperative and template-matching algorithms have produced better results for the sawtooth scene than the head-and-lamp scene. This can be attributed to the fact that the sawtooth scene contains large planar segments and the continuity constraint
Fig. 10.10  (a), (b) The head-and-lamp stereo image pair. (c) The disparity ground truth. (d)–(f) Disparity maps obtained by an implementation of the cooperative algorithm, dynamic programming, and template matching, respectively.

Fig. 10.11  (a), (b) The sawtooth stereo image pair. (c) Disparity ground truth. (d)–(f) Disparity maps obtained by the cooperative, dynamic programming, and template matching algorithms, respectively.
used in these algorithms has been able to recover the scene geometry effectively. The
dynamic programming algorithm has performed better on the head-and-lamp scene
because it is more detailed than the sawtooth scene. The images and results reported
in this section are courtesy of Scharstein and Szeliski [342].

These results are from state-of-the-art methods. As can be observed, there is still
room for improvement. It is very difficult to partition these disparity images into
objects that can be recognized. Stereo correspondence will produce cleaner and more
useful results when coupled with object models.

10.5 INTERPOLATION

Knowing the coordinates of corresponding points in the images, coordinates of scene
points can be determined if the camera parameters $m_1 \ldots m_{11}$ and $n_1 \ldots n_{11}$ are
known. Scene points computed from stereo correspondence create an irregularly
spaced set of 3-D points. Even when no occlusions exist and correspondence for
all points in the left image is determined, when the points are mapped to 3-D gaps
will appear in areas where direction of view and surface normal make relatively large
angles. Such gaps can be filled by interpolation. An example of scene reconstruction
from a computed depth map is shown in Fig. 10.12. Figure 10.12a shows a depth
map of a terrain scene. Brighter pixels show scene points that are closer to the camera
baseline. When the same information is displayed in 3-D, as shown in Fig. 10.12b,
gaps will appear in areas where discontinuities in depth exist. To reconstruct the
scene, it is required to create a continuous surface that interpolates the scene points,
as shown in Fig. 10.12c.

Suppose a set of points in the image domain $\{(x_i, y_i) : i = 1, \ldots, N\}$, with
associated depth values $\{f_i : i = 1, \ldots, N\}$, is available. Let’s call $(x_i, y_i, f_i)$ the
$i$th data point. The problem to be solved is to find a surface that approximates or
interpolates the $N$ data points. Since $N$ can be very large, it is desired to find the
surface without solving a system of equations. Depending on the contents of stereo

![Fig. 10.12](a) (b) (c)

(a) The top view of a depth map showing distances of scene points to the camera
baseline; brighter pixels show scene points that are closer to the baseline. (b) The same depth
map shown from the side. (c) Reconstruction of the scene by surface fitting.
images, the given points may be very dense in some areas while sparsely spaced in other areas. Therefore, the surface to be estimated should automatically adjust itself to the density of points. We also would like the surface to have a free smoothness parameter which can be increased when the given data are noisy in order to smooth the noise and decreased when there is a need to reproduce details in the depth map.

Consider the weighted linear function described in section 5.7, where $f_i(x, y)$ is a plane fitting the $i$th data point and $n - 1$ data points closest to it. Then, a surface point will be determined from a weighted sum of the planes (polynomials of degree 1), each approximating the data in a small neighborhood. Instead of planes, polynomials of degree two or higher may be used. Polynomials of degree higher than two, however, may produce fluctuations away from data points. Polynomials of degrees 1 and 2 are sufficient to create a surface that approximates irregularly spaced points. Because monotonically decreasing weights are used, the effect of a local polynomial vanishes with a required accuracy beyond a certain distance. Moreover, the widths of the weight functions can be adjusted to the local density of points, making it possible to preserve local details in the reconstructed surface. Note also that, since a system of equations need not be solved, a solution is guaranteed even when a very large set of points with a highly varying density is given.

Scene recovery from scattered points is generally an underconstrained problem. Given a set of points in 3-D, an infinite number of surfaces can be found that can fit the points. To obtain a unique surface, smoothness constraints that minimize quadratic variation [169] or curvature [380] have been used. Analytic surfaces formulated by these methods are very difficult to find. Therefore, the methods often iteratively find surface values at discrete image coordinates. Iterative methods are easy to implement but are very time consuming. To speed up the process, various multiresolution and hierarchical methods have been proposed [303, 375, 423].

Radial basis functions [105, 183, 314] find surfaces in closed form. If the number of points is large, surface recovery by these methods requires the solution of a large system of equations, which may not always be possible. Since these surfaces do not satisfy the convex-hull property, when the density of points varies across the image domain, overshoots and fluctuations may appear away from the points. To avoid the solution of a large system of equations when a large number of correspondences is available, iterative methods that estimate a surface at discrete points may be used. Using thin-plate splines, Turk and O’Brien [390] developed an implicit surface interpolation based on signed distances that could find a discrete surface interpolating a large number of points. In a method developed by DeRose, Hoppe, and others [88, 191], first, the topological type of a point set is determined and a crude estimation of its geometry is made. Then, the quality of the fit is improved through an optimization process by revising the triangles locally to achieve desired shapes, for instance, producing sharp edges. Through a subdivision scheme, they later developed a method that could produce a smooth surface fitting a triangulated mesh [191]. In Lee et al. [236], a multi-resolution approach is described where, at the coarsest resolution, predefined templates are used to obtain an initial piecewise linear approximation to the data and then, through a subdivision scheme, the approximation is refined.
In the interpolation scheme described by Ohtake et al. [292], a quadratic surface is fitted to each local neighborhood in such a way that the functional value becomes 0 at each data point. A weighted sum of such functions is computed and the zero-crossings of the sum are determined in 3-D to recover the surface. Compactly supported weights, such as B-spline bases, are used and the basis functions are normalized to have a sum of one everywhere in the approximation domain. When the density of the data varies, holes may appear in the constructed surface model. The holes can be covered by a hierarchical approach where, through an octree subdivision, larger neighborhoods are used higher in the hierarchy to estimate the surface everywhere. Based on the error obtained, smaller neighborhoods are used at lower hierarchies to create more detailed surfaces where denser data are available.

A class of analytic methods that work with large data sets and provide the convex-hull property is based on the weighted mean idea. These methods can be categorized into global [143] and local [126, 267]. In global methods, a weighted sum of the points is used, with the weights normalized such that their sum is equal to one everywhere in the image domain. In the local methods, polynomials are fitted to local points and the weights are taken in such a way that they are nonzero only in local neighborhoods of the points. The global methods are easy to implement but they are time consuming because a surface point is obtained from all data points. The local methods are more difficult to implement but they are faster because a small number of points is needed to find a surface point. The local methods produce holes where large gaps exist between the data points.

Approximation of irregularly spaced data by parametric surfaces is described by Goshtasby [152, 157]. A globally defined parametric surface is used to approximate an entire scene geometry. A smoothness parameter is used to control the level of detail of the generated surface. A larger smoothness measure is used to produce an overall smoother surface by smoothing out noisy details, while a smaller smoothness measure is used to reproduce more details.

10.6 SUMMARY

To recover the geometry of a scene from a pair of stereo images, it is required to:

1. calibrate the camera system and determine the relation between scene points and corresponding points in the images. This involves placing a calibration box of the kind shown in Fig. 10.3 in front of the camera system, obtaining a pair of images, and using the coordinates of corresponding points in the images and on the box to determine parameters $m_1 \ldots m_{11}$ and $n_1 \ldots n_{11}$;
2. determine the parameters of a projective transformation as defined by (10.35) and (10.36) for each camera so that, after the transformation (rectification), corresponding epipolar lines map to the same scanline in the images;
3. determine the correspondence between calibrated and rectified images through feature matching or template matching. Correspondences that are believed to be unreliable should be discarded, keeping only highly reliable correspondences;
4. determine the 3-D coordinates of scene points by substituting the coordinates of corresponding points in the image into (10.32) – (10.34) and solving for \(X\), \(Y\), and \(Z\);

5. fit a surface to recovered 3-D scene points and estimate the missing scene points.

By far the most difficult step in stereo depth perception is the correspondence step. Considerable progress has been made in this area and the methods have gradually become more intelligent and reliable. An algorithm that works as well as the human visual system may never be realized. However, algorithms that work relatively well on a well-defined class of images may not be out of reach. Use of domain knowledge and the right constraints could lead to very robust algorithms that can make robots see and navigate in a factory environment, or a desert scene, where the objects being viewed are known ahead of time.

10.7 BIBLIOGRAPHICAL REMARKS

Work on stereo depth perception started when trying to understand depth perception in the human visual system. Julesz and Miller [217], Marr and Poggio [264], and Mayhew and Frisby [270] used the multi-channel model of the human visual system to find depth from stereo correspondence. The earliest computer algorithms for stereo depth perception are reported by Levine et al. [241], Mori et al. [279], Thompson [382], Nevatia [286], and Gennery [139].

Although stereo often implies images from two cameras that are horizontally displaced, if the scene is static, the same information can be captured by a single camera while horizontally shifting it. This is known as motion stereo. Depth perception by motion stereo has been studied by Bolles et al. [36], Jiang and Bunke [210], Williams [413], and Yip [426]. Most studies in stereo depth perception have used gray scale images. Such algorithms can be easily extended to color images. The specific role of color in depth perception has been the subject of a number of studies [47, 213, 214, 229, 282, 420].

Excellent reviews of stereo depth perception algorithms are provided by Barnard and Fischler [22], Levine and Shefner [242], Poggio and Poggio [313], and Scharstein and Szeliski [342]. Although almost all stereo correspondence algorithms that use image features use edge points, a method described by Ayache and Faverjan [14] finds correspondence between lines and recovers scene geometry from such correspondences.

Obvious applications of stereo depth perception are in autonomous vehicle navigation [139, 277, 278, 422] and in photogrammetry for construction of digital elevation maps [235, 298]. When equipped with a laser line generator, the problem of stereo correspondence becomes considerably simpler since correspondences need to be established between one laser profile (or a small number of laser profiles) in an image pair. Stereo depth perception when assisted by special lighting is known as active stereo and is the basis for many range scanners [43, 219, 229, 259, 425].

In spite of considerable progress in stereo depth perception, a robust and universal algorithm that works on all types of images does not exist. Each algorithm is effective
in determining the correspondence between a particular class of images. Jenkin and Kolers [209] point out some of the problems with existing algorithms. First, a typical algorithm uses discrete images and consequently produces discrete scenes. In reality, this is not the case because the scene is continuous. Second, correspondence is assumed to be a two-dimensional problem and is handled without regard to the underlying 3-D structure of a scene. In depth perception in the human visual system, 3-D interpretation influences the correspondence process. Algorithms that come close to incorporating 3-D information in the correspondence process use model priors, for instance assuming the scene is locally planar [134]; use a segmentation of at least one of the images to guess the occluded boundaries [144]; know that the scene is made up of smooth surfaces that can be represented by spline patches [244]; have some information about the geometry of the scene, for example knowing that the scene is polyhedral [378]; or know that the geometric difference between the images can be modeled by splines [377].
Glossary

accuracy  The difference between the true value and an estimated value.

affine transformation  The transformation obtained by parallel projection. Under affine transformation, parallel lines remain parallel.

anatomic landmark  A landmark that has anatomic meaning, such as the tip of a person’s nose or the point where a blood vessel branches.

auto-correlation  Correlation of two overlapping image windows.

baseline  The line connecting the lens centers of two cameras.

baseline length  The distance between the lens centers of two cameras.

bilinear interpolation  A resampling method that sets the intensity at a point equal to the weighted sum of intensities of four pixels closest to it according to formula (6.3).

control point  A point landmark centered at a locally unique image neighborhood, such as the centroid of a region or the centroid of a locally unique circular window.

convolution  A linear shift-invariant operation applied to an image. Given image $f(x, y)$ and symmetric operator $h(x, y)$, the convolved image is obtained from $g(x, y) = \sum_{x'} \sum_{y'} h(x - x', y - y') f(x', y')$.

corner  An image point appearing as the intersection of two orthogonal edges.

cross-correlation coefficient  The correlation coefficient of windows in two images. Correlation coefficient is a measure quantifying the dependence between two sets of numbers (such as intensities in two images).
cubic convolution resampling  A resampling method that sets the intensity at a point to the weighted sum of the intensities of the pixels within a $4 \times 4$ window centered at the point according to formula (6.8).

deblurring  An image operation used to sharpen an image. Deblurring has the inverse effect of the smoothing operation.

discrete Fourier transform  Given uniformly spaced samples $\{f_i : i = 0, \ldots, n-1\}$ from a periodic signal, the discrete Fourier transform of the samples is defined by

$$F_k = \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} f_i e^{-j2\pi ik/n} \quad k = 0, \ldots, n,$$

where $j = \sqrt{-1}$. Note that discrete Fourier transform coefficients are complex numbers.

disparity  The horizontal distance between corresponding points in stereo images.

distance transform image  An image where the value at an object point is 0 and the value at a background point is proportional to the distance of that point to the object point closest to it.

entropy  A measure used to quantify information content in an image or a subimage.

epipolar constraint  Corresponding points in stereo images lie on corresponding epipolar lines.

epipolar line  The intersection of an epipolar plane and an image plane.

epipolar plane  The plane obtained from the lens centers of a stereo camera system and an object point.

epipole  The point where the baseline intersects an image plane.

false-negative probability  The probability that saying something is not present but it, in fact, being present.

false-positive probability  The probability that saying something is present but it, in fact, being absent.

fast Fourier transform  A fast computational method for determining the discrete Fourier transform of a discrete signal.

fiducial marker  An external marker which, when placed in the scene, is clearly identifiable, in the images of the scene, either visually or by image analysis algorithms.

filtering  A convolution operation.

Fourier transform  A mathematical method for expressing a signal in terms of its spatial frequencies. The Fourier transform of periodic signal $f(x)$ is defined by

$$F(u) = \int_{-\infty}^{+\infty} f(x)e^{-j2\pi ux} dx = F_r(u) + jF_i(u).$$
A coefficient corresponding to frequency $u$ has a real part $F_r(u)$ and an imaginary part $F_i(u)$. $j = \sqrt{-1}$.

Gaussian filtering A filtering operation where the filter kernel is a Gaussian. The intensity at a point in the output is determined from the weighted sum of intensities in the neighborhood of the point in the input, with the weights being the Gaussian values.

georectification Identifying Ground Control Points (GCP) in an image and resampling the image so that corresponding GCPs in the image and in a standard data set align.

graph isomorphism Finding a one-to-one mapping between vertices in two graphs such that, if there is an edge between two vertices in one graph, there will be an edge between the corresponding vertices in the other graph.

Hough transform A methodology for determining the unknown parameters of an analytic function through a voting process. The parameters receiving the most votes from the available image features, such as points, are selected as the parameters of the function.

image feature A quantifiable image property.

image fusion The process of combining information in two or more images of a scene.

image segmentation The process of partitioning an image into meaningful parts.

impulse noise Random noise that affects a small percentage of pixels in an image.

intensity edge A sharp change in image intensities. An edge has magnitude and direction. Edge direction at a pixel is the direction of maximum intensity change and edge magnitude is the magnitude of intensity change in that direction.

invariant moments A class of image moments that are invariant under image rotation, scale, and translation.

inverse filtering Inverse filtering has the inverse effect of filtering. For example, filtering an image with a Gaussian and then inverse filtering the result with a Gaussian should produce the original image.

landmark A visible image feature, such as a corner.

least-squares fitting A mathematical method for approximating (fitting) a function to a set of image features in such a way that the sum of squared distances between the given features and the function is minimum.

linear transformation The transformation defined by $X = ax + by + c$, $Y = dx + ey + f$.

log-polar mapping A polar quantization where radial steps are taken logarithmically rather than uniformly.

mean filtering The averaging operation. The intensity at a point in output is computed from the average of intensities in a small neighborhood centered at the point in input.
**median filtering**  A nonlinear operation where the intensity at a point in output is set to the median of intensities in a small neighborhood centered at the point in input.

**nearest-neighbor resampling**  Setting the intensity at a point to the intensity of the pixel closest to it.

**outlier**  An image feature with considerably different properties than other features under consideration.

**performance evaluation**  Evaluating the accuracy, reliability, robustness, and computational complexity of an algorithm or a system.

**piercing point**  The point where the optical axis of a camera intersects its image plane.

**projective transformation**  The transformation obtained by the perspective projection. Under this transformation, straight lines remain straight.

**rectification**  Standardization of an image. In remote sensing, it is the process of standardizing an image with respect to a map. In stereo depth perception, it is the process of standardizing images obtained by cameras with converging optical axes to images with parallel optical axes.

**reference image**  One of the two images to be registered. The reference image is the image that is kept unchanged and used as the reference.

**relaxation labeling**  An algorithm that assigns labels to objects initially based on available information and then iteratively revises the labels to satisfy a set of constraints until labels consistent with world knowledge are obtained.

**reliability**  The rate of success of an algorithm or system.

**resampling**  Mapping one image geometry to another. This involves fitting a function to the image intensities and evaluating the function at image locations determined by a transformation function.

**rigid transformation**  The transformation obtained by a combination of translations and rotations.

**robustness**  The degree of stability of an algorithm under variations in one or more of its input parameters. An algorithm that consistently produces high accuracy or reliability in what it does is considered robust.

**salt-and-pepper noise**  Impulse noise.

**sensed image**  The second image in a set of two to be registered. This image is resampled through the registration process to overlay the reference image.

**shape matrix**  Quantization of a shape into a uniform grid of measurements that is independent of the position, orientation, and scale of the shape.

**similarity transformation**  The transformation defining the orthographic projection. Under this transformation, angles are preserved.

**smoothing**  A filtering operation that reduces the magnitude of high spatial frequency coefficients in an image. An example of image smoothing is Gaussian filtering.

**stable corner**  A corner that persists over a wide range of image resolutions.
**stereo images** Two images of a scene, most often obtained from about the same
distance but from slightly different views of the scene.

**subgraph isomorphism** Finding whether there is a subgraph of one graph that is
isomorphic to another graph (see also graph isomorphism).

**template** Depending on the context, this means a pattern, the contents of a window,
or a neighborhood in the reference image.

**template matching** Taking a template in the reference image and finding its location
in the sensed image.

**transformation function** A function relating the geometry of the sensed image
to the geometry of the reference image. Given the coordinates of a point in the
reference image, a transformation function determines the coordinates of the cor-
responding point in the sensed image.

**true-positive probability** The probability that saying something is present and it
truly being present.

**unit transformation** No transformation; that is $X = x$ and $Y = y$.

**vergence angle** The angle between the optical axes of the left and right cameras in
a stereo camera system.

**white noise** Random noise that has a mean of zero.

**zero-mean noise** White noise.
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dynamic programming correspondence, 212
edge detection, 18
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dynamic programming correspondence, 212
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fast Fourier transform, 224
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Fourier
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fusion
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of multi-focus images, 175
Gaussian
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distance transform, 91
filtering, 9, 225
Gaussian-weighted templates, 99
global compatibility constraint, 209
gorectification, 225
global transformation, 182
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Hausdorff distance, 64
Hough transform, 52, 225
image
blending, 168
elevation, 7
features, 225
fusion, 167, 225
gradient, 23
mosaicking, 181
segmentation, 15, 225
smoothing, 7, 226
impulse noise, 225
inertia matrix, 44
intensity edge, 225
intensity ratio, 24
interpolation of scattered data, 107
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inverse filtering, 11, 225
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landmarks, 43, 225
Laplacian of Gaussian, 18
Laplacian operator, 18
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line fitting, 53
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detection, 52
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matching, 74
polar equation of, 53
linear transformation, 64, 115, 225
local weighted mean, 128
LoG operator, 18
log-polar mapping, 82, 225
major axis, 94
matching
by clustering, 67
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coarse-to-fine, 101
lines, 74
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shapes, 78
template, 92
using invariance, 70
using scene coherence, 64
mean filtering, 8, 225
median filtering, 8, 226
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invariant, 80
mosaicking, 181
intensity images, 182
range images, 189
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multiquadric transformation, 120
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computational complexity, 98
nearest-neighbor resampling, 144, 226
occlusion, 213
ordering constraint, 208
outlier, 63, 226
performance evaluation, 155, 226
perspective transformation, 226
photometric compatibility constraint, 209
piecewise linear transformation, 129
piercing point, 200, 226
point feature, 43
point pattern matching, 63
polar equation of line, 53
prediction and verification correspondence, 211
preprocessing operations, 4, 7
projective
invariance, 73
transformation, 66
projective transformation, 115
radially symmetric kernels, 150
RaG
blending functions, 171
curves, 28
surfaces, 124
rank-one
filter, 12
operator, 12
rational Gaussian
blending functions, 171
curves, 28
surfaces, 124
rectification, 226
reference image, 3, 226
region
as a feature, 58
growing, 15
matching, 77
registration
accuracy, 163
performance, 163
reliability, 163
robustness, 163
relaxation labeling, 82, 226
reliability, 155, 226
feature correspondence, 160
feature selection, 157
registration, 163
resampling, 5, 143, 226
bilinear, 145
cubic convolution, 147, 224
cubic spline, 149
nearest-neighbor, 144
radially symmetric kernels, 150
rigid transformation, 114, 226
ring, 99
robustness, 155, 226
feature correspondence, 160
feature selection, 158
registration, 163
transformation functions, 162
salt-and-pepper noise, 226
scene reconstruction, 217
sensed image, 3, 226
shape matching, 78
shape matrix, 81, 226
similarity
algebraic property, 95
cross-correlation, 93
geometric property, 94
K-S test, 96
measure, 92
mutual information, 97
raw intensities, 92
singular values, 96
statistical property, 96
sum of absolute differences, 92
transform coefficients, 93
transformation, 112
single-valued function, 109
smoothing, 226
stable corner, 226
stereo
camera calibration, 202
camera geometry, 198
correspondence, 207, 210
image registration, 197
stereo correspondence
by cooperative algorithms, 210
by dynamic programming, 212
by prediction and verification, 211
by template matching, 213
by voxel coloring, 214
using trinocular stereo, 214
stereo images, 227
subgraph isomorphism, 227
subpixel accuracy, 102
sum of absolute differences, 92
surface property, 22
surface spline, 116

template, 59, 227
  Gaussian weighted, 99
  size, 100
template matching, 92, 227
  rotationally invariant, 98
thin-plate spline transformation, 116
thresholding, 15
transformation
  affine, 115
  global, 182
  multiquadric, 120
  piecewise linear, 129
  projective, 115
  rigid, 114
  similarity, 112
thin-plate spline, 116
weighted-linear, 131
weighted-mean, 123
transformation function, 3, 4, 107, 227
  accuracy, 161
  robustness, 162
transformation of the Cartesian coordinate system, 75
trinocular stereo correspondence, 214
true-positive probability, 227
two-stage search, 93
two-step search, 93
uniqueness
  constraint, 208
  measure, 49
unit transformation, 227
vergence angle, 203, 227
voxel coloring correspondence, 214
weighted least-squares, 57
weighted-linear transformation, 131
weighted-mean transformation, 123
white noise, 227
width of a blending function, 171
zero-crossing edges, 18
zero-mean noise, 227
Fig. 2.14 (a) A color image of an outdoor scene. (b) The luminance component of the image. (c) Edges of the color image. (d) Edges of the luminance image.
Fig. 8.1 (a)–(e) Images representing different exposures of an office room. (f) The image obtained by composing the twelve blocks cut out of the five images. (g) The image produced by centering the blending functions at the selected blocks in the images, multiplying the blending functions by image colors, and adding the weighted colors together. (h) The most informative image constructed from images (a)–(e). These images are of size 640 \times 480 pixels. Optimal values found for $d$ and $\sigma$ were 128 and 96 pixels, respectively.

Fig. 8.2 Images representing different exposures of a waiting-room scene. Entropies of the images are 2.82, 3.36, 4.21, 4.78, and 4.40, respectively. (f) The image obtained by fusing the five images. Entropy of the fused image is 5.29. These images are of size 343 \times 231 pixels. Optimal parameters found are $d = 32$ pixels and $\sigma = 32$ pixels.
Fig. 8.3  (a)–(f) Images of a garage scene obtained at different exposures. (g) The image obtained by fusing the six images. Entropies of images (a) through (g) are 3.02, 3.29, 5.04, 4.70, 4.03, 3.90, and 5.27, respectively. These images are of size $348 \times 222$ pixels. The optimal $d = 8$ pixels and the optimal $\sigma = 16$ pixels.

Fig. 8.4  (a)–(f) Images of an igloo scene obtained at multiple exposures. (g) The image obtained by blending the six images. Entropies of these images are 2.92, 3.02, 3.97, 4.39, 4.86, 5.18, and 5.38, respectively. The images are of size $236 \times 341$ pixels. The optimal values of $d$ and $\sigma$ are both 16 pixels.
Fig. 8.5  (a)–(f) Images of a door to a dark room obtained at different exposures. (g) Image obtained by fusing the six images. Entropies of the images are 5.09, 4.81, 3.86, 3.17, 3.04, 2.81, and 5.23, respectively. These images are of size 231 × 338 pixels. Optimal $d = 8$ pixels and optimal $\sigma = 16$ pixels.

Fig. 8.6  (a), (b) Two images of the Scottish Highlands representing different exposure levels. Entropies of these images are 4.86 and 4.34. (c) The image created by manual photographic techniques. (d) The image constructed by fusing (a) and (b). Entropies of (c) and (d) are 5.22 and 5.20, respectively. These images are of size 1536 × 1024 pixels. Optimal values of $d$ and $\sigma$ are both 64 pixels.