A general framework for image fusion based on multi-scale transform and sparse representation
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ABSTRACT

In image fusion literature, multi-scale transform (MST) and sparse representation (SR) are two most widely used signal/image representation theories. This paper presents a general image fusion framework by combining MST and SR to simultaneously overcome the inherent defects of both the MST- and SR-based fusion methods. In our fusion framework, the MST is firstly performed on each of the pre-registered source images to obtain their low-pass and high-pass coefficients. Then, the low-pass bands are merged with a SR-based fusion approach while the high-pass bands are fused using the absolute values of coefficients as activity level measurement. The fused image is finally obtained by performing the inverse MST on the merged coefficients. The advantages of the proposed fusion framework over individual MST- or SR-based method are first exhibited in detail from a theoretical point of view, and then experimentally verified with multi-focus, visible-infrared and medical image fusion. In particular, six popular multi-scale transforms, which are Laplacian pyramid (LP), ratio of low-pass pyramid (RP), discrete wavelet transform (DWT), dual-tree complex wavelet transform (DTCWT), curvelet transform (CVT) and nonsubsampled contourlet transform (NSCT), with different decomposition levels ranging from one to four are tested in our experiments. By comparing the fused results subjectively and objectively, we give the best-performed fusion method under the proposed framework for each category of image fusion. The effect of the sliding window’s step length is also investigated. Furthermore, experimental results demonstrate that the proposed fusion framework can obtain state-of-the-art performance, especially for the fusion of multimodal images.

1. Introduction

In recent years, image fusion has become an important issue in image processing community. The target of image fusion is to generate a composite image by integrating the complementary information from multiple source images of the same scene [1]. For an image fusion system, the input source images can be acquired from either different types of imaging sensors or a sensor whose optical parameters can be changed, and the output called fused image will be more suitable for human or machine perception than any individual source image. Image fusion technique has been widely employed in many applications such as computer vision, surveillance, medical imaging, and remote sensing.

Multi-scale transform (MST) theories are the most popular tools used in various image fusion scenarios such as multi-focus image fusion, visible-infrared image fusion, and multimodal medical image fusion. Classical MST-based fusion methods include pyramid-based ones like Laplacian pyramid (LP) [2], ratio of low-pass pyramid (RP) [3] and gradient pyramid (GP) [4], wavelet-based ones like discrete wavelet transform (DWT) [5], stationary wavelet transform (SWT) [6] and dual-tree complex wavelet transform (DTCWT) [7], and multi-scale geometric analysis (MGA)-based ones like curvelet transform (CVT) [8] and nonsubsampled contourlet transform (NSCT) [9]. In general, the MST-based fusion methods consist of the following three steps [10]. First, decompose the source images into a multi-scale transform domain. Then, merge the transformed coefficients with a given fusion rule. Finally, reconstruct the fused image by performing the corresponding inverse transform over the merged coefficients. These methods assume that the underlying salient information of the source images can be extracted from the decomposed coefficients. Obviously, the selection of transform domain plays a crucial role.
in these methods. A comparative study of different MST-based methods is reported in [11], where Li et al. found that the NSCT-based method can generally achieve the best results. In addition to the selection of transform domain, the fusion rule in either high-pass or low-pass band also has a great impact on the fused results. Conventionally, the absolute value of high-pass coefficient is used as the activity level measurement for high-pass fusion. The simplest rule is selecting the coefficient with largest absolute value at each pixel position (the “max-absolute” rule). Many improved high-pass fusion rules which make use of the neighbor coefficients’ information have also been developed. However, compared with the great concentration on developing effective rules for high-pass fusion, less attention has been paid to the fusion of low-pass bands. In most MST-based fusion methods, the low-pass bands are just simply merged by averaging all the source inputs (the “averaging” rule).

Sparse representation addresses the signals’ natural sparsity, which is in accord with the physiological characteristics of human visual system [12]. The basic assumption behind SR is that a signal \( x \in \mathbb{R}^n \) can be approximately represented by a linear combination of a “few” atoms from an overcomplete dictionary \( D \in \mathbb{R}^{m \times n}(n < m) \), where \( n \) is the signal dimension and \( m \) is the dictionary size. That is, the signal \( x \) can be expressed as \( x = D \alpha, \) where \( \alpha \in \mathbb{R}^m \) is the unknown sparse coefficient vector. As the dictionary is overcomplete, there are numerous feasible solutions for this underdetermined system. The target of SR is to calculate the sparsest \( \alpha \) which contains the fewest nonzero entries among all feasible solutions (known as sparse coding). In SR-based image processing methods, sparse coding technique is often performed on local image patches for the sake of algorithm stability and efficiency [13]. Yang and Li [14] first introduced SR into image fusion. The sliding window technique (patches are overlapped) is adopted in their method to make the fusion process more robust to noise and misregistration. In [14], the sparse coefficient vector is used as the activity level measurement. Particularly, among all the source sparse vectors, the one owning the maximal \( l_1 - n \) norm is selected as the fused sparse vector (the “max-L1” rule). The fused image is finally reconstructed with all the fused sparse vectors. Their experimental results show that the SR-based fusion method owns clear advantages over traditional MST-based methods for multi-focus image fusion, and can lead to state-of-the-art results. In the past few years, the SR-based fusion has emerged as a new active branch in image fusion research with many improved approaches being proposed [15–18].

Although both the MST- and SR-based methods have achieved great success in image fusion, it is worthwhile to notice that both of them have some defects, which will be further discussed in this paper. Moreover, to overcome the related disadvantages, we present a general image fusion framework by taking the complementary advantages of MST and SR. Specifically, the low-pass MST bands are merged with a SR-based fusion approach while the high-pass MST bands are fused using the conventional “max-absolute” rule with a local window based consistency verification scheme [5]. To verify the effectiveness of the proposed framework, six popular multi-scale transforms (MSTs), which are LP, RP, DWT, DTCWT, CVT and NSCT, with different decomposition levels ranging from one to four are tested in our experiments. By comparing the fused results subjectively and objectively, we give the best-performed methods under the proposed framework for the fusion of multi-focus, visible-infrared and medical images, respectively. The effect of the sliding window’s step length is also investigated. Experimental results demonstrate that the combined methods can clearly outperform both the MST- and SR-based methods. Furthermore, the proposed fusion methods can obtain state-of-the-art fused results, especially for the fusion of medical images as well as visible-infrared images.

The rest of this paper is organized as follows. We first present the detailed fusion framework in Section 2. In Section 3, the disadvantages of MST- and SR-based methods and why the proposed framework can overcome them are discussed from a theoretical perspective. The experimental results are given in Section 4. Section 5 summarizes some main conclusions of this paper.

2. Proposed fusion framework

To better exhibit the advantages of the proposed framework over MST- and SR-based methods, we first present the details of our framework in this section.

2.1. Dictionary learning

The overcomplete dictionary determines the signal representation ability of sparse coding. Generally, there are two main categories of offline approaches to obtain a dictionary. The first one is directly using the analytical models such as discrete cosine transform (DCT) and CVT. However, this category of dictionary is restricted to signals of a certain type and cannot be used for an arbitrary family of signals. The second category is applying the machine learning technique to obtain the dictionary from a large number of training image patches. Suppose that \( M \) training patches of size \( \sqrt{n} \times \sqrt{n} \) are rearranged to column vectors in the \( \mathbb{R}^n \) space, thereby the training database \( \{y_i\}_{i=1}^M \) is constructed with each \( y_i \in \mathbb{R}^n \). The dictionary learning model can be presented as

\[
\min_{\{z_i\}_{i=1}^M} \sum_{i=1}^M \|z_i\|_0 \quad \text{s.t.} \quad \|y_i - Dz_i\|_2 < \varepsilon, \quad i \in \{1, \ldots, M\},
\]

where \( \varepsilon > 0 \) is an error tolerance, \( \{z_i\}_{i=1}^M \) is the unknown sparse vectors corresponding to \( \{y_i\}_{i=1}^M \) and \( D \in \mathbb{R}^{n \times m} \) is the unknown dictionary to be learned. Some effective methods such as MOD [19] and K-SVD [20] have been proposed to solve this problem. The learned dictionaries usually have better representation ability than the pre-constructed ones, so we adopt the learning-based approach in this paper.

In this work, the sparse coding technique is employed for the fusion of MST low-pass bands. One possible way to get the training patches is sampling from the corresponding MST low-pass bands which are obtained from some training images under the same decomposition condition. However, in this case, the dictionary learning process should be repeated once either the selected transform domain or even one specific parameter (such as the decomposition level or selected image filter) is changed. Obviously, this will decrease the flexibility and practicality of the fusion method to a large extent. In this paper, we aim to learn a universal dictionary which can be used in any specific transform domain and parameter settings. As is well known, the MST low-pass band obtained by image filtering can be viewed as a smooth version of the original image. Since the numerous “flat” patches contained in a natural image can be well sparsely represented by a dictionary learned from natural image patches, it is theoretically feasible to use the same dictionary to represent the patches in the low-pass bands so long as the mean value of each sampled patch is subtracted to zero before training. In this situation, the mean value of each atom in the obtained dictionary is also zero, so the atoms only contain structural information. For an input patch to be represented, its mean value should also be subtracted to zero before sparse coding. Thus, we can directly use natural image patches to learn a universal dictionary.
2.2. Detailed fusion scheme

The schematic diagram of the proposed fusion framework is shown in Fig. 1. For simplicity, only the fusion of two source images is considered while the proposed framework can be straightforwardly extended to fuse more than two images. The detailed fusion scheme contains the following four steps.

Step 1: MST decomposition.
Perform a specific MST on the two source images \( \{I_a, I_b\} \) to obtain their low-pass bands \( \{L_a, L_b\} \) and high-pass bands which are uniformly denoted as \( \{H_a, H_b\} \).

Step 2: Low-pass fusion.
(i) Apply the sliding window technique to divide \( L_a \) and \( L_b \) into image patches of size \( \sqrt{n} \times \sqrt{n} \) from upper left to lower right with a step length of \( s \) pixels. Suppose that there are \( T \) patches denoted as \( \{p^T_1, \ldots, p^T_T\} \) in \( L_a \) and \( L_b \), respectively.

(ii) For each position \( i \), rearrange \( \{p^T_1, p^T_2\} \) into column vectors \( \{\psi^i_1, \psi^i_2\} \) and then normalize each vector’s mean value to zero to obtain \( \{\psi^i_1, \psi^i_2\} \) by

\[
\psi^i_1 = \psi^i_1 - \psi^i_1 \cdot 1,
\]

\[
\psi^i_2 = \psi^i_2 - \psi^i_2 \cdot 1,
\]

where \(1\) denotes an all-one valued \( n \times 1 \) vector, \( \psi^i_1 \) and \( \psi^i_2 \) are the mean values of all the elements in \( \psi^i_1 \) and \( \psi^i_2 \), respectively.

(iii) Calculate the sparse coefficient vectors \( \{x^i_1, x^i_2\} \) of \( \{\psi^i_1, \psi^i_2\} \) using the orthogonal matching pursuit (OMP) algorithm [21] by

\[
x^i_1 = \arg \min_{x_1} ||x_1||_0 \text{ s.t. } ||\psi^i_1 - Dx^i_1||_2 < \varepsilon, \tag{4}
\]

\[
x^i_2 = \arg \min_{x_2} ||x_2||_0 \text{ s.t. } ||\psi^i_2 - D|x_2||_2 < \varepsilon. \tag{5}
\]

where \( D \) is the learned dictionary.

(iv) Merge \( x^i_1 \) and \( x^i_2 \) with the “max-L1” rule to obtain the fused sparse vector

\[
x^i_f = \begin{cases} 
  x^i_1 & \text{if } \|x^i_1\|_1 > \|x^i_2\|_1, \\
  x^i_2 & \text{otherwise} 
\end{cases}
\]

The fused result of \( \psi^i_1 \) and \( \psi^i_2 \) is calculated by

\[
\psi^f_i = D x^i_f + \psi^f_i \cdot 1,
\]

where the merged mean value \( \psi^f_i \) is obtained by

\[
\psi^f_i = \begin{cases} 
  \psi^f_i & \text{if } x^i_f = x^i_1, \\
  \psi^f_i & \text{otherwise} 
\end{cases}
\]

(v) Iterate the above process for all the source image patches in \( \{p^T_1, \ldots, p^T_T\} \) to obtain all the fused vectors \( \{\psi^f_i\}_{i=1}^T \). Let \( L_f \) denotes the low-pass fused result. For each \( \psi^f_i \), reshape it into a patch \( p^f_i \) and then plug \( p^f_i \) into its original position in \( L_f \). As patches are overlapped, each pixel’s value in \( L_f \) is averaged over its accumulation times.

Step 3: High-pass fusion.
Merge \( H_a \) and \( H_b \) to obtain \( H_f \) with the popular “max-absolute” rule using the absolute value of each coefficient as the activity level measurement. Then, apply the consistency verification scheme (see in [5]) to ensure that a fused coefficient does not originate from a different source image from most of its neighbors. This can be implemented via a small majority filter.

Step 4: MST reconstruction.
Perform the corresponding inverse MST over \( L_f \) and \( H_f \) to reconstruct the final fused image \( I_f \).

3. Why the proposed framework works

In this section, for each of the MST- and SR-based fusion methods, we first itemize its main defects and then show why
the proposed framework can overcome them. All the points given here will be further experimentally verified in Section 4.

3.1. Advantages over the MST-based methods

For the conventional MST-based image fusion methods (the high-pass bands are merged with the “max-absolute” rule while the low-pass bands are fused using the “averaging” rule), there are two main drawbacks as follows.

The first one is the loss of contrast. Since most energy of an image is contained in the low-pass band (even though the decomposition level is set to 4 according to the analysis in [11]), the “averaging” fusion rule tends to lose some energy in the source images. For multi-focus image fusion, this phenomenon is not obvious because the source images are captured from the same type of sensors. However, for the fusion of multimodal images such as visible-infrared and medical images, the fused results of the MST-based methods are often in low contrast. This is mainly because different imaging modalities reflect different physical attributes, so a same region in different source images may have different brightness. For example, Fig. 2(a) shows a pair of computed tomography (CT) and magnetic resonance (MR) images. It can be seen that the CT image mainly focuses on dense structures like bones, while the MR image provides excellent soft-tissue details. When the “averaging” rule is used for low-pass fusion, the energy contained in those regions will be lost to a large extent. As a result, the contrast of those regions in the fused image will decrease a lot after MST reconstruction.

The second one is the difficulty in selecting the MST decomposition level. On one hand, to ensure enough spatial details can be extracted from the source images, the decomposition level cannot be too small such as 1 or 2. On the other hand, Li et al. [11] experimentally verified that when the decomposition level is too large, one coefficient in the low-pass band have an impact on a large set of pixels in the fused image, so an error in the low-pass band (mainly caused by noise or mis-registration between the source images) will lead to serious artificial effects. Moreover, when the decomposition level becomes larger, the quality of high-pass fusion is also more sensitive to noise and mis-registration. Therefore, when the source images are not precisely registered, the decomposition level cannot be too large. Particularly, for multi-focus image fusion, due to the different imaging parameters (e.g., focal length) for multiple source images, the locations of object edges in different source images are often not exactly the same for their different sharpness. A typical example is shown in Fig. 2(b). Between the two source images, both the borders and numbers of the two clocks in the scene have different sharpness, so it is practically impossible to make an accurate registration. Thus, a compromise on decomposition level should be made for the consideration of extracting enough spatial details and being robust to mis-registration. Although a recommended value of 4 is given in [11], we experimentally find that the MST-based methods are still sensitive to mis-registration (results are shown in Section 4).

As a smart blending approach, the SR-based image fusion scheme is combined into the MST-based fusion methods to overcome the above two defects. In the proposed framework, the SR-based scheme is employed to fuse the MST low-pass bands. In Section 2, after applying the “max-L1” rule in Eq. (6), we transfer the energy in source images to the fused image by Eq. (8). Therefore, the contrast in the fused image is improved. For the second defect, by extracting spatial details in low-pass band with the SR-based fusion scheme, the decomposition level can be set less than 4 for multi-focus image fusion to make the method more robust to mis-registration. Thus, the difficulty in determining decomposition level can be well solved.

3.2. Advantages over the SR-based method

The conventional SR-based image fusion method [14] mainly has the following three defects.

The first one is the fine details in source images like textures and edges tend to be smoothed for the following two reasons. First, the signal representation ability of the dictionary may be not sufficient for fine details, which means that the reconstruction result is not approximate to the input signal. As we know, the representation ability of the over-completed dictionary relies much on the number of atoms in it, but a dictionary with a large size will directly increase the computational cost. More importantly, the study in [22] shows that a highly redundant dictionary may lead to potential visual artifacts in the reconstruction result, especially when the input signal is corrupted by noise. Thus, a compromise on dictionary size is usually required. A typical example is that the dictionary size is 256 when the input signal is 64 dimensional (8 x 8 image patch) [15]. Second, the usage of sliding window technique may also cause smoothness. The step length of the sliding window is usually set to 1 when fusing images directly in spatial domain to avoid blocking effects [14]. However, when the adjacent patches are greatly overlapped, some details in the fused image will be smoothed.

The second one is the “max-L1” rule may cause spatial inconsistency in the fused image when the source images are captured by different imaging modalities. As mentioned before, for multimodal image fusion, a region may be very bright in one source image while very dark in another, but the region in both of them may be very “flat” with few fine details. Note that although a region in each of two source images is visually “flat”, there still exists little difference between the two source images in terms of variance, and the difference is usually consistent over all the patches in that region. That is to say, if one patch in the region of source image A has a larger variance than the corresponding patch in source image B, then most of the other patches in that region of source image A also tend to have larger variances than the corresponding patches.

![Fig. 2. Two pairs of source images. (a) Medical images, and (b) multi-focus images.](image-url)
in source image $B$. However, since the difference is very tiny, the “max-L1” fusion rule will become very sensitive to the random noise in spatial domain because a small change of value at a pixel may influence the fusion result of several patches. As a result, the fused patches in that region may originate from different source images, which will lead to spatial inconsistency in the fused image. Since the SR-based method handles patches in spatial domain, the impact of high-frequency noise is considerable.

The third one is the low computational efficiency. Since the sliding window’s step length should be small enough, the sparse coding technique is performed on a large number of image patches. For instance, when the patch size is $8 \times 8$ and the step length is set to 1, there are 62001 patches to be processed for a source image of size $256 \times 256$. In this case, it usually takes several minutes to fuse two source images with the SR-based method.

The proposed fusion framework can effectively overcome the above three defects of the SR-based method. In our fusion framework, the high-frequency spatial information is separated by performing MST and extracted by the “max-absolute” rule. Meanwhile, the representation ability of the dictionary is enough for the computational efficiency can also be improved by the proposed framework because the number of patches required to be processed with the sparse coding technique is greatly reduced. For one thing, the step length can be set larger. For another, the low-pass bands of many MSTs such as LP and DWT have smaller size relative to the original image.

4. Experiments

4.1. Experimental setups

4.1.1. Source images

As shown in Fig. 3, 26 pairs of source images grouped into three categories are employed to verify the effectiveness of the proposed fusion framework. Among them, there are 10 pairs of multi-focus images (Figs. 3(a)), 8 pairs of visible-infrared images (Fig. 3(b)) and 8 pairs of medical images (Fig. 3(c)). For each pair, the two source images are assumed to be pre-registered in our study.

4.1.2. Objective evaluation metrics

It is not an easy task to quantitatively evaluate the quality of a fused image since the reference image (ground truth) does not exist in practice. In recent years, many fusion metrics have been proposed, but none of them is universally believed to be always more reasonable than others for various fusion scenarios. Thus, it is usually necessary to apply several metrics to make a comprehensive evaluation. In this work, five popular metrics, which are briefly introduced as follows, are employed to quantitatively evaluate the performances of different fusion methods. Uniformly, let $A$ and $B$ denote two source images of size $H \times W$ while $F$ represents the fused image.

1. Standard deviation (SD). The SD of the fused image is defined as

$$SD = \sqrt{\frac{1}{H \times W} \sum_{x=1}^{H} \sum_{y=1}^{W} (F(x,y) - \mu)^2},$$

where $\mu$ is the mean value of the fused image. SD is mainly used to measure the overall contrast of the fused image.

2. Entropy (EN). The EN of the fused image is defined as

$$EN = -\sum_{l=0}^{L-1} p_l(l) \log_2 p_l(l),$$

where $L$ is the number of gray level and $p_l(l)$ is the normalized histogram of the fused image. In our experiments, $L$ is set to 256. EN is used to measure the amount of information in the fused image.

3. The gradient based fusion metric $Q_c$ proposed by Xydeas and Petrovic [23]. It is calculated by

$$Q_c = \frac{\sum_{x=1}^{H} \sum_{y=1}^{W} (Q_{cb}(x,y)w^A(x,y) + Q_{cw}(x,y)w^B(x,y))}{\sum_{x=1}^{H} \sum_{y=1}^{W} (w^A(x,y) + w^B(x,y))},$$

where $Q_{cb}(x,y) = Q_{cb}^A(x,y)Q_{cb}^B(x,y), Q_{cw}(x,y)$ and $Q_{cw}(x,y)$ denote the edge strength and orientation preservation values at pixel $(x,y)$. The definition of $Q_{cb}(x,y)$ is the same as that of $Q_{cb}^A(x,y)$. The weighting factors $w^A(x,y)$ and $w^B(x,y)$ indicate the significance of $Q_{cb}^A(x,y)$ and $Q_{cw}(x,y)$, respectively. The $Q_c$ is a popular fusion metric which computes the amount of gradient information injected into the fused image from the source images.

4. The phase congruency based fusion metric $Q_p$ proposed by Zhao et al. [24]. It is based on the principal moments of the image phase congruency, which reflect the information of image salient features such as edges and corners. The definition of $Q_p$ is

$$Q_p = (P_m)^{\beta}(P_m)^{\gamma}(P_m)^{\gamma},$$

where $P, P_m$ and $m$ refer to phase congruency, maximum and minimum moments, respectively. The exponential parameters $\alpha, \beta$ and $\gamma$ are all set to 1 in this work. More details about this metric can be found in [24]. $Q_p$ measures the extent that the salient features in the source images are preserved.

5. The universal image quality index (UIQI) [25] based fusion metric $Q_w$ proposed by Piella and Heijmans [26]. The $Q_w$ is defined as

$$Q_w = \sum_{w=W}^C (w(A)Q_w(A,F|w) + \left(1 - \lambda(w)\right)Q_w(B,F|w)$$

where $Q_w(A,F|w)$ and $Q_w(B,F|w)$ are calculated using the method in [25] in a local sliding window $W$. The saliency weight $\lambda(w)$ is calculated by

$$\lambda(w) = \frac{s(A|w)}{s(A|w) + s(B|w)},$$

where the salience measure $s(A|w)$ and $s(B|w)$ are calculated with the variance of $A$ and $B$ in window $w$, respectively. The $c(w)$ is the normalized salience of $w$ among all the local windows. The $c(w)$ is obtained by

$$c(w) = \frac{\max(s(A|w), s(B|w))}{\sum_{w=W} \max(s(A|w), s(B|w))}.$$

Based on the UIQI [25], the metric $Q_w$ firstly addresses the distortions of coefficient correlation, illumination and contrast between source images and the fused image, which are in accord with the characteristics of human visual system. In addition, it also takes image salience into consideration. For each of the five metrics, a larger value generally indicates a better fused result. To guarantee the objectivity of evaluation results, each of $Q_c, Q_p$ and $Q_w$ is calculated with a widely used implementation from a third party. Specifically, the code of $Q_c$ is available on website [27] implemented by Qu. The code of $Q_p$ is obtained from a fusion evaluation toolbox [28] provided
by Liu (the third author of [24]). The code of $Q_w$ is provided by Kang and Li (the first author of [11]). Furthermore, all the parameters in the above metrics are set to the default values reported in the related publications.

4.2. Experimental results on six popular MSTs

In this subsection, six popular MSTs, which are Laplacian pyramid (LP), ratio of low-pass pyramid (RP), discrete wavelet transform (DWT), dual-tree complex wavelet transform (DTCWT), curvelet transform (CVT) and nonsubsampled contourlet transform (NSCT), are used to exhibit the advantages of the proposed fusion framework over the MST- and SR-based methods. First, for each specific MST, the effectiveness of the combined method is verified using the above objective fusion metrics, and the impact of the decomposition level is studied by increasing from 1 to 4. Then, we make an overall comparison in terms of both objective assessment and subjective visual quality. Particularly, for each of the three categories of image fusion, we give the best-performed method, which includes a specific MST and its decomposition level, under the proposed framework. First, for each specific MST, the effectiveness of the combined method is verified using the above objective fusion metrics, and the impact of the decomposition level is studied by increasing from 1 to 4. Then, we make an overall comparison in terms of both objective assessment and subjective visual quality. Particularly, for each of the three categories of image fusion, we give the best-performed method, which includes a specific MST and its decomposition level, under the proposed framework. For convenience, a fusion method under the proposed framework using a certain MST with a decomposition level of $L$ is denoted as MST-SR-L. For example, DWT-SR-3 represents the method by combining DWT and SR with a 3-level decomposition. Moreover, for each MST-based method, the decomposition level is just set to 4 according to the analysis in [11]. For all the MST- and MST-SR-based methods, the “max-absolute” rule with a $3 \times 3$ window based consistency verification scheme [5] is adopted to merge the high-pass bands.

It is worthwhile to notice that the image filters (if any) used in MSTs are fixed in our experiments for the following two reasons. First, according to [11], the impact of image filters on the fused results is generally much weaker than that of either transform domain or decomposition level. Second, it is very difficult to give a comprehensive investigation since there may be many selectable filters for a MST, leading to numerous parameter combinations. Therefore, in this work, we fix its image filters mainly based on the related results reported in [11]. The detailed parameter settings of each MST will be given separately later. For every fusion method which uses the sparse coding model, the local patch size is set to $8 \times 8$ and the error tolerance $\epsilon$ is set to 0.1 according to the analysis in [14]. The step length of the sliding window in this subsection is set to 1. The dictionary used in the sparse model is learned by the K-SVD method [20]. The training data consists of 100,000 $8 \times 8$ patches, which are randomly sampled from a database of 40 high-quality natural images. The dictionary size is set to 256 and the iteration number of K-SVD is fixed to 180.

4.2.1. LP-SR

In all the following tables in this paper, each reported value is the average result of all the source images in the same category, and a value labeled in bold indicates the best performance over all the methods on the corresponding fusion metric. Table 1 lists the objective assessment of the LP, SR and LP-SR methods. We can see from Table 1 that for multi-focus image fusion, when the decomposition level becomes larger, both $SD$ and $EN$ increase, but $Q_c$, $Q_p$ and $Q_w$ generally decrease. For either visible-infrared or medical image fusion, the best performances on all the five metrics except for $EN$ in visible-infrared image fusion come from the LP-SR-4 method. Furthermore, the advantage of the LP-SR-4 method over either the LP or SR method is very clear. In general, a higher decomposition level leads to a better fusion performance.

4.2.2. RP-SR

The objective assessment of the RP, SR and RP-SR methods is listed in Table 2. For multi-focus image fusion, the situation is very similar to that in Table 1. The influence of decomposition level on the five metrics are very clear. However, for either visible-infrared
or medical image fusion, it can be seen from Table 2 that the values of $Q_G$, $Q_P$, and $Q_W$ are much lower than the corresponding ones in Table 1. Therefore, the RP and RP-SR methods may be not applicable for the fusion of multimodal images.

Table 3 gives the objective assessment of the DWT, SR, and DWT-SR methods. The wavelet basis ‘db1’ is applied in all the DWT and DWT-SR methods [11]. For multi-focus image fusion, the situation is also similar to that of the LP-based results listed in Table 1, while a main difference is that the DWT-SR-1 method outperforms the SR method on both $Q_G$ and $Q_P$. The situation of either visible-infrared or medical image fusion is exactly the same as that in Table 1.

4.2.3. DWT-SR

Table 3 gives the objective assessment of the DWT, SR, and DWT-SR methods. The wavelet basis ‘db1’ is applied in all the DWT and DWT-SR methods [11]. For multi-focus image fusion, the situation is also similar to that of the LP-based results listed in Table 1, while a main difference is that the DWT-SR-1 method outperforms the SR method on both $Q_G$ and $Q_P$. The situation of either visible-infrared or medical image fusion is exactly the same as that in Table 1.

4.2.4. DTCWT-SR

The objective assessment of the DTCWT, SR and DTCWT-SR methods is given in Table 4. In the DTCWT and DTCWT-SR
methods, the image filters for the first-level and other-levels of decomposition are selected as LeGall 5-3 and Qshift-06 (quarter sample shift orthogonal 10-10 tap filter with 6-6 nonzero taps), respectively [11]. It can be seen from Table 4 that the DTCWT-SR-1 method can outperform the SR method on all the five metrics for the fusion of multi-focus images. For either visible-infrared or medical image fusion, the trend that a higher decomposition level can lead to a better fusion performance still exists.

4.2.5. CVT-SR

Table 5 lists the objective assessment of the CVT, SR and CVT-SR methods. It can be seen that the best performance on each metric is exactly the same as that of the LP-based results shown in Table 1 for all the three categories of image fusion.

4.2.6. NSCT-SR

The objective assessment of the NSCT, SR and NSCT-SR methods is given in Table 6. For the NSCT and NSCT-SR methods, we use the ‘pyrexc’ as the pyramid filter and the ‘vk’ as the directional filter [11]. Moreover, the direction numbers of the four decomposition levels from coarse to fine are selected as 4, 8, 8 and 16, respectively. We can see from Table 6 that the NSCT-SR-1 method gets the first place for Qc, Qp and Qw with a clear advantage over the NSCT or SR method for multi-focus image fusion. For either visible-infrared or medical image fusion, just as most previous situations, the NSCT-SR-4 method clearly achieves the best performance over all the fusion methods.

4.2.7. Overall comparison

At last, for each type of image fusion, we take the related contents in Tables 1–6 into consideration together and seek out some common regularities among the six MSTs used in the proposed framework.

The characteristics of multi-focus image fusion can be summarized as the following three points. First, the MST methods can obtain almost the highest SD and EN while the lowest Qc, Qp and Qw, which indicates that although they can extract enough spatial details with 4-level decomposition, they are very sensitive to mis-registration. Thus, the second defect of the MST methods mentioned in Section 3 is confirmed. Second, just on the contrary, the SR method achieves almost the largest Qc, Qp and Qw while the lowest SD and EN, which means that it is robust to mis-registration but may tend to lose fine details, so the first defect of the SR method is at least partially verified. Third, the MST-SR methods make a balance between the robustness to mis-registration and the ability of extracting spatial details. When the decomposition level becomes larger, both SD and EN increase while Qc, Qp and Qw decrease. Moreover, it can be seen that the performance of the MST-SR-1 method is approximate to that of the SR method, while the performance of the MST-SR-4 method is approximate to that of the MST methods. For multi-focus image fusion, compared with the slight loss of spatial details, the robustness to mis-registration is more important to the visual quality of the fused image. Thus, the evaluations on Qc, Qp and Qw are more meaningful to some extent. Based on this consideration, we can find that some

<table>
<thead>
<tr>
<th>Images</th>
<th>Metrics</th>
<th>DTCWT</th>
<th>SR</th>
<th>DTCWT-SR-1</th>
<th>DTCWT-SR-2</th>
<th>DTCWT-SR-3</th>
<th>DTCWT-SR-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-focus</td>
<td>SD</td>
<td>52.0593</td>
<td>51.9298</td>
<td>52.0531</td>
<td>52.0337</td>
<td>52.0097</td>
<td>52.0651</td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>7.3192</td>
<td>7.2997</td>
<td>7.3071</td>
<td>7.3103</td>
<td>7.3143</td>
<td>7.3195</td>
</tr>
<tr>
<td>Visible-infrared</td>
<td>SD</td>
<td>35.4250</td>
<td>40.5449</td>
<td>42.0276</td>
<td>44.0549</td>
<td>45.1063</td>
<td>45.2558</td>
</tr>
<tr>
<td>Medical</td>
<td>SD</td>
<td>58.5731</td>
<td>65.1178</td>
<td>64.6845</td>
<td>66.0199</td>
<td>67.7566</td>
<td>68.8551</td>
</tr>
</tbody>
</table>

**Table 5**

Objective assessment of the CVT, SR and CVT-SR methods.

<table>
<thead>
<tr>
<th>Images</th>
<th>Metrics</th>
<th>CVT</th>
<th>SR</th>
<th>CVT-SR-1</th>
<th>CVT-SR-2</th>
<th>CVT-SR-3</th>
<th>CVT-SR-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-focus</td>
<td>SD</td>
<td>52.0710</td>
<td>51.9298</td>
<td>52.0619</td>
<td>52.0541</td>
<td>52.0517</td>
<td>52.0838</td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>7.3336</td>
<td>7.2997</td>
<td>7.3155</td>
<td>7.3247</td>
<td>7.3302</td>
<td>7.3348</td>
</tr>
<tr>
<td>Visible-infrared</td>
<td>SD</td>
<td>36.1982</td>
<td>40.5449</td>
<td>42.7476</td>
<td>43.8822</td>
<td>44.5739</td>
<td>44.6901</td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>6.7154</td>
<td>6.8404</td>
<td>6.9275</td>
<td>7.0430</td>
<td>7.1505</td>
<td>7.1132</td>
</tr>
<tr>
<td>Medical</td>
<td>SD</td>
<td>58.3636</td>
<td>65.1178</td>
<td>64.3541</td>
<td>64.1187</td>
<td>66.6183</td>
<td>68.8031</td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>6.6094</td>
<td>5.7777</td>
<td>5.8223</td>
<td>5.9089</td>
<td>6.0170</td>
<td>6.2298</td>
</tr>
<tr>
<td></td>
<td>Qc</td>
<td>0.5167</td>
<td>0.5992</td>
<td>0.5877</td>
<td>0.6088</td>
<td>0.6133</td>
<td>0.6206</td>
</tr>
<tr>
<td></td>
<td>Qp</td>
<td>0.3219</td>
<td>0.4019</td>
<td>0.4081</td>
<td>0.4139</td>
<td>0.4374</td>
<td>0.4542</td>
</tr>
<tr>
<td></td>
<td>Qw</td>
<td>0.7055</td>
<td>0.7504</td>
<td>0.7475</td>
<td>0.7592</td>
<td>0.7649</td>
<td>0.7734</td>
</tr>
</tbody>
</table>
MST-SR-1 methods (the MST is DWT, DTCWT, or NSCT) can generally make the best balance. On one hand, they can clearly outperform the MST methods on $Q_C$, $Q_P$ and $Q_W$. With 1-level decomposition, the MST-SR-1 method is much more robust to mis-registration than the MST methods with 4-level decomposition. Meanwhile, the spatial details which are not fully extracted by the MST can be mostly compensated by the SR-based approach used in low-pass fusion. On the other hand, they can outperform the SR method on four (DWT-SR-1) or all the five (DTCWT-SR-1 and NSCT-SR-1) metrics. With 1-level decomposition, the MST-SR-1 methods can extract more details than the SR method. Furthermore, although the MST-SR-1 methods are more sensitive to mis-registration when compared with the SR method, there is even a slight advantage of the MST-SR-1 methods on metrics $Q_C$, $Q_P$ and $Q_W$ (This is mainly because that $Q_C$, $Q_P$ and $Q_W$ are also influenced by the spatial details preserved in the fused image. Moreover, the SR-based approach used in the low-pass fusion can also somewhat overcome the sensitivity to mis-registration).

For visible-infrared image fusion, the situation is much simpler than that of multi-focus image fusion. There are four obvious regularities we can find from Tables 1–6. First, the SD and EN of all the six MST methods are clearly lower than those of other methods, which indicates that the MST methods suffer from low contrast. Thus, the first shortcoming of the MST methods mentioned in Section 3 is verified. Second, the SR method does not work well on almost all the five metrics. Particularly, the $Q_C$, $Q_P$ and $Q_W$ of the SR method are even lower than those of some MST methods. Thus, the SR method may not be very effective for this category of image fusion for some reasons (cannot be explained by the objective performance right now). Third, the performances of the RP and RP-SR methods are poor, which means that they may also lose effectiveness in this case. Fourth, the other MST-SR methods generally exhibit a clear advantage over both the MST and SR methods on all the five metrics. Particularly, the advantage will become more obvious when the decomposition level increases.

The situation of medical image fusion is very similar to that of visible-infrared image fusion. The MST-SR methods can generally outperform both the MST and SR methods. Furthermore, from each table except for Table 2, it can be seen that the MST-SR-4 method clearly beats all the other methods in terms of all the five metrics.

To make a better comparison, we pick out eight methods from Tables 1–6 for each category of image fusion. The first two are the SR method and a specific MST method which owns the best performance among all the six MST methods. The other six are obtained by selecting the MST-SR method which has the optimal decomposition level among {1, 2, 3, 4} from each table. Tables 7–9 list the selected results for multi-focus, visible-infrared and medical image fusion, respectively. We can see that the optimal decomposition level is 1 for multi-focus image fusion while 4 for the other two types. Furthermore, we can obtain a more meaningful outcome that the NSCT-SR-1, DTCWT-SR-4 and LP-SR-4 methods can generally achieve the best performances over

| Table 6 | Objective assessment of the NSCT, SR and NSCT-SR methods. |
| Images | Metrics | NSCT | SR | NSCT-SR-1 | NSCT-SR-2 | NSCT-SR-3 | NSCT-SR-4 |
| Multi-focus | SD | 52.2103 | 51.9298 | 52.0193 | 51.9705 | 52.0329 | 52.2146 |
| | EN | 7.3131 | 7.2997 | 7.3074 | 7.3089 | 7.3119 | 7.3165 |
| | $Q_C$ | 0.7580 | 0.7666 | 0.7702 | 0.7657 | 0.7618 | 0.7582 |
| | $Q_P$ | 0.9029 | 0.9064 | 0.9137 | 0.9088 | 0.9032 | 0.9031 |
| | $Q_W$ | 0.9274 | 0.9264 | 0.9294 | 0.9287 | 0.9284 | 0.9274 |
| Visible-infrared | SD | 36.0833 | 40.5449 | 42.7409 | 44.1395 | 44.8905 | 45.1291 |
| | $Q_C$ | 0.6510 | 0.6020 | 0.6383 | 0.6494 | 0.6581 | 0.6676 |
| | $Q_P$ | 0.5225 | 0.4166 | 0.4962 | 0.5267 | 0.5399 | 0.5482 |
| | $Q_W$ | 0.7343 | 0.6649 | 0.7237 | 0.7418 | 0.7629 | 0.7792 |
| Medical | SD | 59.9674 | 65.1178 | 65.1707 | 66.3763 | 67.6005 | 68.8040 |
| | EN | 5.7358 | 5.7777 | 5.8226 | 5.8408 | 5.8816 | 5.9307 |
| | $Q_C$ | 0.6104 | 0.5992 | 0.6312 | 0.6391 | 0.6407 | 0.6432 |
| | $Q_P$ | 0.4687 | 0.4019 | 0.4271 | 0.4414 | 0.4582 | 0.4767 |
| | $Q_W$ | 0.7459 | 0.7504 | 0.7723 | 0.7849 | 0.7953 | 0.7985 |

| Table 7 | Objective assessment of the eight selected methods for multi-focus image fusion. |
| Metrics | NSCT | SR | LP-SR-1 | RP-SR-1 | DTCWT-SR-1 | CVT-SR-1 | NSCT-SR-1 |
| SD | 52.2103 | 51.9298 | 52.2052 | 52.0818 | 52.0612 | 52.0533 | 52.0619 | 52.0193 |
| EN | 7.3131 | 7.2997 | 7.3024 | 7.3020 | 7.3121 | 7.3071 | 7.3155 | 7.3074 |
| $Q_C$ | 0.7580 | 0.7666 | 0.7650 | 0.7645 | 0.7668 | 0.7688 | 0.7630 | 0.7702 |
| $Q_P$ | 0.9029 | 0.9064 | 0.9095 | 0.8962 | 0.9098 | 0.9114 | 0.9086 | 0.9137 |
| $Q_W$ | 0.9274 | 0.9264 | 0.9253 | 0.9257 | 0.9259 | 0.9267 | 0.9259 | 0.9294 |

| Table 8 | Objective assessment of the eight selected methods for visible-infrared image fusion. |
| SD | 36.0833 | 40.5449 | 45.1038 | 45.0224 | 44.1395 | 44.8905 | 45.1291 |
| $Q_C$ | 0.6510 | 0.6602 | 0.6698 | 0.6782 | 0.6191 | 0.6738 | 0.6267 | 0.6676 |
| $Q_P$ | 0.5225 | 0.4166 | 0.5514 | 0.3763 | 0.4547 | 0.5646 | 0.5132 | 0.5482 |
| $Q_W$ | 0.7343 | 0.6649 | 0.7960 | 0.6066 | 0.7392 | 0.7940 | 0.7689 | 0.7792 |
Table 9
Objective assessment of the eight selected methods for medical image fusion.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>64.4253</td>
<td>65.1178</td>
<td>72.7315</td>
<td>74.4538</td>
<td>67.4361</td>
<td>69.8551</td>
<td>68.8031</td>
<td>68.8040</td>
</tr>
<tr>
<td>EN</td>
<td>5.5393</td>
<td>5.7777</td>
<td>5.8372</td>
<td>5.9122</td>
<td>5.9854</td>
<td>5.9832</td>
<td>6.2298</td>
<td>5.9307</td>
</tr>
<tr>
<td>QC</td>
<td>0.6258</td>
<td>0.5992</td>
<td>0.6459</td>
<td>0.4240</td>
<td>0.6193</td>
<td>0.6248</td>
<td>0.6206</td>
<td>0.6432</td>
</tr>
<tr>
<td>Qp</td>
<td>0.4613</td>
<td>0.4019</td>
<td>0.4905</td>
<td>0.3264</td>
<td>0.4437</td>
<td>0.4583</td>
<td>0.4542</td>
<td>0.4767</td>
</tr>
<tr>
<td>QW</td>
<td>0.7678</td>
<td>0.7504</td>
<td>0.7996</td>
<td>0.5985</td>
<td>0.7627</td>
<td>0.7818</td>
<td>0.7734</td>
<td>0.7985</td>
</tr>
</tbody>
</table>

Fig. 4. The first example of multi-focus image fusion.

Fig. 5. The second example of multi-focus image fusion.
all the methods for multi-focus, visible-infrared and medical image fusion, respectively.

In addition to the quantitative evaluation, we also compare the fused results of different methods visually. For each category of source images, two fusion examples are given. In each example, the six MST methods, the SR method and the six MST-SR methods with the optimal decomposition level are exhibited.

Figs. 4 and 5 show two popular examples of multi-focus image fusion. In Fig. 4, there is a slight motion of the student’s head in the scene. We can see that the fused images of all the six MST methods suffer from undesirable artifacts in that region. The SR and MST-SR-1 methods can obtain results in high visual quality. In Fig. 5, although there is no moving objects, the MST-SR-1 methods can obtain the fused images with more natural edges (see the white books in the bookshelf).

Two visible-infrared image fusion examples are shown in Figs. 6 and 7. It can be seen that the visible images mainly capture the bright objects, while thermal objects such as the pedestrians and plants can be easily distinguished from the infrared image. Obviously, the fused images of MST-SR-4 methods always enjoy much higher contrast than those of MST methods. The SR method is not very effective in this case. On one hand, some spatial details are lost (see the plants in Fig. 6 and the buildings in Fig. 7). On
Table 10

Objective assessment of the SR and NSCT-SR-1 methods with different step lengths for multi-focus image fusion.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SR-s1</th>
<th>SR-s2</th>
<th>SR-s4</th>
<th>SR-s8</th>
<th>NSCT-SR-1-s1</th>
<th>NSCT-SR-1-s2</th>
<th>NSCT-SR-1-s4</th>
<th>NSCT-SR-1-s8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>51.9298</td>
<td>51.9308</td>
<td>51.9461</td>
<td>52.0250</td>
<td>52.0193</td>
<td>52.0196</td>
<td>52.0339</td>
<td>52.0635</td>
</tr>
<tr>
<td>EN</td>
<td>7.2997</td>
<td>7.2987</td>
<td>7.2963</td>
<td>7.2785</td>
<td>7.3074</td>
<td>7.3067</td>
<td>7.3070</td>
<td>7.3037</td>
</tr>
<tr>
<td>Qc</td>
<td>0.7656</td>
<td>0.7654</td>
<td>0.7631</td>
<td>0.7617</td>
<td>0.7702</td>
<td>0.7691</td>
<td>0.7669</td>
<td>0.7633</td>
</tr>
<tr>
<td>Qp</td>
<td>0.9064</td>
<td>0.9021</td>
<td>0.8897</td>
<td>0.8622</td>
<td>0.9137</td>
<td>0.9116</td>
<td>0.9049</td>
<td>0.8841</td>
</tr>
<tr>
<td>Qw</td>
<td>0.9264</td>
<td>0.9259</td>
<td>0.9247</td>
<td>0.9205</td>
<td>0.9294</td>
<td>0.9292</td>
<td>0.9276</td>
<td>0.9247</td>
</tr>
<tr>
<td>T</td>
<td>62.001</td>
<td>15.625</td>
<td>39.69</td>
<td>10.24</td>
<td>62.001</td>
<td>15.625</td>
<td>39.69</td>
<td>10.24</td>
</tr>
<tr>
<td>Time/s</td>
<td>375</td>
<td>94.5</td>
<td>24.1</td>
<td>6.10</td>
<td>352</td>
<td>89</td>
<td>22.9</td>
<td>5.99</td>
</tr>
</tbody>
</table>
Table 11
Objective assessment of the SR and DTCWT-SR-4 methods with different step lengths for visible-infrared image fusion.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SR-s1</th>
<th>SR-s2</th>
<th>SR-s4</th>
<th>SR-s8</th>
<th>DTCWT-SR-4-s1</th>
<th>DTCWT-SR-4-s2</th>
<th>DTCWT-SR-4-s4</th>
<th>DTCWT-SR-4-s8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>40.5449</td>
<td>40.7993</td>
<td>42.0249</td>
<td>46.0220</td>
<td>45.2558</td>
<td>45.6764</td>
<td>46.3460</td>
<td><strong>48.0796</strong></td>
</tr>
<tr>
<td>QP</td>
<td>0.5526</td>
<td>0.5629</td>
<td>0.5715</td>
<td>0.5802</td>
<td><strong>0.5964</strong></td>
<td>0.5934</td>
<td>0.5904</td>
<td>0.5876</td>
</tr>
<tr>
<td>QW</td>
<td>0.6649</td>
<td>0.6690</td>
<td>0.6747</td>
<td>0.6802</td>
<td><strong>0.6890</strong></td>
<td>0.6854</td>
<td>0.6824</td>
<td>0.6808</td>
</tr>
<tr>
<td>Time/s</td>
<td>412</td>
<td>102</td>
<td>262</td>
<td>6.80</td>
<td>4.77</td>
<td>1.49</td>
<td>0.62</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 12
Objective assessment of the SR and LP-SR-4 methods with different step lengths for medical image fusion.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SR-s1</th>
<th>SR-s2</th>
<th>SR-s4</th>
<th>SR-s8</th>
<th>LP-SR-4-s1</th>
<th>LP-SR-4-s2</th>
<th>LP-SR-4-s4</th>
<th>LP-SR-4-s8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>65.1178</td>
<td>65.3619</td>
<td>66.1954</td>
<td>69.6122</td>
<td>72.7315</td>
<td>72.7981</td>
<td><strong>73.8162</strong></td>
<td>73.8282</td>
</tr>
<tr>
<td>EN</td>
<td>5.7777</td>
<td>5.7527</td>
<td>5.7052</td>
<td>5.5337</td>
<td><strong>5.8372</strong></td>
<td>5.7460</td>
<td>5.7059</td>
<td>5.6860</td>
</tr>
<tr>
<td>QP</td>
<td>0.5259</td>
<td>0.5259</td>
<td>0.5259</td>
<td>0.5259</td>
<td><strong>0.6459</strong></td>
<td>0.6447</td>
<td>0.6436</td>
<td>0.6375</td>
</tr>
<tr>
<td>QW</td>
<td>0.7504</td>
<td>0.7490</td>
<td>0.7399</td>
<td>0.7110</td>
<td><strong>0.7996</strong></td>
<td>0.7977</td>
<td>0.7969</td>
<td>0.7894</td>
</tr>
<tr>
<td>Time/s</td>
<td>275</td>
<td>69.2</td>
<td>17.6</td>
<td>4.50</td>
<td>0.62</td>
<td>0.21</td>
<td>0.10</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Fig. 10. A multi-focus image fusion example with different step lengths.

Fig. 11. A visible-infrared image fusion example with different step lengths.
Fig. 12. A medical image fusion example with different step lengths.

Fig. 13. The fused results of the GF and NSCT-SR-1 methods on multi-focus images.
the other hand, the spatial consistency of some regions in the fused images is destroyed (see the square board in Fig. 6 and the street in Fig. 7). Except for the RP-SR-4 method, other MST-SR-4 methods can well preserve the spatial consistency.

Figs. 8 and 9 show two fusion examples of multimodal medical images. The CT and MR images shown in Fig. 8(a) and (b) have been introduced before. The two source images shown in Fig. 9(a) and (b) are MR image after Gd-DTPA and T2-weighted MR image, respectively. We can see that images captured by different modalities reflect different organ information in human body. Just as the situation of visible-infrared image fusion, the fused images of MST methods are in low contrast, while the spatial inconsistency and loss of fine details both exist in the fused images of SR method. The MST-SR-4 methods (the MST is not RP) especially for the LP-SR-4 method, can obtain satisfactory results with high contrast, sufficient fine details and good spatial consistency.

By now, we have experimentally verified most of the theoretical discussions in Section 3 via the above objective and subjective comparisons. The only aspect that has not been discussed is the computational efficiency, which will be studied in the next subsection.

4.3. Investigation of step length

In this subsection, the impact of the sliding window's step length is studied for the three best-performed fusion methods, namely, the NSCT-SR-1 method for multi-focus image fusion, the DTCWT-SR-4 method for visible-infrared image fusion, and the LP-SR-4 method for medical image fusion. The SR method is used for comparison. For both the SR and MST-SR methods, the step length is set to 1, 2, 4 and 8 pixels, respectively. For each method, a suffix ‘-sk’ is added to its original name, where k belongs to \{1, 2, 4, 8\}. For example, NSCT-SR-1-s2 denotes the NSCT-SR-1 method with a step length of 2 pixels. For each category of image fusion, in addition to the average metric values of all the source images, the average running time of fusing two source images (the first pair in each category shown in Fig. 3 is employed, and the same below) of size 256 × 256 is also used to compare the computational efficiency.
performances of different fusion methods. All the fusion methods in this work are implemented in MATLAB on a computer with a
3.0 GHz CPU and 4 GB RAM.
Suppose that there is a matrix (image or low-pass band) of size
\( H \times W \) and the size of the sliding window is \( \sqrt{n} \times \sqrt{n} \), then the
number of local patches extracted from the matrix is
\[
T = \left\lfloor \frac{H - \sqrt{n} + 1}{s} \right\rfloor \left\lfloor \frac{W - \sqrt{n} + 1}{s} \right\rfloor
\]
\[
\approx \frac{(H - \sqrt{n} + 1)(W - \sqrt{n} + 1)}{s^2},
\tag{16}
\]
where \( s \) is the step length of the sliding window and \( \left\lfloor \cdot \right\rfloor \) denotes the
ceiling operation. In the following three tables (Tables 10–12), we will also give the number (denoted as \( T \)) of patch pairs which are
required to be fused with the sparse coding technique.
Table 10 lists the objective assessment of the SR and NSCT-SR-1
methods with different step lengths for multi-focus image fusion.
The NSCT low-pass band has the same size with the original image,
but we can see that the NSCT-SR-1 method is slightly efficient than
the SR method with a same step length. This is mainly because the
patches in the low-pass band is easier to be represented by the
OMP method than those in the original image. When the step
length becomes larger, all the metrics except for \( SD \) of both the
SR and NSCT-SR-1 methods will decrease, but the computational
efficiency significantly increases as expected. Furthermore, com-
pared with the SR-s1 method, the NSCT-SR-1-s4 method have a

Fig. 15. The fused results of the GF and LP-SR-4 methods on medical images.
comparative performance on $Q_C$, $Q_T$ and $Q_W$ with much less running time. A fusion example is shown in Fig. 10. It can be seen that when the step length is larger than 2, the quality of the SR method’s fused results become worse. However, the fused result of the NSCT-SR-1-4 method is still in high-quality without any obvious artifacts.

The objective assessment of the SR and DTCWT-SR-4 methods with different step lengths for visible-infrared image fusion is given in Table 11. The trends of all the five fusion metrics are same as those in Table 10. With 4-level decomposition, the size of the DTCWT low pass band is $32 \times 32$. Thus, the number of patch pairs decreases a lot so that there are only 625 patches in the low-pass band of each source image. Fig. 11 shows an example of this type of fusion. We can see that the fused results of the SR method suffer from serious blocking effect when the step length is larger than 2, while the performance of the DTCWT-SR-4 method is not very sensitive to the step length in this fusion example.

For medical image fusion, Table 12 gives the objective assessment of the SR and LP-SR-4 methods with different step lengths. The situation is very similar to that in Table 11. Since the LP low-pass band obtained with 4-level decomposition is just of size $16 \times 16$, there is a further improvement on the computational efficiency. Particularly, the LP-SR-4-s1 method only takes about 0.6 s to accomplish the fusion task. When the step length becomes larger, the running time is even shorter while the quality of the fused results is still promising. As an example shown in Fig. 12, the blocking effect in the fused images of the SR method significantly deteriorates their visual quality when the step length is 4 or 8, while the LP-SR-4-s4 method can still preserve all the important information.

Based on the above results, it can be seen that the three best-performed methods under the proposed fusion framework can still perform well so long as the step length is no more than 4. Additionally, considering that the low-pass bands of most MSTs have smaller size than the original image, the MST-SR methods are usually much more efficient than the SR method, especially when the decomposition level is 4.

4.4. Comparison with state of the art

To further evaluate the usefulness of the proposed framework, we compare the performances of the above three best-performed methods with the start of the art. In [29], Li et al. proposed an image fusion method based on guided filtering (GF). Their experimental results show that the GF method can outperform many classic and latest fusion methods for the fusion of multi-focus and multimodal images, leading to state-of-the-art results. Furthermore, the GF method has a very high computational efficiency. Thus, we apply the GF method to make a comparison on all the source images in Fig. 3. The code of the GF method is available on website [30], and all the parameters are set to the recommended values reported in [29].

For multi-focus, visible-infrared and medical image fusion, the fused results of the GF method and the corresponding proposed method are partially shown in Figs. 13–15, respectively. There are six examples for each type of fusion with each example being arranged in a row. We can see from Fig. 13 that the visual difference between the results of the two methods in multi-focus image fusion is very small. For visible-infrared image fusion, the proposed DTCWT-SR-4 method is at least comparable with the GF method. For the first or fifth example shown in Fig. 14, the DTCWT-SR-4 method outperforms the GF method. However, for the third or sixth example, the GF method performs better. For medical image fusion, it can be seen from Fig. 15 that the proposed LP-SR-4 method owns clear advantages over the GF method for all the six examples. First, the contrast in our fused images is much higher than that in the fused images of the GF method. Then, some important information is lost by the GF method (see the bone regions in the second example). Finally, the GF method tends to smooth some tiny edges (see the sixth example), while the LP-SR-4 method can well preserve them.

Table 13 lists the objective assessment of the GF and proposed fusion methods. For multi-focus image fusion, the GF method has a slight advantage over the NSCT-SR-1 method. The most distinctive difference is the computational cost, for which the NSCT-SR-1 method seems to be too inefficient. Fortunately, we can use DWT-SR-1 method or larger step length (2 or even 4) to greatly improve efficiency at a little sacrifice of the fusion quality. For the other two types of fusion, it can be seen that our methods outperform the GF method on all the six metrics except for $Q_T$. Although the efficiency of our methods is still lower, the gap narrows a lot, especially for the LP-SR-1 method used in medical image fusion. Moreover, as given in Table 12, the average running time of the LP-SR-1 method will decrease to 0.21 s when the step length is set to 2. Even so, the quality of the fused results can still be maintained.

5. Conclusion

In this paper, we present a general image fusion framework with multi-scale transform (MST) and sparse representation (SR). In the framework, the low-pass MST bands are merged with the SR-based scheme while the high-pass bands are fused using the conventional “max-absolute” rule. The advantages of the proposed fusion framework over conventional MST- and SR-based methods are first analyzed theoretically, and then experimentally verified. In our experiments, six popular multi-scale transforms (LP, RP, DWT, DTCWT, CVT and NSCT) with different decomposition levels ranging from one to four are first employed for the fusion of multi-focus, visible-infrared and medical images, respectively. Then, the impact of the sliding window’s step length is studied. In the final, we compare our fused results with state-of-the-art level. Some main conclusions and contributions of this paper are briefly summarized as follows.

For multi-focus image fusion, the proposed MST-SR based methods can improve algorithm’s robustness to mis-registration via 1-level decomposition. Meanwhile, it can overcome the inclination of the SR-based method to smooth fine details with MST. For multimodal image fusion, our fusion framework can not only obtain higher contrast than the MST methods, but also extract
more fine details and preserve better spatial consistency than the SR-based method. Furthermore, the proposed method is more efficient than the SR-based method since the time-consuming sparse coding technique is performed on low-pass bands, which may own a smaller size as well as an allowable enlargement for the step length. In particular, we give a best-performed method under the proposed framework for each category of image fusion, namely, the NSCT-SR-1 method for multi-focus image fusion, the DCTWT-SR-4 method for visible-infrared image fusion, and the LP-SR-4 method for medical image fusion. Comparisons with the latest GF-based method demonstrate that these three specific MST-SR based methods can obtain state-of-the-art results. Particularly, we believe that the LP-SR-4 method owns great potential in medical image fusion for its simple implementation, high efficiency and good performance. An image fusion toolbox which contains the MATLAB implementation of both the proposed and the compared methods is available on http://home.ustc.edu.cn/~liuyu1.
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