Abstract

In this paper, we introduce Cellular Automata—a dynamic evolution model to intuitively detect the salient object. First, we construct a background-based map using color and space contrast with the clustered boundary seeds. Then, a novel propagation mechanism dependent on Cellular Automata is proposed to exploit the intrinsic relevance of similar regions through interactions with neighbors. Impact factor matrix and coherence matrix are constructed to balance the influential power towards each cell's next state. The saliency values of all cells will be renovated simultaneously according to the proposed updating rule. It's surprising to find out that parallel evolution can improve all the existing methods to a similar level regardless of their original results. Finally, we present an integration algorithm in the Bayesian framework to take advantage of multiple saliency maps. Extensive experiments on six public datasets demonstrate that the proposed algorithm outperforms state-of-the-art methods.

1. Introduction

Recently, saliency detection aimed at finding out the most important part of an image has become increasingly popular in computer vision [1, 14]. As a pre-processing procedure, saliency detection can be used for many vision tasks, such as visual tracking [26], object retargeting [11, 39], image categorization [37] and image segmentation [35].

Generally, methods of saliency detection can be categorized as either top-down or bottom-up approaches. Top-down methods [3, 27, 31, 50] are task-driven and require supervised learning with manually labeled ground truth. To better distinguish salient objects from background, high-level information and supervised methods are incorporated to improve the accuracy of saliency map. In contrast, bottom-up methods [15, 18, 22, 40, 41, 48] usually exploit low-level cues such as features, colors and spatial distances to construct saliency maps. One of the most used principles, contrast prior, is to take the color contrast or geodesic distance against surroundings as a region's saliency[7, 8, 18, 21, 22, 33, 43]. In addition, several recent methods formulate their algorithms based on boundary prior, assuming that regions along the image boundary are more likely to be the background [19, 23, 44, 49]. Admittedly, it is highly possible for the image border to be the background, which have been proved in [5, 36]. However, it is not appropriate to sort all nodes on the boundary into one category as most previous methods. If the object appears on the image boundary, the chosen background seeds will be imprecise and directly lead to the inaccuracy of results.

In this paper, we propose effective methods to address the aforementioned problem. Firstly, we apply the K-means algorithm to classify the image border into different clusters. Due to the compactness of boundary clusters, we can generate different color distinction maps with complementary advantages and integrate them by taking spatial distance into consideration. Secondly, a novel propagation method based on Cellular Automata [42] is introduced to enforce saliency consistency among similar image patches. Through interactions with neighbors, boundary cells misclassified as background seeds will automatically modify their saliency values. Furthermore, we use Single-layer Cellular Automata to optimize the existing methods and achieve favorable results.

Many effective methods have been established to deal with saliency detection and each of them has their own superiorities [7, 17, 23, 33, 52]. In order to take advantage of different methods, we propose an integration model called Multi-layer Cellular Automata. With different saliency maps as original inputs, the integrated result outperforms all the previous state-of-the-arts.

In summary, the main contributions of our work include:
1). We propose an efficient algorithm to integrate global distance matrices and apply Cellular Automata to optimize the prior maps via exploiting local similarity.
2). Single-layer Cellular Automata can greatly improve all the state-of-the-art methods to a similar precision level and is insensitive to the previous maps.
3). Multi-layer Cellular Automata can integrate multiple saliency maps into a more favorable result under the Bayes framework.
2. Related works

Recently, more and more bottom-up methods prefer to construct the saliency map by choosing the image boundary as the background seeds. Considering the connectivity of regions in the background, Wei et al. [44] define each region’s saliency value as the shortest-path distance towards the boundary. In [19], the contrast against image boundary is used as a new regional feature vector to characterize the background. In [49], Yang et al. compute the saliency of image regions according to their relevance to boundary patches via manifold ranking. In [52], a more robust boundary-based measure is proposed, which takes the spatial layout of image patches into consideration.

In addition, some effective algorithms have been proposed in the Bayesian framework. In [34], Rahtu et al. first apply Bayesian theory to optimize saliency maps and achieve better results. In [46, 47], Xie et al. use the low level visual cues derived from the convex hull to compute the observation likelihood. In [51], the salient object can naturally emerge under a Bayesian framework due to the self-information of visual features. Besides, Li et al. [23] afford saliency maps through dense and sparse reconstruction and propose a Bayesian algorithm to combine saliency maps. All of them demonstrate the effective of Bayesian theory in the optimization of saliency detection.

Cellular Automata, which was first put forward in [42], is a dynamic system with simple construction but complex self-organizing behaviour. The model consists of a lattice of cells with discrete states, which evolve in discrete time steps according to definite rules. Each cell’s next state will be determined by its current state and the states of its nearest neighbors. Cellular Automata has been applied to simulate the evolution process of many complicated dynamic systems [4, 9, 10, 28, 29]. Considering that salient objects tend to be clustered, we apply Cellular Automata to exploit the intrinsic relationship of neighbors and reduce the difference in similar regions. Combined with Bayesian theory, Cellular Automata is introduced into this field as a propagation mechanism which can lay the roots for the optimization of saliency maps.

3. Proposed Algorithm

In this section, we first construct global color distinction and spatial distance matrix based on clustered boundary seeds and integrate them into a background-based map. Then, a novel propagation method based on Cellular Automata is proposed to intuitively exploit the intrinsic relevance of similar regions. We further discuss its great efficiency and robustness in optimizing other existing methods.

3.1. Global Distance Matrix Integration

To better capture intrinsic structural information and improve computational efficiency, an input image is segment-ed into N small superpixels by the simple linear iterative clustering (SLIC) algorithm [2]. The mean color features and coordinates of pixels are used to describe each superpixel. In order to achieve more optimal background seeds, we apply the K-means algorithm to divide the image boundary into K clusters based on their CIE LAB color features. We empirically set the number of boundary clusters $K = 3$ in this paper. The number of boundary superpixels belonging to cluster $k$ is represented as $p^k$ ($k = 1, 2, \cdots, K$).

Based on $K$ different clusters, we can construct $K$ different global color distinction (GCD) maps. The element $s_{k,i}$ in the GCD matrix $S = [s_{k,i}]_{K \times N}$ represents the saliency of superpixel $i$ in the $k$-th GCD map and is computed as:

$$s_{k,i} = \frac{1}{p^k} \sum_{j=1}^{p^k} \frac{1}{\|c_i - c_j\|^2 + \beta}$$

where $\|c_i, c_j\|$ is the Euclidean Distance between the superpixel $i$ and $j$ in CIE LAB color space. We set the balance weight $\sigma_1 = 0.2$ and $\beta = 10$. The result is insensitive to $\beta \in [7, 15]$.

We can see from Figure 1 that GCD maps constructed upon the boundary clusters are not satisfying, but each of them has certain superpixels with high precision. Due to the compactness of optimized boundary clusters, $K$ GCD maps are complementary to each other. And a superpixel’s saliency value is more accurate when it is computed based on the nearest background clusters. Therefore, we introduce global spatial distance (GSD) matrix $W = [w_{k,i}]_{K \times N}$ to balance the importance of different GCD maps. $w_{k,i}$ represents the spacial distance between superpixel $i$ and all background seeds in the $k$-th class. It is computed as:

$$w_{k,i} = \frac{1}{p^k} \sum_{j=1}^{p^k} e^{-\frac{\|r_i - r_j\|^2}{2\sigma_2^2}}$$

![Figure 1. Integration of global color distinction (GCD) maps in Eqn 1 and global spatial distance (GSD) maps in Eqn 2.](image-url)
where \( r_i \) and \( r_j \) are the coordinates of the superpixel \( i \) and \( j \). \( \sigma_2 \) is a constant to control the strength of weight and robust in \([1.1, 1.5]\). In this work, we set \( \sigma_2 = 1.3 \). Then, the background-based map \( S^b_g = [S^b_g, \cdots, S^b_g] \) is constructed by combining the geodesic information \( w_{k,i} \) with the color information \( s_{k,i} \):

\[
S^b_g = \sum_{k=1}^{K} w_{k,i} \times s_{k,i}
\]  

As Figure 1 shows, the geodesic constraint enforced on GCD maps greatly facilitates saliency accuracy by strengthening the contrast in local regions. Through effectively integrating the superiorities of different GCD maps, the background-based map is much more convincing and precise.

### 3.2. Parallel Evolution via Cellular Automata

In Single-layer Cellular Automata (SCA), each cell denotes a superpixel generated by the SLIC algorithm. We make three major modifications to the previous models \([38, 42]\). Firstly, the states of cells in most existing Cellular Automata models are discrete \([30, 45]\). However, in this paper, we use the saliency value of each superpixel as its state, which is continuous between 0 and 1. Secondly, we give a broader definition of neighborhood which is similar to the concept of \( z \)-layer neighborhood (here \( z = 2 \)) in graph theory. A cell’s newly defined neighbors include cells surrounding it as well as sharing common boundaries with its adjacent cells. Also we consider that superpixels on the image boundaries are all connected to each other because all of them serve as background seeds. Finally, unlike the well-applied Cellular Automata models, the influences of all neighbors are not fixed but closely related to the similarity between any pair of cells in color space.

#### 3.2.1 Impact Factor Matrix

It is intuitive to accept that neighbors with more similar color features have a greater influence on the cell’s next state. The similarity of any pair of superpixels is measured by a defined distance in CIE LAB color space. We construct impact factor matrix \( F = [f_{ij}]_{N \times N} \) by defining the impact factor \( f_{ij} \) of superpixel \( i \) to \( j \) as:

\[
f_{ij} = \begin{cases} 
\exp\left(\frac{-\|c_i - c_j\|}{\sigma_3}\right) & j \in NB(i) \\
0 & i = j \text{ or otherwise}
\end{cases}
\]  

where \( \|c_i, c_j\| \) denotes the Euclidean Distance in CIE LAB color space between the superpixel \( i \) and \( j \). \( \sigma_3 \) is a parameter to control strength of similarity. We set \( \sigma_3 = 0.1 \) as in \([49]\). \( NB(i) \) is the set of neighbors of cell \( i \). In order to normalize impact factor matrix, a degree matrix \( D = \text{diag}\{d_1, d_2, \cdots, d_N\} \) is generated, where \( d_i = \sum_j f_{ij} \). Finally, a row-normalized impact factor matrix can be clearly calculated as follows:

\[
F^* = D^{-1} \cdot F
\]  

### 3.2.2 Coherence Matrix

Considering that each cell’s next state is determined by its current state as well as its neighbors’, we need to balance the importance of the two decisive factors. For one thing, if a superpixel is quite different from all neighbors in color space, its next state will be primarily relied on itself. For the other, if a cell is similar to neighbors, it is more likely to be assimilated by the local environment. To this end, we build a coherence matrix \( C = \text{diag}\{c_1, c_2, \cdots, c_N\} \) to better promote the evolution of all cells. Each cell’s coherence towards its current state is calculated as:

\[
c_i = \frac{1}{\max(f_{ij})}
\]  

In order to control \( c_i \in [b, a + b] \), we construct the coherency matrix \( C^* = \text{diag}\{c_1^*, c_2^*, \cdots, c_N^*\} \) by the formulation as:

\[
c_i^* = a \cdot \frac{c_i - \min(c_j)}{\max(c_j) - \min(c_j)} + b
\]  

where \( j = 1, 2, \cdots, N \). We set the constant \( a \) and \( b \) as 0.6 and 0.2. If \( a \) is fixed to 0.6, our results are insensitive to the interval when \( b \in [0.1, 0.3] \). With coherence matrix \( C^* \), each cell can automatically evolve into a more accurate and steady state. And the salient object can be more easily detected under the influence of neighbors.

#### 3.2.3 Synchronous Updating Rule

In Single-layer Cellular Automata, all cells update their states simultaneously according to the updating rule. Given an impact factor matrix and coherence matrix, the synchronous updating rule \( f: S^{NB} \rightarrow S \) is defined as follows:

\[
S^{t+1} = C^* \cdot S^t + (I - C^*) \cdot F^* \cdot S^t
\]  

where \( f \) is the identity matrix, \( C^* \) and \( F^* \) are coherence matrix and impact factor matrix respectively. The initial \( S^t \) when \( t = 0 \) is \( S^{bg} \) in Eqn 3, and the ultimate saliency map after \( N_t \) time steps (a time step is defined as one traversal iteration through all cells) is denoted as \( S^{N_t} \).
We propose the updating rule based on the intrinsic characteristics of most images. Firstly, superpixels belonging to the foreground usually share similar color features. Via exploiting the intrinsic relationship in the neighborhood, Single-layer Cellular Automata can enhance saliency consistency among similar regions and form a steady local environment. Secondly, there is a great difference between the object and its surrounding background in color space. Influenced by similar neighbors, a clear boundary will naturally emerge between the object and the background. We denote the background-based map optimized via Single-layer Cellular Automata as BSCA. Figure 2 shows that Single-layer Cellular Automata can uniformly highlight the foreground and suppress the background.

In addition, Single-layer Cellular Automata can effectively deal with the problem mentioned in Section 1. When salient superpixels are selected as the background seeds by mistake, they will automatically increase their saliency values under the influence of local environment. Figure 3 shows that when the object touches the image boundary, the results achieved by our algorithm are still satisfying.

3.2.4 Optimization of State-of-the-Arts

Due to the connectivity and compactness of the object, the salient part of an image will naturally emerge after evolution. Moreover, we surprisingly find out that even if the background-based map is poorly constructed, the salient object can still be precisely detected via Singly-layer Cellular Automata, as exemplified in Figure 4 (b). Therefore, we use several classic methods as the prior maps and refresh them according to the synchronous updating rule. The saliency maps achieved by different methods are taken as $S^t$ when $t = 0$ in Eqn 8. The optimized results via Single-layer Cellular Automata are shown in Figure 4. We can see that even though the original results are not satisfying, all of them are greatly improved to a similar accuracy level after evolution.

Figure 3. Saliency maps when objects touch the image boundaries. (a) Input images. (b) Saliency maps achieved by BSCA. (c) Ground truth.

Figure 4. Comparison of different methods and their optimized version after parallel evolutions. (a) The first and third row are input images. The second and fourth row are the ground truth. (b)-(e) The first and third row are the original results of different methods. From left to right: our background-based maps, saliency maps generated by FT [1], CA [13], IT [16]. The second and fourth row are their optimized results via Single-layer Cellular Automata.

That means our method is independent to prior maps and can make an effective optimization towards state-of-the-art methods.

4. Multi-layer Cellular Automata

Many innovative methods by far have been put forward to deal with saliency detection. And different methods have their own advantages and disadvantages. In order to take advantage of the superiority of each method, we propose an effective method to incorporate $M$ saliency maps generated by $M$ state-of-the-art methods, each of which serves as a layer of Cellular Automata.

In Multi-layer Cellular Automata (MCA), each cell represents a pixel and the number of all pixels in an image is denoted as $H$. The saliency values consist of the set of cells’ states. Different from the definition of neighborhood in Section 3.2, in Multi-layer Cellular Automata, pixels with the same coordinates in different maps are neighbors. That is, for any cell on a saliency map, it may have $M-1$ neighbors on other maps and we assume that all neighbors have the same influential power to determine the cell’s next state. The saliency value of pixel $i$ stands for its probability to be the foreground $F$, denoted as $P(i \in F) = S_i$, while $1 - S_i$ stands for its possibility to be the background $B$, denoted as $P(i \in B) = 1 - S_i$. We binarize each map with an adaptive threshold generated by OTSU [32]. The threshold is only related to the initial saliency map and remains the same all the time. The threshold of the $m$-th saliency map is denoted as $\gamma_m$.

If the pixel $i$ is measured as foreground after segmentation, it will be denoted as $\eta_i = +1$ and similarly, $\eta_i = -1$.
represents that it is binarized as background. That a pixel is measured or binarized as foreground doesn’t mean that it actually belongs to the foreground because the segmentation may not always be correct. If pixel $i$ belongs to the foreground, the probability that one of its neighboring pixel $j$ (with the same coordinates on another saliency map) is measured as foreground is $\lambda = P(\eta_j = +1 | i \in F)$. Correspondingly, the probability $\mu = P(\eta_j = -1 | i \in B)$ represents that the pixel $j$ is measured as $B$ under the condition that pixel $i$ belongs to the background. It is reasonable to assume that $\lambda$ is a constant and the same as $\mu$. Then the posterior probability $P(i \in F | \eta_j = +1)$ can be calculated as follows:

$$P(i \in F | \eta_j = +1) \propto P(i \in F)P(\eta_j = +1 | i \in F) = S_i \lambda$$

In order to get rid of the normalizing constant, we define the prior ratio $\Lambda(i \in F)$ as:

$$\Lambda(i \in F) = \frac{P(i \in F)}{P(i \in B)} = \frac{S_i}{1 - S_i}$$

and then the posterior ratio $\Lambda(i \in F | \eta_j = +1)$ turns into:

$$\Lambda(i \in F | \eta_j = +1) = \frac{P(i \in F | \eta_j = +1)}{P(i \in B | \eta_j = +1)} = \frac{S_i \lambda}{1 - S_i} \frac{1}{1 - \mu}$$

Notice that the first term is the prior ratio and it is easier to deal with the logarithm of $\Lambda$ because the changes in log-odds $l = \ln(\Lambda)$ will be additive. So we have:

$$l(i \in F | \eta_j = +1) = l(i \in F) + \ln\left(\frac{\lambda}{1 - \mu}\right)$$

In this paper, the prior and posterior ratio $\Lambda(i \in F)$ and $\Lambda(i \in F | \eta_j = +1)$ are also defined as:

$$\Lambda(i \in F) = \frac{S_i^t}{1 - S_i^t}, \quad \Lambda(i \in F | \eta_j = +1) = \frac{S_{i+1}^{t+1}}{1 - S_i^{t+1}}$$

where $S_i^t$ means the saliency value of pixel $i$ at time $t$. And we define the synchronous updating rule $f : S^{M-1} \rightarrow S$ as:

$$l(S_{m+1}^{t+1}) = l(S_m^t) + \sum_{k \neq m} S_k^t \cdot \text{sign}(S_k^t - \gamma_k \cdot 1) \cdot \ln\left(\frac{\lambda}{1 - \lambda}\right)$$

where $S_m^{t} = [S_{m1}^{t}, \ldots, S_{mH}^{t}]^T$ represents the saliency value of all cells on the $m$-th map at time $t$, and the matrix $\mathbf{1} = [1, 1, \ldots, 1]^T$ have $H$ elements. Intuitively, if a pixel observes that its neighbors are binarized as foreground, it ought to increase its saliency value. Therefore, Eqn 14 requires $\lambda > 0.5$ and then $\ln(\frac{1}{\lambda}) > 0$. In this paper, we empirically set $\ln(\frac{1}{\lambda}) = 0.15$. After $N_2$ time steps, the final integrated saliency map $S^{N_2}$ is calculated as:

$$S^{N_2} = \frac{1}{M} \sum_{m=1}^{M} S_m^{N_2}$$

In this paper, we use Multi-layer Cellular Automata to integrate saliency maps generated by HS [48], DSR [23], MR [49], wCO [52] and our algorithm BSCA. From Figure 5 we can clearly see that the detected object on the integrated map is uniformly highlighted and much more close to the ground truth.

5. Experimental Evaluation

We evaluate the proposed method on six standard datasets: ASD [1], MSRA-5000 [25], THUS [6], ECSSD [48], PASCAL-S [24] and DUT-OMRON [49]. ASD is the most widely used dataset and is relatively simple. MSRA-5000 contains more comprehensive images with complex background. THUS is the largest dataset which consists of 10000 images. ECSSD contains 1000 images with multiple objects of different sizes. Some of the images come from the challenging Berkeley-300 dataset. The PASCAL-S dataset ascends from the validation set of PASCAL VOC 2010 [12] segmentation challenge and contains 850 natural images surrounded by complex background. The last Dut-OMRON contains 5168 challenging images with pixelwise ground truth annotations.

We compare our algorithm with the most classic or the newest methods including IT98 [16], FT09 [1], CA10 [13], RC11 [8], XL13 [47], LR12 [36], HS13 [48], UFO13 [20], DSR13 [23], MR13 [49], wCO14 [52]. The results of different methods are provided by authors or achieved by running available codes or softwares. The code of our proposed algorithm can be found at our project site.
that saliency maps generated by MCA are almost the same as the ground truth. Several saliency maps are shown in Figure 8 for visual comparison of our method with other results.

5.3. Comparison with State-of-the-Art Methods

As is shown in Figure 7, our proposed method BSCA performs favorably against existing algorithms with higher precision and recall values on five different datasets. And it has a wider range of high F-measure compared to others. Furthermore, the fairly low MAEs displayed in Table 1 indicate the similarity between our saliency maps and the ground truth. Several saliency maps are shown in Figure 8 for visual comparison of our method with other results.

Improvement of the state-of-the-arts In Section 3.2.4, we conclude that results generated by different methods can be effectively optimized via Single Cellular Automata. PR curves in Figure 7 and MAEs in Table 1 compare various saliency methods and their optimized results on different datasets. Both PR curves and MAEs demonstrate that SCA can greatly improve any existing results to a similar performance level. Even though the original saliency maps are not satisfying, the optimized results are comparable to the state-of-the-arts.

Integration of the state-of-the-arts In Section 4, we propose a novel method to integrate several state-of-the-art methods with top performance. PR curves in Figure 7 strongly prove the effectiveness and robustness of Multi-layer Cellular Automata which outperforms all the existing methods on five datasets. And the F-measure curves of MCA in Figure 7 are fixed at high values which are insensitive to the selective thresholds. In addition, the mean absolute errors of Multi-layer Cellular Automata are always the lowest on different datasets as Table 1 displays. The fairly low mean absolute errors indicate that the integrated results are quite similar to the ground truth. We can observe from Figure 8 that saliency maps generated by MCA are almost the same as the ground truth.

5.4. Run Time

The algorithm BSCA takes on average 0.470s except the time for generating superpixels to process one image from ASD dataset via Matlab with a PC equipped with a i7-4790k 4.00 GHz CPU and 16GB RAM. The main algorithm SCA spends about 0.284s to process one image. Furthermore, Multi-layer Cellular Automata (MCA) only takes on average 0.043s to integrate different methods and can achieve a much better saliency map.

6. Conclusion

In this paper, we propose a novel bottom-up method to construct a background-based map, which takes both global color and spatial distance matrices into consideration. Based upon Cellular Automata, an intuitive updating mechanism is designed to exploit the intrinsic connectivity of salient objects through interactions with neighbors. This context-based propagation can improve any given state-of-the-art results to a similar level with higher ac-
Figure 7. PR curves and F-measure curves of different methods and their optimized version via Single-layer Cellular Automata (SCA). From top to bottom: MSRA, THUS, ECSSD, PASCAL-S and DUT-OMRON are tested.
Table 1. The MAEs of different methods and their optimized versions via Single-layer Cellular Automata. The original results of different methods are displayed in the row of ASD, MSRA, THUS, ECSSD, PASCAL-S and DUT-OMRON. The best two results are shown in red and blue respectively. And their optimized results are displayed in the row of ASD*, MSRA*, THUS*, ECSSD*, PASCAL-S* and DUT-OMRON*.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ASD</td>
<td>0.205</td>
<td>0.235</td>
<td>0.234</td>
<td>0.235</td>
<td>0.137</td>
<td>0.185</td>
<td>0.115</td>
<td>0.110</td>
<td>0.086</td>
<td>0.039</td>
</tr>
<tr>
<td>ASD*</td>
<td>0.083</td>
<td>0.098</td>
<td>0.093</td>
<td>0.084</td>
<td>0.082</td>
<td>0.083</td>
<td>0.073</td>
<td>0.073</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MSRA</td>
<td>0.230</td>
<td>0.249</td>
<td>0.250</td>
<td>0.263</td>
<td>0.184</td>
<td>0.221</td>
<td>0.162</td>
<td>0.146</td>
<td>0.131</td>
<td>0.078</td>
</tr>
<tr>
<td>MSRA*</td>
<td>0.132</td>
<td>0.137</td>
<td>0.134</td>
<td>0.130</td>
<td>0.127</td>
<td>0.128</td>
<td>0.121</td>
<td>0.118</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>THUS</td>
<td>0.255</td>
<td>0.241</td>
<td>0.237</td>
<td>0.252</td>
<td>0.164</td>
<td>0.224</td>
<td>0.149</td>
<td>0.147</td>
<td>0.125</td>
<td>0.076</td>
</tr>
<tr>
<td>THUS*</td>
<td>0.128</td>
<td>0.125</td>
<td>0.129</td>
<td>0.125</td>
<td>0.121</td>
<td>0.126</td>
<td>0.117</td>
<td>0.116</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ECSSD</td>
<td>0.272</td>
<td>0.291</td>
<td>0.310</td>
<td>0.302</td>
<td>0.259</td>
<td>0.276</td>
<td>0.228</td>
<td>0.205</td>
<td>0.183</td>
<td>0.134</td>
</tr>
<tr>
<td>ECSSD*</td>
<td>0.188</td>
<td>0.186</td>
<td>0.186</td>
<td>0.182</td>
<td>0.181</td>
<td>0.183</td>
<td>0.179</td>
<td>0.180</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PASCAL-S</td>
<td>0.288</td>
<td>0.298</td>
<td>0.302</td>
<td>0.314</td>
<td>0.289</td>
<td>0.288</td>
<td>0.264</td>
<td>0.233</td>
<td>0.225</td>
<td>0.180</td>
</tr>
<tr>
<td>PASCAL-S*</td>
<td>0.227</td>
<td>0.225</td>
<td>0.225</td>
<td>0.220</td>
<td>0.226</td>
<td>0.223</td>
<td>0.220</td>
<td>0.215</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DUT-OMRON</td>
<td>0.217</td>
<td>0.256</td>
<td>0.255</td>
<td>0.294</td>
<td>0.282</td>
<td>0.264</td>
<td>0.233</td>
<td>0.180</td>
<td>0.196</td>
<td>0.138</td>
</tr>
<tr>
<td>DUT-OMRON*</td>
<td>0.180</td>
<td>0.186</td>
<td>0.189</td>
<td>0.184</td>
<td>0.194</td>
<td>0.185</td>
<td>0.181</td>
<td>0.180</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 8. Comparison of saliency maps on different datasets. BSCA: The background-based maps optimized by Single-layer Cellular Automata. MCA: The integrated saliency maps via Multi-layer Cellular Automata. GT: Ground Truth.

Accuracy. Furthermore, we propose an integration method named Multi-layer Cellular Automata within the Bayesian inference framework. It can take advantage of the superiorities of different state-of-the-art saliency maps and incorporate them into a more discriminative saliency map with higher precision and recall. Experimental results demonstrate that the superior performance of our algorithms compared to other existing methods.
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