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Abstract

Digital micrographs and play a crucial role in today’s biomedical research. Due to progresses in experiment standardization and automation large sets of digital microscopy images, so called micrographs are recorded and stored to databases. The subsequent analysis of the large number of digital images needs the image information to be transformed into quantitative data, which can be processed by statistical methods and datamining. This article summarizes applications of optical microscopy in biomedical research and describes the individual characteristics in micrograph segmentation and classification. An overview on past works based on image processing and artificial neural networks is given and the problem of segmentation evaluation. It concludes with recommendations for future works.
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Introduction

In the past decade, quantitative biomedical research on the molecular level has been extended from in-vivo studies to studies on living cells and tissue [1]. Due to advances in preparation techniques and design of antibody markers, the identification of molecules by selective visualization has improved, now enabling quantitative studies on a large scale. This has caused a new perspective on optical microscopy as a tool for quantitative studies and started a renaissance in this field [2][3][4]. Through the application of modern robotics and personal computers these visualization advances have been followed by additional ones in experiment automation and protocol standardization. Thus, the visualization-based molecular identification can now be applied for many specimens and makers on a large scale, i.e. for a large number of specimens with constant quality, which is frequently called high-throughput screening (HTS). In addition, advanced staining techniques and multiband imaging allow simultaneous visualization of macromolecules and compartments in the cells (e.g. [5][6][7]). In multimodal imaging approaches, different imaging techniques are merged to link additional structural information to the cellular parameters [8].

In this paper we summarize all the above approaches that are based applying microscopy with different parameters and/or in combination with different imaging techniques as multiparameter imaging approaches. In general, multiparameter imaging approaches are applied to cell samples from different specimens, in certain stress conditions, or with different pharmaceutical treatment to get comprehensive descriptions of spatial and temporal molecular dynamics in the cell [1]. Today we observe a growing world-wide attention to biological cells as complex functional units that act in networks and the call for new multidisciplinary approaches for modeling and understanding cells and cellular networks, employing biology, biophysics and mathematics [9]. This development is fostered by the fact, that in pharmaceutical research the number of target structures, proposed by non-microscopy based, HTS approaches like microarrays and gels grows rapidly. Those need to be evaluated, e.g. in context of toxicology. Thus, microscopy based studies on the molecular level of living cells, are appreciated to be of substantial value. The basic aspect of optical microscopy approaches in biomedicine is that the information about spatial correlations between the mapped channels is preserved, a feature not owned by methods like e.g. gel-electrophoresis or microarrays. In parallel, the simultaneous local measurement of different cellular parameters shall culminate in the development of integrated models of cell functions. The simulation and the graphical display of such models in virtual cells are corner stones in the rapid evolving field of systems biology [10]. Without a doubt, model evaluation and verification strongly depends on the comprehensive analysis of large sets of microscopy images. These interests in multiparameter imaging on the cellular level results in a demand for algorithms for the (semi-)automatic analysis of digital microscopy data, so called micrographs.

In HTS studies, the micrographs are stored in a database and are to be analyzed by (a) direct manual exploration (generally by visual inspection) and/or (b) statistical analysis, resp. datamining. To perform (b), quantitative data has to be extracted from the images. To this end, it is inevitable to perform image segmentation interactively or full automatically. Because large sets of micrographs are to be evaluated, an automation of the segmentation step to some extend is necessary to care for the reproducibility of results, barring the problem of heavy work load for expensive human experts. Since the segmentation of digital micrographs can thus be ranked as being substantial for microscopy approaches in the fields from pharmacy to molecular biology, this survey
summarizes the fundamental problems in micrograph segmentation and gives an overview on the past works. It discusses the problem of system evaluation and concludes with some recommendations regarding about the future of this field.

**Segmentation of micrographs: fundamental problems**

The segmentation task in micrographs is described as a pixel labeling problem. Each image pixel has to be assigned to a class label \( L(x,y) \). In the most simple application, the entire content of the image is classified to contain a biologically significant structure or not, i.e. the entire image is labeled by 1 (“contains object”) or 0 (“otherwise”). In the majority of complex applications, biological objects have to be separated from the background and from each other:

\[
L(x,y) = \begin{cases} 
0, & \text{if} \ (x,y) \ \text{belongs to background} \\
i, & \text{if} \ (x,y) \ \text{is covered by object } i \ (i=1,\ldots,n).
\end{cases}
\]

Note, that the label \( L(x,y) \) can be

- the object class \( (0 = \text{background}, 1 = \text{covered by cell}) \),
- the index of different objects from the same class (which is for example the case, if the positions and bodies of objects from one class in the image is the basic biological quantitative parameter in the image),
- the index of different objects from different classes (if for example two different kinds of cells have to be identified). In this case the class is subsequently assigned by a classifier or by expert user interaction.

The labeling of micrograph pixels is hampered by several problems, some are specific to this particular image domain [11][12]. At least one of the following problems has to be accomplished:

- inhomogeneous illumination across the visual field
- occlusion of objects
- considerable variation of object shape and/or size and/or orientation
- considerable variation of the signal intensity of objects from the same class, caused for example by inconsistent staining

Nevertheless, even if these problems have special characteristics in the domain of biomedical imaging, they have been observed in related occurrence and discussed in the computer vision community as fundamental problems. In industrial computer vision applications, these can be compensated by employing certain heuristics (about size, shape and color of the objects) or by tuning the imaging framework (the light sources, for instance), that the images are of constant quality.

In optical microscopy, the problems are often more difficult to solve, because much less heuristics can be made about the signal intensities or object shapes. This feature separates the field of microbiological imaging from most of the classic fields of medical imaging, where a priori knowledge about anatomical structures can be used to improve segmentation and visualization of macrobiological structures. Also the imaging framework itself can be standardized only to a limited extend, because the visualization of microbiological structures is a field of permanent progress.

Consequently the task of automatic micrograph segmentation is generally ranked as such a demanding one, that even the development of interactive systems that support the human experts in the manual classification or segmentation of images are considered to be of substantial help (see for example [13][14][15][16]).

**Image processing approaches**

Most of the work in biomedical image analysis is concerned with the segmentation and visualization of macrobiological structures, like tissue, organs and bones for example. Comprehensive overviews of this field are regularly published and discussed as in [17][18][19]. Compared to this, approaches for the analysis of digital micrographs from microbiological domains are less published. One reason for this is the large diversity in the image domains of microbiological studies, which is rooted in the complexity of cell functions, resulting from the overwhelming diversity of expressed molecules and their relationships. Also the publications are so wide-spread in literature, i.e. through the fields of microscopy, biomedical engineering, biomedical imaging, bioinformatics and pattern recognition that it is impossible to get a comprehensive overview about the works in this field. Altogether, microbiological signal processing has not made its way into a standard diagnostic practice like “classic” medical imaging that usually considers imaging sonography-, radiology- or magnet resonance imaging-based imaging applied to macrobiological structures. So the interests, efforts and funding into the developments of evaluation software for micrographs is still small compared to the above listed “classic” medical imaging domains.

One large fraction of algorithms for a micrograph segmentation can be summarized as model-based approaches. A large subset of those are based on circle or ellipsoid detection objective Hough-transforms [20][21]. Hough-transforms are based on the assumption that the shape of the target objects has a limited number of descriptive parameters (for example radius, orientation). The problem in applying the Hough transform is that (a) the object shapes and sizes show such variation, that an efficient post-processing of any Hough-accumulator appears to be infeasible, (b) an edge map of high quality needs to be computed in advance and (c) the
shape model of the objects is hard to define. For the same reason, wave-propagation algorithms \cite{22} seem not applicable to many micrograph segmentation problems. Recently, some works have been published to learn hough transform parameters for arbitrary shapes from a set of labeled data \cite{23}. This interesting approach contains some work load, because the algorithms have to be provided with some hand labeled data set.

Another model-based approach for grouping image primitives of convex objects is presented in \cite{24}. Step edges, roof edges and concave corners are detected by pre-processing and a set of initial hypotheses for convex groups is formulated. The search space of hypotheses is explored for such groups using dynamic programming and minimization of a cost function. The main disadvantage of this method is that again certain assumptions on the cell shape have to be made. For example, a concave corner in the image is strictly interpreted as an indication for a gap between two adjacent cells where the two convex shapes of the two cells meet. Therefore, small local concave distortions in the cell shape lead to undesired grouping results of segmenting one cell with a small concavity into two convex groups because all cells are assumed to be of full convex shape.

Another class of algorithms perform segmentation by combining morphological operators and grey value thresholding as proposed in the works by \cite{26} \cite{27} \cite{28} \cite{28}. A grey value threshold is often found by the automated analysis of the grey value histogram. After the image is binarized, morphological operators are applied for closing gaps in the object or to separate two objects which stick together. In these approaches, the model is not explicitly described in geometrical terms but implicitly in the sequence of morphological operators applied. For an efficient application of these methods, the target objects are not clumped together to dense clusters. Hence, these methods are not applicable to in-vivo or in-situ imaging approaches.

Another group of algorithms are so called flooding schemes. In these works, a grey valued micrograph is regarded as mountains and valleys of grey values. Starting at the lowest valleys, the landscape is flooded and two lakes merge if they reach a common ridge, i.e. the edge of an object. These algorithms were successfully applied to the segmentation of electrophoresis gel images \cite{29} and tissue segmentation \cite{30}. A crucial parameter is the minimum ridge height at which a merging is accepted as a boundary of an object. This would be difficult to set for example in fluorescence micrographs because of the non-homogenous fluorescence signals across the cell.

Since the segmentation of micrographs is such a challenging task, that needs expert knowledge for tuning and optimizing, the question needs to be addressed how to incorporate the expert knowledge in the algorithm. As also pointed out in \cite{31}, the increase of automatically generated data of constant quality in biomedicine is overshadowed by a strong limitation of experts that could evaluate the data, using their experience, and thus contribute to tuning the algorithms. This motivates application of learning based methods from the field of artificial neural networks.

In the past 20 years artificial neural networks (ANN) and machine learning (ML) have made their way from fundamental research to applicative engineering and they provide a well-suited framework for incorporating primary expert knowledge into the adaptation of algorithms. Nevertheless, in the field of micrograph analysis, image processing algorithms based on ANNs are still exceptional. In \cite{32} a multi-layer perceptor (MLP) is used for the detection of cells encapsulated in a semipermeable and immunoprotective polymer. In \cite{33} a system for the pre-selection of immunolabeled neurons is proposed. Even if the segmentation process in this work does not utilize an ANN, it is listed here because it incorporates a trainable classifier in a subsequent classification step.

One reason for this low number of published works about ANNs in microbiological image processing might be an animosity of the users in this application field concerning the black box character of ANNs. Which is on second thought unlikely, because in the field of single cell image classification, successful applications of ANNs are reported regularly \cite{32} \cite{34} \cite{35} \cite{36} \cite{37}.

For the automatic segmentation of micrographs by ANNs the segmentation problem is transformed into a strict classification set-up. The classifier is provided by a training set \( T = \{ (x, y) \} \) of input features \( x \) and output values \( y \). In a direct transformation, \( y \) is the pixel label \( i \) and the input \( x \) is a pixel value or a collection ones across a pixel neighborhood and the trained classifier realizes the labeling function \( L(x) \). If an adaptation of the system to changing experimental parameters is necessary a new training set has to be provided.

In recent years, kernel based methods have been object of much research effort and gained remarkable popularity in the field supervised ML. The most prominent algorithm among these is the support vector machine (SVM) proposed by V.Vapnik \cite{38} for binary classification. Nevertheless, SVMs have not been considered in the context of micrograph segmentation, since in the field of biomedical informatics, MLPs are still the most widely used supervised-learning architecture \cite{39} and is reported to reach performances comparable to the SVM. Another reason might be the fact, that SVMs have a problem with output value normalization in case of unbalanced training sets, which is usually the case in object classification problems, where a restricted class of positive cases has to be distinguished from a much larger class of negative cases.

In the application and evaluation of machine learning based approaches one needs to be supplied with the training set mentioned above, which often constrained by the limited time of human experts and the problem of error-prone hand labeling. Moreover, one has to define a cost function to assess the classification, i.e. segmentation accuracy, as a prerequisite to automatic parameter optimization.
System evaluation and benchmark problems

As well as for analyzing the evaluation performance of human experts, as for inventing and optimizing an efficient image processing system in biomedicine, the accuracy of an evaluation has to be defined, with respect to specific needs. So the first question is, how to define the index for the accuracy. In the literature many index terms like sensitivity, specificity, efficiency, accuracy, utility, value, worth, effectiveness, usefulness, positive/negative predictive value and likelihood ratio, to mention the most frequent, are listed. Those are based on the comparison of some evaluation with a referential correct evaluation, the gold standard. To this end, complementary pairs of terms (for example sensitivity against specificity) are plotted as so called Receiver-Operator-Characteristics (ROC). ROC are based on statistical decision theory and were introduced in the 1950's in the context of electronic signal detection and interpretation problems with radar [40]. Later, the ROC were applied also to medical imaging [41][42] and pap smear analysis [43]. The calculation of ROC for accuracy measurement is so widely used within the field of biomedical engineering, that its application has become a world wide standard. As it was also stated earlier in [44], the fields of Biomedical Imaging and Medical Informatics have both undergone a rapid growth in the past, but lacked a certain kind of discussion in between. In fact, this is changing right now, and ROC measurements have been applied to analyze the classification performance notably (see for example [45]). For a review on ROC the reader may refer to [46][47]. The evaluation and discussion of new approaches is often based on the application on benchmark datasets. A comprehensive collection of such sets can be found at the Computer Vision Homepage1. Most of these image data sets are recorded in an experimental set-up, showing faces and toys. A limited number of data sets show synthetical data for example to study texture, motion. In the field of biomedical image processing, benchmark data sets concentrate on macrobiological structures like mammorams2, gastrointestinal video endoscopy3 and magnet resonance imaging (MRI)4. The lack microbiological images is caused by several reasons: First, the imaging apparatus are not integrated standardized products like in the macrobiological domain. Thus, it is truly awkward to find one representative data set. Second, the biomedical researchers in this field can share their micrographs easily with others because of competition and proprietary rights problems. Above all the last one, if the images content is settled in the field of drug discovery. Additionally, the dataset must be labeled with a ground truth i.e. a numerical expression of the correct evaluation result. For example, in case of a segmentation task, this would consist of a label image. In case of an object detection task, it would be a list of correct referential object positions. In the common case, such a ground truth is not available and must be simulated by a manual data evaluation by a human expert. But it is a well known fact, that in biomedical imaging, such human evaluations are expensive and error-prone [13][32][48][49][50][51]. The processing of synthetical micrographs (or phantom images) may be a promising loophole.

Future trends

The field of micrograph processing is characterized by typical problems, which are (i) the diversity in imaging approaches, (ii) the frequent lack of a priori knowledge about the image content, (iii) the lack for common evaluation frameworks or benchmark problems and (iv) a large number of scientific disciplines involved. (i)-(iii) separates the problem of microbiological image processing from most of the works reported in the field of medical imaging. It seems apparent, that substantial progress in this field would be accelerated, if researchers of this field would build a community that formulates fundamental problems across single particular applications and propose terms for system performance and accuracy. This, together with an increased exchange of experience and (probably more important) data is considered to be the best framework for future progress in this field.
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