Dynamic output feedback control for a class of switched delay systems under asynchronous switching
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Abstract
In this paper, the problem of output feedback stabilization is considered for a class of switched delay systems under asynchronous switching. When the switching signal of the switched controller involves delay, by constructing a novel Lyapunov functional which is allowed to increase during the running time of active subsystems with the mismatched controller, sufficient conditions for exponential stability are developed for a class of switching signals based on the average dwell time method. Moreover the stabilizing output feedback controllers are designed. Finally, an example is given to demonstrate the feasibility and effectiveness of the proposed design techniques.
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1. Introduction

Switching systems, as a class of hybrid dynamical systems, consist of a set of time-varying subsystems and a switching signal that orchestrates the switching between them. Such control systems appear in many applications, such as communication networks, flight and air traffic control and robot manipulators [6,15,3]. Therefore switched systems have drawn considerable attention in recent years [1,7,8,19,21,27,31,32]. As is well known, time-delay phenomenon is very common in practical engineering control and is frequently a source of instability and performance deterioration [4,5,16]. At present, there has been increasing interest in switched delay systems [2,12,13,18,20].

On the other hand, in the ideal case, the switching of the controllers coincides exactly with that of corresponding subsystems, that is to say, the controllers are switched synchronously with the subsystems. In actual operation, however, since it takes time to identify the active subsystem and apply the matched controller, the switching time of controllers may lag behind that of practical subsystems, which results in asynchronous switching between the controllers and system modes. Therefore, it is significant to study the problem of asynchronous switching and some valuable results have been obtained [17,23,24,26]. In [28], the asynchronously switched control problem for a class of switched linear systems with average dwell time was investigated. [30] studied the problems of stability, $L_2$-gain and asynchronous $H_\infty$ control for a class of discrete-time switched systems. The robust control problem for uncertain switched delay systems under asynchronous
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switching was considered in [24]. However, the references mentioned above did not consider the dynamic output feedback control. In practical applications, the system states may be not measured due to some reasons, therefore they cannot be used for feedback control. Therefore it is very significant to design the dynamic output feedback control for this case. To the best of our knowledge, no attention has been paid to the asynchronously switched control problem of switched delay systems via dynamic output feedback controllers.

In this paper, we study the dynamic output feedback stabilization problem for a class of switched delay systems under asynchronous switching. Through constructing a piecewise Lyapunov functional which can be allowed to increase during the running time of the active subsystem with the mismatched controller, based on the average dwell time method, a solution for dynamic output feedback controllers are derived in terms of LMIs such that the resulting closed-loop system is exponentially stable. The main contributions of the paper are as follows: First, the dynamic output feedback controllers are designed while existing work, the state feedback controller design problem was considered. Second, both the delayed state and the delayed switching signal are considered. Since this two kind of delays lie in two different types of sets, how to deal with the case, where the state delays and switching delays coexist is a challenging issue.

The paper is organized as follows. In section 2, preliminaries and problem formulation are introduced. Section 3 gives the sufficient conditions of exponential stability and the controller design algorithm of the system. It is the main result of this paper. In Section 4, an example is given to illustrate the effectiveness of the proposed approach. The conclusions are summarized in Section 5.

Notations: Throughout this paper, $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space, $P > 0$ means that $P$ is a positive definite, $\lambda_{\text{max}}(P)$ and $\lambda_{\text{min}}(P)$ denote the maximum and minimum eigenvalues of $P$, $I$ is the identity matrix with appropriate dimensions, $\|\cdot\|$ denotes Euclidean vector norm, $*$ denotes the symmetric block in one symmetric matrix, $\text{diag}\{\ldots\}$ stands for a block-diagonal matrix.

2. Preliminaries and problem formulation

Consider a class of switched delay systems of the form

$$
\dot{x}(t) = A_{\sigma(t)}x(t) + B_{\sigma(t)}u(t) + E_{\sigma(t)}x(t - h),
$$

$$
x(\theta) = \psi(\theta), \theta \in [-h, 0],
$$

$$
y(t) = C_{\sigma(t)}x(t),
$$

where $x \in \mathbb{R}^n$ is the state, $u \in \mathbb{R}^m$ is the control input, $y \in \mathbb{R}^p$ is the measurement output, $\sigma(t) : [0, +\infty) \to M = \{1, 2, \ldots, m\}$ is the switching signal. Specifically, denote $\sigma(t) : \{(t_0, \sigma(t_0)), \ldots, (t_k, \sigma(t_k)), \ldots, |k = 0, 1, 2, \ldots\}$, where $t_0$ is the initial switching instant, and $t_k$ is the $k$th switching instant. $A_\sigma, B_\sigma, C_\sigma, E_\sigma$ are constant matrices with appropriate dimensions, $\psi(\theta)$ is a differentiable vector-valued initial function on $[-h, 0]$, $h > 0$ denotes the state delay. If delay $h$ is neglected, system (1) will reduce the model presented in [10].

When the controllers are switched synchronously with the subsystems, the dynamic output feedback controllers are formed as

$$
\dot{\varsigma}(t) = G_{\sigma(t)}\varsigma(t) + L_{\sigma(t)}y(t),
$$

$$
u(t) = K_{\sigma(t)}\varsigma(t),
$$

where $\varsigma$ is the state of the controllers, $G_\sigma, L_\sigma, K_\sigma$ are constant matrices.

However, in practical engineering, since it takes time to identify the active subsystem and apply the matched controller, the switching time of controllers may lag behind that of practical subsystems, which results in asynchronous switching between the controllers and system modes. Thus, we need to take the switching delay into account.

Remark 1. Because we may not know the initial mode and the subsequent modes of the system in advance, the switchings of the controllers may not coincide exactly with those of system modes. If a wrong controller is used over a specified amount of time, the solution to the system might escape to infinity before a correct controller is switched into action [25].

We now consider the dynamic output feedback controllers of the following form:

$$
\dot{\varsigma}(t) = G_{\sigma(t)}\varsigma(t) + L_{\sigma(t)}y(t),
$$

$$
u(t) = K_{\sigma(t - \tau_d)}\varsigma(t),
$$

where $\tau_d$ is the delay of switched controllers to system modes.

The following definitions will be used in the sequel.

Definition 1 [13]. The equilibrium $x^* = 0$ of system (1) is said to be exponentially stable under $\sigma(t)$ if the solution $x(t)$ of system (1) satisfies

$$
\|x(t)\| \leq k\|x(t_0)\|e^{-\lambda(t-t_0)}, \quad \forall t \geq t_0,
$$

for constants $k \geq 1$ and $\lambda > 0$. 

**Definition 2** ([11,7]). For switching signal $\sigma$ and any $t \geq t_0 > 0$, let $N_\sigma(t_0, t)$ denote the number of switching of $\sigma$ over the time interval $(t_0, t)$. If

$$N_\sigma(t_0, t) \leq N_0 + \frac{t - t_0}{\tau_0},$$

holds for $N_0 > 0$, $\tau_0 > 0$, then $\tau_0$ is called the “average dwell-time” and $N_0$ is the chatter bound. As commonly used in the literature, for convenience, we choose $N_0 = 0$ in this paper.

**3. Main results**

In this section, we will give stability analysis, synthesis conditions and a design algorithm.

**3.1. Stability analysis**

Applying the dynamic output feedback controllers (3) to system (1), we have the closed-loop system

$$\dot{x}(t) = \overline{A}_\sigma(t)x(t) + E_\sigma(t)x(t - h)$$

(5)

where

$$x = \begin{bmatrix} x \\ \zeta \end{bmatrix}, \quad \overline{A}_\sigma(t) = \begin{bmatrix} A_\sigma & B_\sigma K_{\sigma(t-\tau_d)} \\ L_\sigma C_\sigma & G_\sigma \end{bmatrix}, \quad E_\sigma(t) = \begin{bmatrix} E_\sigma(t) \\ 0 \\ 0 \end{bmatrix}. $$

The following result presents a sufficient condition of exponentially stability for system (5).

**Theorem 1.** For given positive constants $\alpha$ and $\beta$, if there exist matrices $P_i > 0$, $Q_i > 0$, $\forall i \in M$ such that

$$\Sigma_i = \begin{bmatrix} \overline{A}_i^TP_i + P_i\overline{A}_i^* + Q_i + \alpha P_i \\ * & -e^{-\alpha}Q_i \end{bmatrix} < 0,$$

$$\Pi_i = \begin{bmatrix} \overline{A}_i^TP_i + P_i\overline{A}_i^* + Q_i - \beta P_i \\ * & -e^{-\beta}Q_i \end{bmatrix} < 0,$$

then dynamic output feedback controllers (3) make system (5) exponentially stable under asynchronous switching for any switching signal satisfying average dwell time

$$\tau_d \geq \tau^*_a = \frac{\ln\mu + (\alpha + \beta)\tau_d}{\alpha},$$

(8)

where $\mu \geq 1$ satisfies

$$P_i \leq \mu P_j, \quad Q_i \leq \mu Q_j, \quad \forall i, j \in M.$$  

(9)

**Proof.** Due to the switching delay, the $j$th subsystem has been switched to the $i$th subsystem, and the controller $K_j$ is still active for $\tau_d$. Thus, we have

$$\dot{x}(t) = \begin{cases} \overline{A}_i x(t) + E_i x(t - h), & \forall t \in [t_i, t_i + \tau_d); \\ \overline{A}_i x(t) + E_i x(t - h), & \forall t \in [t_i + \tau_d, t_{i+1}). \end{cases}$$

(10)

where

$$\overline{A}_i = \begin{bmatrix} A_i & B_i K_j \\ L_i C_i & G_i \end{bmatrix}, \quad \overline{A}_i = \begin{bmatrix} A_i & B_i K_j \\ L_i C_i & G_i \end{bmatrix}. $$

When $\forall t \in [t_k + \tau_d, t_{k+1})$, the Lyapunov functional candidate

$$V_{\sigma}(t) = \dot{x}^T(t)P_\sigma \dot{x}(t) + \int_{t-h}^{t} \dot{x}^T(s)e^{a(s-t)}Q_\sigma \dot{x}(s)ds,$$

(11)

where $P_\sigma$, $Q_\sigma$ are positive definite matrices satisfying (6), (7) and (9).

Along the trajectory of (10) we have

$$\dot{V}_{ij} + \alpha V_{ij} = \dot{x}^T(t)P_i \dot{x}(t) + \int_{t-h}^{t} \dot{x}^T(s)e^{a(s-t)}Q_i \dot{x}(s)ds,$$

where

$$\dot{V}_{ij} = [\dot{x}^T(t) \quad \dot{x}^T(t - h)]^T.$$
From (6), we can get
\[ V_{11} + 2V_{11} \leq 0. \]  
(12)

When \( \forall t \in [t_k, t_k + \tau_d) \), the Lyapunov functional candidate
\[ V_{21}(t) = \bar{x}^T(t)P_0\bar{x}(t) + \int_{t-h}^{t} \bar{x}^T(s)e^{\theta(t-s)}Q_0\bar{x}(s)ds, \]  
(13)

where \( P_0, Q_0 \) are positive definite matrices satisfying (6), (7) and (9).

Along the trajectory of (10), we have
\[ V_{21} - \beta V_{21} = \bar{x}^T(t)[P_0\bar{x}(t) + \bar{x}^T(t)P_0\bar{x}(t) + 2\bar{x}^T(t)P_1\bar{x}(t - h) - \bar{x}^T(t - h)e^{\theta h}Q_0\bar{x}(t - h) \leq \bar{\xi}^T(t)\Pi_1\bar{\xi}(t). \]  
From (7), we can get
\[ V_{21} - \beta V_{21} \leq 0. \]  
(14)

Obviously
\[ \int_{t-h}^{t} \bar{x}^T(s)e^{\theta(t-s)}Q_0\bar{x}(s)ds \leq \int_{t-h}^{t} \bar{x}^T(s)Q_0\bar{x}(s)ds \leq \int_{t-h}^{t} \bar{x}^T(s)e^{\theta(t-s)}Q_0\bar{x}(s)ds, \]  
(15)

Thus, combining (11), (13) and (15), it holds that
\[ V_{11}(t) \leq V_{21}(t). \]  
(16)

Considering the whole interval \([t_0, t]\), the Lyapunov functional candidate is the combination of (11) and (13)
\[ V(t) = \begin{cases} V_{11}(t), & t \in [t_k + \tau_d, t_{k+1}), \quad k = 0, 1, 2, \ldots; \\ V_{21}(t), & t \in [t_k, t_k + \tau_d), \quad k = 0, 1, 2, \ldots \end{cases} \]  
(17)

For \( t \in [t_k + \tau_d, t_{k+1}) \), integrating both sides of (12) from \( t_k + \tau_d \) to \( t \), and combining (4), (9) and (16), we have
\[
V(t) \leq e^{-\eta\tau_d}V_{21}(t^+_k) 
\leq e^{-\eta\tau_d}V_{11}(t^+_k) 
\leq \mu e^{-\eta\tau_d}V_{21}(t^+_k) 
\leq \ldots 
\leq \mu^k e^{k\eta\tau_d}V_{21}(t^+_k) 
\leq e^{(\tau_d + \eta)k}V_{11}(t^+_k) \]  
(18)

Similarly, for \( t \in [t_k, t_k + \tau_d) \), we obtain
\[
V(t) \leq e^{\theta(t - t_k) - \eta\tau_d}V_{21}(t^+_k) 
\leq \mu e^{\theta(t - t_k) - \eta\tau_d}V_{11}(t^+_k) 
\leq \mu e^{\eta\tau_d}e^{-\eta\tau_d}V_{11}((t_k + \tau_d)^-) 
\leq \ldots 
\leq \mu^k e^{k\eta\tau_d}V_{21}(t^+_k) 
\leq e^{(\tau_d + \eta)k}V_{11}(t^+_k) \]  
(19)

Notice (11) and (13), it obviously holds that
\[
\alpha\|\bar{x}(t)\|^2 \leq V_{11}(t) \leq \beta\|\bar{x}(t)\|^2, \quad t \in [t_k + \tau_d, t_{k+1}); 
\alpha\|\bar{x}(t)\|^2 \leq V_{21}(t) \leq \beta\|\bar{x}(t)\|^2, \quad t \in [t_k, t_k + \tau_d), 
\]  
(20)

where
\[
\alpha = \min_{\forall \mu \in M}\{\lambda_{\min}(P_{1})\}, \quad \beta = \max\{b_1, b_2\},
\]  
where
\[
b_1 = \max_{\forall \mu \in M}\{\lambda_{\max}(P_{1})\} + h\max_{\forall \mu \in M}\{\lambda_{\max}(Q_{i})\},
\]  
\[
b_2 = \max_{\forall \mu \in M}\{\lambda_{\max}(P_{1})\} + h\max_{\forall \mu \in M}\{\lambda_{\max}(Q_{i})\}.
\]
Then, applying (18)–(20) yields
\[ \|x(t)\| \leq \sqrt{b} \left( e^{-\frac{a}{2} t} e^{-\frac{b}{2} (t-t_k)} \right\| x(t_0)\|}, \quad \forall t \in [t_k, t_{k+1}). \] (21)

From (8), system (5) is exponentially stable. \( \square \)

**Remark 2.** Although the Lyapunov functional constructed in Theorem 1 is allowed to increase both at the switching instants \( t_k \) and during the running time of active subsystems with the mismatched controllers \( [t_k, t_k + \tau_d) \), by restricting the lower bound of the average dwell time, the Lyapunov functional is decreasing as a whole and hereby the system stability is guaranteed.

**Remark 3.** Theorem 1 provides a sufficient condition for exponential stability of system (1) (or for system (5) under control law (3)). However, inequalities (6) and (7) are not in the form of LMIs if the controller gains are to be determined. We will give LMIs conditions for determining the controller gains in the next subsection.

### 3.2. Synthesis conditions

This section will give some LMIs conditions for the controller design.

**Theorem 2.** Given positive numbers \( \alpha, \beta \) and \( \gamma \), if there exist symmetric matrices \( X_i, Y_i, T_i, Z_i \) and matrices \( A_i, B_i, C_i, \hat{A}_{ij} (\forall i, j \in M) \) such that the following matrix inequalities
\[
\begin{align*}
\begin{bmatrix}
X_i & I \\
Y_i & 0
\end{bmatrix} & > 0, \quad (22) \\
\begin{bmatrix}
\Xi & A_i + \hat{A}_i + \gamma X_i + \alpha I & E_i & 0 & X_i \\
\hline
\Omega & + \alpha Y_i & Y_i E_i & 0 & 0 \\
* & + & -e^{-\alpha T_i} & 0 & 0 \\
* & + & + & -e^{-\gamma T_i} & 0 \\
* & + & + & + & -\gamma^{-1} I
\end{bmatrix} & < 0, \quad (23) \\
\begin{bmatrix}
\Xi_i & A_i + \hat{A}_i + \gamma X_i - \beta I & E_i & 0 & X_i \\
\hline
\Omega_i & - \beta Y_i & Y_i E_i & 0 & 0 \\
* & + & -e^{\beta T_i} & 0 & 0 \\
* & + & + & -e^{\gamma T_i} & 0 \\
* & + & + & + & -\gamma^{-1} I
\end{bmatrix} & < 0, \quad (24)
\end{align*}
\]

hold, where
\[
\begin{align*}
\Xi & = A_i X_i + X_i A_i^T + B_i C_i + \hat{C}_i B_i^T + \alpha X_i + Z_i, \\
\Omega & = Y_i A_i + \hat{B}_i C_i + A_i^T Y_i + \hat{C}_i B_i^T + \gamma I, \\
\Xi_{ij} & = A_i X_i + X_i A_i^T + B_i \hat{C}_j + \hat{C}_j B_i^T - \beta X_i + Z_j.
\end{align*}
\]

then dynamic output feedback controllers (3) make the resulting switched system exponentially stable under asynchronous switching corresponding to any switching signal with average dwell time \( \tau_d \) satisfying (8) and the controller parameters are given by
\[
\begin{align*}
K_i & = \hat{C}_i (M_i^T)^{-1}, \\
L_i & = N_i^{-1} \hat{B}_i, \\
G_i & = N_i^{-1} (\hat{A}_i - Y_i A_i X_i - N_i \hat{L}_i C_i X_i - Y_i B_i K_i M_i^T) (M_i^T)^{-1},
\end{align*}
\] (25)

where \( M_i \) and \( N_i \) satisfy the constraint
\[
M_i N_i^T = I - X_i Y_i, \quad (26)
\]

the constant \( \mu \geq 1 \) satisfies
\[
R_i^{-1} S_i \leq \mu R_j^{-1} S_j, \quad T_i \leq \mu T_j \quad (27)
\]

with
\[ R_i = \begin{bmatrix} X_i & I \\ M_i^T & 0 \end{bmatrix}, \quad S_i = \begin{bmatrix} I & Y_i \\ 0 & N_i^T \end{bmatrix}, \quad \forall i, j \in M. \]

**Proof.** Motivated by the method in [22,9,11], we define matrices
\[ P_i = \begin{bmatrix} Y_i & N_i \\ N_i^T & W_i \end{bmatrix}, \quad (i = 1, 2), \]
where \( W_i > 0 \). Then, \( P_i^{-1} = \begin{bmatrix} X_i & M_i \\ M_i^T & Z_i \end{bmatrix} \) with \( Z_i > 0 \). We can easily obtain \( P_i \begin{bmatrix} X_i & I \\ M_i^T & 0 \end{bmatrix} = \begin{bmatrix} I & Y_i \\ 0 & N_i \end{bmatrix}, \) that is \( P_i R_i = S_i \) and thus \( P_i = R_i^{-1} S_i \). Here define \( Q_i = \text{diag}(\gamma I, T_i) \), where \( T_i > 0 \) and \( \gamma \) is positive scalar to be chosen.

We first prove that matrix inequality (6) is equivalent to LMI (23).

Pre- and post-multiplying both sides of inequality (6) by \( \text{diag}(R_i^T, I) \) and \( \text{diag}(R_i, I) \) yield the following matrix inequality
\[
\begin{bmatrix}
R_i^T P_i R_i + R_i^T P_i \tilde{A}_i R_i + R_i^T Q_i R_i + \gamma R_i^T P_i \tilde{E}_i \quad R_i^T P_i \tilde{E}_i \\
* & -\gamma R_i^T P_i \tilde{E}_i \\
\end{bmatrix} < 0.
\]

A straightforward computation gives the following equalities.
\[
R_i^T P_i \tilde{A}_i R_i = \begin{bmatrix} A_i & B_i K_i M_i^T \\ Y_i A_i X_i + N_i L_i C_i X_i + Y_i B_i K_i M_i^T + N_i G_i M_i^T & Y_i A + N_i L_i C_i \end{bmatrix},
\]
\[
R_i^T P_i \tilde{E}_i = \begin{bmatrix} E_i \\ Y_i E_i \end{bmatrix}, \quad R_i^T P_i R_i = S_i^T R_i = \begin{bmatrix} X_i \\ Y_i X_i + N_i M_i^T \\ Y_i \end{bmatrix}, \quad \begin{bmatrix} I \\ I \end{bmatrix} = \begin{bmatrix} X_i \\ I \end{bmatrix}, \quad \begin{bmatrix} I \\ Y_i \end{bmatrix} = \begin{bmatrix} I \\ Y_i \end{bmatrix},
\]
\[
R_i^T Q_i R_i = \begin{bmatrix} \gamma X_i X_i + M_i T_i M_i^T & \gamma X_i \\ \gamma X_i & \gamma I \end{bmatrix}.
\]

Define the following transformation of variables:
\[
\hat{A}_i = Y_i A_i X_i + N_i L_i C_i X_i + Y_i B_i K_i M_i^T + N_i G_i M_i^T, \quad \hat{B}_i = N_i L_i, \quad \hat{C}_i = K_i M_i^T, \quad Z_i = M_i T_i M_i^T.
\]

So, from (28) and (29), we have
\[
\begin{bmatrix}
\Xi_i + \gamma X_i X_i & \hat{A}_i^T + A_i + \gamma I + \gamma X_i \\ \hat{A}_i + A_i + \gamma I + \gamma X_i & \Omega_i \\
* & \gamma X_i \\
* & \Omega_i \\
* & \gamma X_i \\
* & \gamma X_i \\
* & \gamma X_i \\
\end{bmatrix} < 0.
\]

According to Schur complement Lemma, matrix inequality (30) is equivalent to LMI (23). Therefore, (6) is equivalent to (23).

In the following, we will deduce (7) from matrix inequalities (24). Pre- and post-multiplying both sides of inequality (7) by \( \text{diag}(R_i^T, I) \) and \( \text{diag}(R_i, I) \) yield the following matrix inequality
\[
\begin{bmatrix}
R_i^T \tilde{A}_j P_i R_i + R_i^T P_i \tilde{A}_j R_i + R_i^T Q_i R_i - \beta R_i^T P_i \tilde{E}_i \\
* & -\beta R_i^T P_i \tilde{E}_i \\
\end{bmatrix} < 0.
\]

From (31), we have
\[
\begin{bmatrix}
\Xi_j + \gamma X_i X_i & \hat{A}_j^T + A_i - \beta I + \gamma X_i \\ \hat{A}_j + A_i - \beta I + \gamma X_i & \Omega_i - \beta Y_i \\
* & \gamma X_i \\
* & \gamma X_i \\
* & \gamma X_i \\
* & \gamma X_i \\
* & \gamma X_i \\
\end{bmatrix} < 0.
\]

where
\[
\hat{A}_j = Y_j A_j X_j + N_j L_j C_j X_j + Y_j B_j K_j M_j^T + N_j G_j M_j^T, \quad \hat{C}_j = K_j M_j^T, \quad Z_j = M_j T_j M_j^T.
\]

According to Schur complement Lemma, matrix inequality (32) is equivalent to LMI (24). Therefore, (7) is equivalent to (24).
If LMIs (22)–(24) have feasible solutions $\tilde{A}_i, \tilde{B}_i, \tilde{C}_i, X_i, Y_i, Z_i$, then we can get matrices $M_i, N_i$ from (26) and (29). Therefore, controller matrices (25) can be obtained.

From LMIs (22)–(24) and Theorem 1, we know that system (1) with dynamic output feedback controllers (3) is exponentially stable under asynchronous switching for any switching signal satisfying (8) and (9). This completes the proof.

If switching delay $\tau_d = 0$, that is to say, the controllers are switched synchronously with the subsystems, we can derive the following result. □

**Corollary 1.** Consider the switched delay system (1). Given positive numbers $\alpha$ and $\gamma$, if there exist symmetric matrices $X_i, Y_i, T_i, Z_i$ and matrices $\tilde{A}_i, \tilde{B}_i, \tilde{C}_i (\forall i \in M)$ such that (22), (23) hold, then dynamic output feedback controllers (2) make the resulting switched system exponentially stable corresponding to any switching signal with average dwell time $\tau_a$ satisfying $\tau_a > \tau_a = \frac{\ln \mu}{\delta}$ where the controller parameters are given by (25) and constant $\mu \geqslant 1$ satisfies (27).

If $h = 0$, switched delay system (1) degenerates into non-delay switched system, we have the following corollary.

**Corollary 2.** Consider the switched system (1) with $h = 0$. Given positive numbers $\alpha, \beta$, if there exist symmetric matrices $X_i, Y_i$ and matrices $\tilde{A}_i, \tilde{B}_i, \tilde{C}_i, \tilde{A}_{ij} (\forall i, j \in M)$ such that LMIs (22),

$$
\begin{bmatrix}
\Xi_i & A_i + \tilde{A}_i^T + \alpha I \\
\ast & \Omega_i + \alpha Y_i
\end{bmatrix} < 0,
$$

$$
\begin{bmatrix}
\Xi_{ij} & A_i + \tilde{A}_i^T - \beta I \\
\ast & \Omega_i - \beta Y_i
\end{bmatrix} < 0,
$$

hold, where

$$
\Xi_i = A_iX_i + X_iA_i^T + B_i\tilde{C}_i + \tilde{C}_i^TB_i^T + \alpha X_i,
$$

$$
\Omega_i = Y_iA_i + \tilde{B}_i\tilde{C}_i + \tilde{C}_i^TB_i^T + Y_iC_i,
$$

$$
\Xi_{ij} = A_iX_i - X_iA_i^T + B_i\tilde{C}_j + \tilde{C}_j^TB_i^T - \beta X_i,
$$

then dynamic output feedback controllers (2) make the resulting switched system exponentially stable under asynchronous switching corresponding to any switching signal with average dwell time $\tau_a$ satisfying (8), where the controller parameters are given by (25) and constant $\mu \geqslant 1$ satisfies $R_j^{-1}S_j \leqslant \mu R_j^{-1}S_j$.

### 3.3. Algorithm

Based on Theorem 2, we present an algorithm for the design of dynamic output controllers.

**Step I.** Given $\alpha, \beta$ and $\gamma$, solve LMIs (22)–(24) to obtain $X_i, Y_i, T_i, Z_i, \tilde{A}_i, \tilde{B}_i, \tilde{C}_i$.

**Step II.** Then obtain matrices $M_i, N_i$ by (26) and (29).

**Step III.** Calculate matrices $K_i, L_i$ and $G_i$ according to (25).

**Step IV.** From $P_i = R_j^{-1}S_j, Q_i = diag(\gamma I, T_i)$, calculate $\mu$ by the following optimization approach

$$
\text{minimize} \quad \mu \quad \text{s.t.} \quad P_i \leq \mu P_i, Q_i \leq \mu Q_i, \forall i, j \in M.
$$

**Step V.** Calculate the average dwell time bound based on (8).

Then for any switching signal with average dwell time satisfying (8), the dynamic output controllers given by (3) make system (1) exponentially stable under asynchronous switching.

### 4. An example

In this section, an example is presented to demonstrate the effectiveness of proposed design method.

Consider the switched system (1) consisting of two subsystems described by

$$
A_1 = \begin{bmatrix} -0.9 & 0.2 \\ 0.3 & -2 \end{bmatrix}, \quad B_1 = \begin{bmatrix} -0.5 & 2 \\ 0.1 & 0.9 \end{bmatrix}, \quad E_1 = \begin{bmatrix} 0.1 & 0 \\ 0.1 & 0.3 \end{bmatrix}, \quad C_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
$$

$$
A_2 = \begin{bmatrix} -1 & 0 \\ 0 & -2 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 4 & 0.1 \\ 0 & 0.2 \end{bmatrix}, \quad E_2 = \begin{bmatrix} 0.3 & 0 \\ 0 & 0.1 \end{bmatrix}, \quad C_2 = \begin{bmatrix} 1 & 0 \\ 1 & 3 \end{bmatrix}, \quad h = 0.4.
$$
We assume the delay of asynchronous switching $\tau_d = 0.3$. Now, we design the output feedback controllers using the algorithm. Choosing $a = 4$, $b = 2$, $c = 1.5$, we can obtain positive-definite matrices $X_i$, $Y_i$, $T_i$, $Z_i$, $A_i$, $B_i$, $C_i$ ($i = 1, 2$) by solving LMIs (22)–(24). Following Step II, we get $M_i$ and $N_i$ from (26) and (29). According to Step III, we can obtain controller gains

$$K_1 = \begin{bmatrix} -591.1 & 1308.3 \\ 67.6 & -328.1 \end{bmatrix}, \quad K_2 = \begin{bmatrix} -41.2284 & 20.5746 \\ -0.7735 & -821.4389 \end{bmatrix},$$

$$L_1 = \begin{bmatrix} -0.2648 & 0.2835 \\ 0.0948 & 2.9816 \end{bmatrix}, \quad L_2 = \begin{bmatrix} 2.8610 & 0 \\ 0 & 0.8379 \end{bmatrix},$$

$$G_1 = \begin{bmatrix} -309.6939 & -4.2060 \\ 2.9895 & -315.8485 \end{bmatrix}, \quad G_2 = \begin{bmatrix} -310.3264 & 0.2892 \\ -0.7896 & -316.2327 \end{bmatrix}. \quad (35)$$

Applying (34) produces $\mu = 2.9$, and according to Step V, we have average dwell time $\tau_0 \geq \tau_d^* = \frac{\ln \mu (\alpha + \beta)}{\tau_d} = 0.7162$. Let $\tau_0 = 0.8$. Fig. 1 describes the switching signals, where solid line and dashed line represent switching signals of subsystems and controllers, respectively. Under this switching signals and dynamic output feedback controllers with parameters (35), the steady-state responses of the closed-loop system with $x_0 = [-0.3 \quad 0.5]^T$ are depicted in Fig. 2.

Moreover, according to (21), we get

$$\|x(t)\| \leq 51.8189 e^{-0.2096(t - t_0)} \|x(t_0)\|. \quad (36)$$

Therefore, it can be seen from Fig. 2 and (36) that the proposed dynamic output feedback controllers can guarantee that the closed-loop system is exponentially stable although there exists asynchronous switching.
5. Conclusion

We have investigated the dynamic output feedback stabilization problem for a class of switched delay systems under asynchronous switching. Time delays appear not only in the state, but also in the switching signal of the controller. Based on a novel Lyapunov functional method combined with the average dwell time scheme, we have established sufficient conditions for exponential stability in terms of LMIs. We have also designed output feedback controllers and identified a class of switching signals satisfying a specific lower bound of the average dwell time. In the future studies on this topic, an extension of these results to the case of nonlinear plant systems, networked control systems [29], or neural networks [14] would make a major step forward.
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