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Abstract

Image segmentation is very essential and critical to image processing and pattern recognition. This survey provides a summary of color image segmentation techniques available now. Basically, color segmentation approaches are based on monochrome segmentation approaches operating in different color spaces. Therefore, we first discuss the major segmentation approaches for segmenting monochrome images: histogram thresholding, characteristic feature clustering, edge detection, region-based methods, fuzzy techniques, neural networks, etc.; then review some major color representation methods and their advantages/disadvantages; finally summarize the color image segmentation techniques using different color representations. The usage of color models for image segmentation is also discussed. Some novel approaches such as fuzzy method and physics-based method are investigated as well. © 2001 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

Image segmentation is the first step in image analysis and pattern recognition. It is a critical and essential component of image analysis and/or pattern recognition system, is one of the most difficult tasks in image processing, and determines the quality of the final result of analysis. Image segmentation is a process of dividing an image into different regions such that each region is, but the union of any two adjacent regions is not, homogeneous. A formal definition of image segmentation is as follows [1]: If \( P() \) is a homogeneity predicate defined on groups of connected pixels, then segmentation is a partition of the set \( F \) into connected subsets or regions \((S_1, S_2, \ldots, S_n)\) such that

\[
\bigcup_{i=1}^{n} S_i = F \quad \text{with} \quad S_i \cap S_j = \Phi \quad (i \neq j).
\]

The uniformity predicate \( P(S_i) = \text{true} \) for all regions, \( S_i \), and \( P(S_i \cup S_j) = \text{false} \), when \( i \neq j \) and \( S_i \) and \( S_j \) are neighbors.

According to [2], “the image segmentation problem is basically one of psychophysical perception, and therefore not susceptible to a purely analytical solution”. There are many papers and several surveys on monochrome image segmentation techniques. Color image segmentation attracts more and more attention mainly due to the following reasons: (1) color images can provide more information than gray level images; (2) the power of personal computers is increasing rapidly, and PCs can be used to process color images now. The segmentation techniques for monochrome images can be extended to segment color images by using \( R \), \( G \) and \( B \) or their transformations (linear/non-linear). However, comprehensive surveys on color image segmentation are few. Ref. [3] analyzed the problem when applying edge-based...
and region-based segmentation techniques to color images with complex texture, and Ref. [4] discussed the properties of several color representations, the segmentation methods and color spaces.

This paper provides a summary of color image segmentation techniques available at present, and describes the properties of different kinds of color representation methods and problems encountered when applying the color models to image segmentation. Some novel approaches such as fuzzy and physics-based approaches will be discussed as well.

Section 2 briefly introduces the major segmentation approaches for processing monochrome images: histogram thresholding, characteristic feature clustering, edge detection, region-based methods, fuzzy techniques and neural networks. Section 3 reviews some major color representations and their advantages/disadvantages. Section 4 investigates the segmentation techniques applied to color images using different color representations, and the summary is given in Section 5.

2. Monochrome image segmentation

Monochrome image segmentation approaches are based on either discontinuity and/or homogeneity of gray level values in a region. The approach based on discontinuity tends to partition an image by detecting isolated points, lines and edges according to abrupt changes in gray levels. The approaches based on homogeneity include thresholding, clustering, region growing, and region splitting and merging. Several survey papers on monochrome image segmentation [1,2,5–8] cover the major image segmentation techniques available.

Ref. [2] discussed segmentation from the view point of cytology image processing. It categorized various existing segmentation techniques before 1980s into three classes: (1) characteristic feature thresholding or clustering, (2) edge detection, and (3) region extraction. The segmentation techniques were summarized and comments were given on the advantages and disadvantages of each approach. The threshold selection schemes based on gray level histogram and local properties, and based on structural (textural) and syntactic techniques were described. Clustering techniques were regarded as “the multidimensional extension of the concept of thresholding”. Some clustering schemes utilizing different kinds of features (multi-spectral information, mean/variance of gray level, texture, color) were discussed. Various edge detection techniques were presented, which were categorized into two classes: parallel and sequential techniques. The parallel edge detection technique implies that the decision of whether a set of points are on an edge or not is dependent on the gray level of the set and some set of its neighbors, which includes high-emphasis spatial frequency filtering, gradient operators, adaptive local operator [9,10], functional approximations [11,12], heuristic search and dynamic programming, relaxation, and line and curve fitting, while the sequential techniques make decision based on the results of the previously examined points. A brief description of the major component of a sequential edge detection procedure was given. It also briefly introduced region merging, region splitting and combination of region merging and splitting approaches.

Ref. [5] classified image segmentation techniques into six major groups: (1) measurement space guided spatial clustering, (2) single linkage region growing schemes, (3) hybrid linkage region growing schemes, (4) centroid linkage region growing schemes, (5) spatial clustering schemes, and (6) split-and-merge schemes. These groups are compared on the problem of region merge error, blocky region boundary and memory usage. The hybrid linkage region growing schemes appear to offer the best compromise between having smooth boundaries and few unwanted region merges. One of the drawbacks of feature space clustering is that the cluster analysis does not utilize any spatial information. The survey presented some spatial clustering approaches which combine clustering in feature space with region growing or spatial linkage techniques. It gives a good summary of kinds of linkage region growing schemes. The problem of high correlation and spatial redundancy of multi-band image histograms and the difficulty of clustering using multi-dimensional histograms are also discussed.

Ref. [6] surveyed segmentation algorithms based on thresholding and attempted to evaluate the performance of some thresholding techniques using uniformity and shape measures. It categorized global thresholding techniques into two classes: point-dependent techniques (gray level histogram based) and region-dependent techniques (modified histogram or co-occurrence based). Discussion on probabilistic relaxation and several methods of multi-thresholding techniques was also given.

Ref. [7] regarded image segmentation as the bridge in a machine vision system between a low-level vision subsystem including image processing operations (such as noise reduction, edge extraction) to enhance the input image, and a high-level vision subsystem including object recognition and scene interpretation. After segmentation, the enhanced input image is mapped into a description involving regions with some common features for the high-level vision tasks. The segmentation techniques are categorized into three main classes: pixel-based, edge-based, and region-based schemes. Some common image segmentation approaches are studied, such as Gaussian filtering, Otsu’s thresholding method, Chow–Kaneko’s adaptive thresholding, Yanowitz and Bruckstein’s adaptive edge-based thresholding, Parker’s local intensity gradient approach, and Horowitz and Pavlidis’s split, merge, and group (SMG) approach [7]. Ref. [1] reviewed gray level thresholding, edge detection and many other approaches such as fuzzy set segmentation approaches,
neural network based approaches, Markov Random Field (MRF) based approaches, and surface based approaches. It also considers range image and magnetic resonance image (MRI) besides the most common light intensity image. A brief introduction to color image segmentation and fuzzy segmentation approach is discussed. The development based on the applications of fuzzy operators, properties and mathematics are presented, and segmentation based on IF–THEN rules is predicted as a promising research area in the near future. After the discussion of these segmentation approaches, the authors made a comparison of six histogram based methods and two iterative pixel classification methods: relaxation and MAP (maximum a posteriori) estimation. Finally, the attempts for objective evaluation of segmentation results are studied.

For detail descriptions of various monochrome image segmentation approaches, readers may refer to Refs. [1,2,5–7].

3. Color features

Color is perceived by humans as a combination of tristimuli R (red), G (green), and B (blue) which are usually called three primary colors. From R, G, B representation, we can derive other kinds of color representations (spaces) by using either linear or nonlinear transformations. Several color spaces, such as RGB, HSI, CIE L*u*v* are utilized in color image segmentation, but none of them can dominate the others for all kinds of color images. Selecting the best color space still is one of the difficulties in color image segmentation [13].

Red, green, and blue components can be represented by the brightness values of the scene obtained through three separate filters (red, green, and blue filters) based on the following equations:

\[
R = \int \lambda E(\lambda) S_R(\lambda) \, d\lambda,
\]

\[
G = \int \lambda E(\lambda) S_G(\lambda) \, d\lambda,
\]

\[
B = \int \lambda E(\lambda) S_B(\lambda) \, d\lambda,
\]

where \( S_R, S_G, S_B \) are the color filters on the incoming light or radiance \( E(\lambda) \), and \( \lambda \) is the wavelength.

The RGB color space can be geometrically represented in a 3-dimensional cube (Fig. 1) [14]. The coordinates of each point inside the cube represent the values of red, green and blue components, respectively.

The laws of colorimetry are [15]: (1) any color can be created by these three colors and the combination of the three colors is unique; (2) if two colors are equivalent, they will be again equivalent after multiplying or dividing the three components by the same number; (3) the luminance of a mixture of colors is equal to the sum of the luminance of each color. The tristimulus values that served as the color basis are: 425.8 nm for blue, 546.1 nm for green, and 700.0 nm for red. Any color can be expressed by these three color bases.

RGB is the most commonly used model for the television system and pictures acquired by digital cameras. Video monitors display color images by modulating the intensity of the three primary colors (red, green, and blue) at each pixel of the image [16,17]. RGB is suitable for color display, but not good for color scene segmentation and analysis because of the high correlation among the R, G, and B components [18,19]. By high correlation, we mean that if the intensity changes, all the three components will change accordingly. Also, the measurement of a color in RGB space does not represent color differences in a uniform scale, hence, it is impossible to evaluate the similarity of two colors from their distance in RGB space.

3.1. Linear transformations

3.1.1. YIQ

YIQ is used to encode color information in TV signal for American system. It is obtained from the RGB model by a linear transformation:

\[
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} = \begin{bmatrix}
0.299 & 0.587 & 0.114 \\
0.596 & -0.274 & -0.322 \\
0.211 & -0.253 & -0.312
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\]

where \( 0 \leq R \leq 1, 0 \leq G \leq 1, 0 \leq B \leq 1 \).
The Y component, is a measure of the luminance of the color, and is a likely candidate for edge detection in a color image. The I and Q components jointly describe the hue and saturation of the image [20]. The YIQ space can partly get rid of the correlation of the red, green and blue components in an image. The linear transformation needs less computation time than nonlinear ones, which makes the YIQ space more preferable to nonlinear systems.

3.1.2. YUV

YUV is also a kind of TV color representation suitable for European TV system. The transformation is:

\[
\begin{pmatrix}
Y \\
U \\
V
\end{pmatrix} = \begin{pmatrix}
0.299 & 0.587 & 0.114 \\
-0.147 & -0.289 & 0.437 \\
0.615 & -0.515 & -0.100
\end{pmatrix} \begin{pmatrix}
R \\
G \\
B
\end{pmatrix}
\]

where \(0 \leq R \leq 1, 0 \leq G \leq 1, 0 \leq B \leq 1\).

3.1.3. \(I_1I_2I_3\)

Ref. [21] performed systematic experiments of region segmentation to derive a set of effective color features. At each step of the recursive region splitting, new color features are calculated by Karhunen–Loeve transformation of R, G, and B. It applied eight kinds of color pictures, analyzed over 100 color features, and found a set of effective color features as follows:

\[
\begin{align*}
I_1 &= \frac{R + G + B}{3}, \\
I_2 &= \frac{R - B}{2}, \\
I_3 &= \frac{2G - R - B}{4}.
\end{align*}
\]

Comparing \(I_1I_2I_3\) with 7 other color spaces (RGB, YIQ, HSI, Nrgb, CIE, XYZ, CIELUV), Ref. [21] claimed that \(I_1I_2I_3\) was more effective in terms of the quality of segmentation and the computational complexity of the transformation.

3.2. Nonlinear transformations

3.2.1. Normalized RGB(Nrgb)

When performing color image segmentation, we need to make colors not dependent on the change in lighting intensities. An efficient method is to get the variations of intensities uniformly across the spectral distribution. The normalized color space is formulated as:

\[
\begin{align*}
r &= \frac{R}{R + G + B}, \\
g &= \frac{G}{R + G + B}, \\
b &= \frac{B}{R + G + B}.
\end{align*}
\]

Since \(r + g + b = 1\), when two components are given, the third component can be determined. We may use only two out of three [22].

Ref. [23] created another normalized color representation space which was defined as

\[
\begin{align*}
Y &= c_1R + c_2G + c_3B, \\
T_1 &= \frac{R}{R + G + B}, \\
T_2 &= \frac{G}{R + G + B}
\end{align*}
\]

where \(c_1 + c_2 + c_3 = 1, c_1, c_2,\) and \(c_3\) are constants and can be combined to produce the illumination of the image pixel. We can see that \(T_1\) and \(T_2\) are decided only by the percentage of the RGB components, therefore, they can represent the real color information of an image, and they are independent of the brightness of the image which is one of the advantages of the normalized RGB color system [24]. It is more convenient to represent the color plane since the color values are set to a narrow limitation.

Normalization reduces the sensitivity of the distribution to the color variability [25]. It is relatively robust to the change of the illumination. But an obvious shortcoming of normalized RGB is that the normalized colors are very noisy if they are under low intensities. This is due to the nonlinear transformation from the RGB space to the normalized RGB space.

3.2.2. HSI

The HSI (hue–saturation–intensity) system is another commonly used color space in image processing, which is more intuitive to human vision [26–29]. There are some variants of HSI systems, such as HSb (hue–saturation–brightness), HLS (hue–saturation–lightness), and HSV (hue–saturation–value) [30–32].

The HSI system separates color information of an image from its intensity information. Color information is represented by hue and saturation values, while intensity, which describes the brightness of an image, is determined by the amount of the light. Hue represents basic colors, and is determined by the dominant wavelength in the spectral distribution of light wavelengths. It is the location of the peak in the spectral distribution. The saturation is a measure of the purity of the color, and signifies the amount of white light mixed with the hue. It is the height of the peak relative to the entire spectral distribution.

The HSI color space can be described geometrically as in Fig. 2 [14]. Generally, hue is considered as an angle between a reference line and the color point in RGB space. The range of the hue value is from 0° to 360°, for example, blue is 240°, yellow is 60°, green is 120°, and magenta is 300°. The saturation component represents
the radial distance from the cylinder center. The nearer the point is to the center, the lighter is the color. Intensity is the height in the axis direction. The axis of the cylinder describes the gray levels, for instance, zero (minimum) intensity is black, full (maximum) intensity is white. Each slice of the cylinder perpendicular to the intensity axis is a plane with the same intensity.

The HSI color system has a good capability of representing the colors of human perception, because human vision system can distinguish different hues easily, whereas the perception of different intensity or saturation does not imply the recognition of different colors.

The HSI coordinates can be transformed from the RGB space. The formulas for hue, saturation, and intensity are:

$$H = \arctan\left(\frac{\sqrt{3}(G - B)}{(R - G) + (R - B)}\right)$$

$$Int = \frac{(R + G + B)}{3},$$

$$Sat = 1 - \frac{\min(R, G, B)}{I}.$$

The hue is undefined if the saturation is zero, and the saturation is undefined when the intensity is zero.

We may use gray-level algorithms to operate on the intensity component of HSI description. To segment objects with different colors, we may apply the segmentation algorithms to the hue component only. For example, we may set thresholds on the range of hues that separate different objects easily, but it is difficult to transform these thresholds into RGB values, since hue, saturation, and intensity values are all encoded into RGB values. It is especially efficient when the images have non-uniform illumination such as shade, since hue is independent on intensity values. We may also efficiently apply thresholds to hue, saturation, and intensity components, respectively, to form some regions that can be fit for various region growing algorithms. Hue is particularly useful in the cases where the illumination level varies from point-to-point or image-to-image. If the integrated white condition holds, hue is invariant to certain types of highlights, shading, and shadows. Besides, segmentation in the 1-D hue space is computationally less expensive than in the 3-D RGB space. One of the disadvantages of hue is that it has a nonremovable singularity near the axis of the color cylinder, where a slight change of input $R, G,$ and $B$ values can cause a large jump in the transformed values. The singularities may create discontinuities in the representation of colors [15]. The hue values near the singularity are numerically unstable. That is why pixels having low saturation are left unassigned to any regions in many segmentation algorithms. Also, if the intensity of the color lies close to white or black, hue and saturation play little role in distinguishing colors.

### 3.2.3. CIE spaces

CIE (Commission International de l’Eclairage) color system was developed to represent perceptual uniformity, and thus meets the psychophysical need for a human observer. It has three primaries denoted as $X, Y,$ and $Z$. Any color can be specified by the combination of $X, Y,$ and $Z$. The values of $X, Y,$ and $Z$ can be computed by a linear transformation from RGB tristimulus coordinates. In particular, the transformation matrix for the NTSC (National Television System Commission, United States) receiver primary system is:

$$X = \begin{pmatrix} 0.607 & 0.174 & 0.200 \\ 0.299 & 0.587 & 0.114 \\ 0.000 & 0.066 & 1.116 \end{pmatrix} \begin{pmatrix} R \\ G \\ B \end{pmatrix}.$$

There are a number of CIE spaces can be created once the XYZ tristimulus coordinates are known. CIE (L*a*b*) space and CIE (L*u*v*) space are two typical examples. They can all be obtained through nonlinear transformations of $X, Y,$ and $Z$ values.

CIE (L*a*b*) is defined as:

$$L^* = 116 \left(\sqrt[3]{Y} \right) - 16,$$

$$a^* = 500 \left[ 3 \left(\frac{X}{X_0} \right) - \frac{3}{\sqrt[3]{Y_0}} \right],$$

$$b^* = 200 \left[ 3 \left(\frac{Y}{Y_0} \right) - \frac{3}{\sqrt[3]{Z_0}} \right].$$

where \(\frac{Y}{Y_0} > 0.01\), \(X/X_0 > 0.01\), and \(Z/Z_0 > 0.01\). (X₀, Y₀, Z₀) are X, Y, Z values for the standard white.

CIE (L*u*v*) is defined as:

$$L^* = 116 \frac{Y}{Y_0} - 16, \quad u^* = 13L^*(u' - u_0),$$

$$v^* = 13L^*(v' - v_0).$$
where \( Y/Y_0 > 0.01 \), \( Y_0 \), \( u_0 \), and \( v_0 \) are the values for the standard white, and
\[
u' = \frac{4X}{X + 15Y + 3Z}, \quad v' = \frac{6Y}{X + 15Y + 3Z}
\]

Each point in these two color spaces can be regarded as a point in the \((L^*, a^*, b^*)\) or \((L^*, u^*, v^*)\) three-dimensional color space, so that the difference of two colors can be calculated as the Euclidean distance between two color points. The formulas for the color difference are described below:

For CIE \((L^*a^*b^*)\) space:
\[
\Delta E_{ab} = \sqrt{(\Delta L^*)^2 + (\Delta a^*)^2 + (\Delta b^*)^2}.
\]

For CIE \((L^*u^*v^*)\) space:
\[
\Delta E_{uv} = \sqrt{(\Delta L^*)^2 + (\Delta u^*)^2 + (\Delta v^*)^2}.
\]

The ability to express color difference of human perception by Euclidean distance is very important to color segmentation. \((L^*, a^*, b^*)\) or \((L^*, u^*, v^*)\) is approximately uniform chromaticity scale. That is, they match the sensitivity of human eyes with computer processing \([33]\), whereas the RGB or XYZ color space does not have such a property. Therefore, we can derive the perceptual color attributes such as intensity, hue and saturation conveniently. We may use one of the two CIE color spaces and the associated color difference formulas to define HSI space which is mapped to the cylindrical coordinates of \((L^*, u^*, v^*)\) or \((L^*, a^*, b^*)\) space, and also consistent to the definition of HSI space.

For CIE \((L^*a^*b^*)\) space:
\[
I = L^*,
\]
\[
H = \arctan(a^*/b^*),
\]
\[
S = \sqrt{(a^*)^2 + (b^*)^2}.
\]

For CIE \((L^*u^*v^*)\) space:
\[
I = L^*,
\]
\[
H = \arctan(u^*/v^*),
\]
\[
S = \sqrt{(u^*)^2 + (v^*)^2}.
\]

The two CIE spaces share same \(L^*\) value, which defines the lightness, or the intensity, of a color.

CIE spaces can control color and intensity information more independently and simply than RGB primary colors. Direct color comparison can be performed based on geometric separation within the color space, therefore, it is especially efficient in the measurement of small color difference. However, it still has the same problem of singularity as other nonlinear transformations.

3.2.4. Munsell

Munsell color system was created in 1969 \([34]\). It is one of the earliest methods to specify colors. The Munsell color system uses three attributes of color perception, which are Munsell Hue, Value, and Chroma. Fig. 3 describes the Munsell color space.

There are five colors regarded as the major hues, they are red \((R)\), yellow \((Y)\), green \((G)\), blue \((B)\) and purple \((P)\). The combinations of colors: \(YR\), \(GY\), \(BG\), \(PB\), and \(RP\) are five half-way hues. The hue circle is divided equally into 100 parts with the five major hues and the five half-way hues located on the circle with equal spaces. All hue values are arranged on the hue circle, and can be described in two ways. One is to indicate their relative associations with a specified hue, for example, \(R\), \(2R\), and \(10R\). The other way is to assign a number to a hue: \(5R = 0\), \(6R = 1\), and increase the number clockwise along the hue circle to get a number for each hue.

Munsell value \((V)\) describes the lightness of a color. It defines the value of black as 0 and the value of white as 10. An equation describes the relationship between \(V\) and Luminance \(Y\):
\[
Y = 1.2219V - 0.23111V^2 + 0.23951V^3 - 0.021009V^4 + 0.0008404V^5,
\]

Chroma \((C)\) is like the saturation component in the CIE representation. It describes the purity of a color. When \(C\) is equal to zero, it is an achromatic color.

Similar to the HSI space, the Munsell color space can also be represented by a cylindrical coordinate system consisting of \(H\), \(V\) and \(C\). However, we cannot convert
the Munsell color system into CIE standard descriptions by a formula. Therefore, a method must be created to map the real color signals into the Munsell space [34]. Three levels of image representation were demonstrated in the experiment. The lowest level, density, can be achieved by Black/White component of the images; the next level, three primary colors, can be implemented on RGB images; and the highest level, three perceptual attributes can be confirmed with the images of Munsell HVC system.

3.3. Hybrid color space

Ref. [35] proposed a method to classify the pixels in Hybrid Color Space (HCS) which is composed by a set of three color features. Taking into account the $K$ available color features ($R, G, B, R_w, G_w, B_w, I, H, S, X, Y, Z, X_w, Y_w, Z_w, L^*, a^*, b^*, u^*, v^*, I_s, I_s, A, C_1, C_2, Y', I', Q', U', V'$, $C_w^a, h_w^0, S_w^a, C_{X,Y,Z}^0$). It used a specific informational criterion to select a set of three most discriminating color features. Experimental results show that: $I_s, A$ and $C_w^a$ color features are selected. Finally, the classified $LUV$ and $HCS$ images are compared. This method depends on the application. It does not give the optimal solution but consumes less computational time.

3.4. Physics-based models

The traditional methods of color image segmentation suffer from too many erroneous regions because they have not accounted for the influence of optical effects on object colors. Image segmentation should base on material surface changes that include the material changes and variation due to shading, shadows and highlights. Besides objects receive the lights directly from illumination sources, they reflect lights from other objects. If the physical models were included at the segmentation stage, many of these regions could be classified correctly.

Physical models in color image processing are quite different from the conventional color information representations. These models aim at eliminating the effect of highlights, shadows and shading, and segmenting a color image at boundaries of objects. Shafer’s “dichromatic reflection model” [36] and Healey’s “approximate color-reflectance model (ACRM)” [37] are two typical examples.

Reflection is highly related to the nature of the materials. Ref. [37] divided materials into different classes: one includes optically homogeneous materials like metals, glass and crystals, and another includes the optically inhomogeneous materials such as plastics, paper, textiles and paints. Usually it is very helpful to identify or classify the material in the scene of an image before an algorithm is applied. For example, we should distinguish metals from dielectrics since they interact with lights in different ways. Thus, they require different algorithms in image understanding.

Based upon a dichromatic reflection model, Ref. [36] used a method to determine the amount of interface reflection and body reflection in a color image pixel by pixel. It also presented an algorithm for analyzing color values in an image, which is very useful in color image understanding.

3.5. Discussion on color space

Ref. [38] showed that nonlinear color transformations such as $HSI$ and the normalized color space had essential, nonremovable singularities and there were spurious modes in the distribution of values. Ref. [38] suggested that linear spaces, such as $YIQ$, be used, rather than nonlinear spaces.

The major problem of linear color spaces is the high correlation of the three components, which makes the three components dependent upon each other and associate strongly with intensity. Hence, linear spaces are very difficult to discriminate highlights, shadows and shading in color images. Besides, if a linear color space is used, image segmentation has to be performed in a 3-D space, usually on one component at a time, because it is difficult to combine the information inherent in these components. However, nonlinear color spaces do not have such problems. In $HSI$ space, hue can be used for segmentation in 1-D space if the saturation is not low, where certain types of highlights, shadows and shading can be discounted [30].

4. Color image segmentation

It has long been recognized that human eye can discern thousands of color shades and intensities but only two-dozen shades of gray. It is quite often when the objects cannot be extracted using gray scale but can be extracted using color information. Compared to gray scale, color provides information in addition to intensity. Color is useful or even necessary for pattern recognition and computer vision. Also the acquisition and processing hardware for color images have become more available and accessible to deal with the computational complexity caused by the high-dimensional color space. Hence, color image processing has become increasingly more practical.

As mentioned before, the literature on color image segmentation is not as extensively present as that on monochrome image segmentation. Most published results of color image segmentation are based on gray level image segmentation approaches with different color representations, as shown in Fig. 4.

Ref. [1] gives a brief introduction to color image segmentation, and mentions that color images can be considered as a special case of multi-spectral images and any segmentation method for multi-spectral images can be
applied to color images. Ref. [3] analyzed the complexities encountered in segmenting color images with complex texture. Only two color spaces, RGB and HSI, are discussed. Texture is considered to be the major problem for all segmentation techniques, thus much more discussion was made on texture analysis than on color representation, and the problems of feature extraction in images with textural variations are discussed particularly. The paper focuses on two major groups of segmentation techniques: boundary formation and region formation. The problem of how and to what degree the semantic information should be employed in image segmentation is discussed briefly. Experimental results are also presented. Ref. [4] discussed several color spaces (RGB, normalized RGB space, HSI, CIE L\*u*v*, YIQ, YUV) and their properties. Segmentation approaches are categorized into four classes: pixel based segmentation, area based segmentation, edge based segmentation and physics based segmentation. A brief conclusion is drawn based on the analysis of the literature available.

Most gray level image segmentation techniques can be extended to color images, such as histogram thresholding, clustering, region growing, edge detection, fuzzy approaches and neural networks. Gray level segmentation methods can be directly applied to each component of a color space, then the results can be combined in some way to obtain a final segmentation result [39]. However, one of the problems is how to employ the color information as a whole for each pixel. When the color is projected onto three components, the color information is so scattered that the color image becomes simply a multispectral image and the color information that humans can perceive is lost. Another problem is how to choose the color representation for segmentation. As discussed in the previous section, each color representation has its advantages and disadvantages. There is no single color representation that can surpass others for segmenting all kinds of color images.

In most of the existing color image segmentation approaches, the definition of a region is based on similarity of color. This assumption often makes it difficult for any algorithms to separate the objects with highlights, shadows, shadings or texture which cause inhomogeneity of colors of the objects’ surface. Using HSI can solve this problem to some extent except that hue is unstable at low saturation. Some physics based models have been proposed to solve this problem [36,37,40–52]. These models take into account the color image formation [17], but they have too many restrictions which prevent them from being extensively applied.

Segmentation may be also viewed as image classification problem based on color and spatial features. Therefore, segmentation methods can be categorized as supervised or unsupervised learning/classification procedures. Ref. [53] compared different color spaces (RGB, normalized RGB, HSI, hybrid color space) and supervised learning algorithms for segmenting fruit images. Supervised algorithms include: maximum likelihood, decision tree, K nearest neighbor, neural networks, etc. Ref. [54] explored six unsupervised color image segmentation approaches: adaptive thresholding, fuzzy C-means, SCT/center split, PCT (principal components transform)/median cut, split and merge, multiresolution segmentation. Ref. [54] showed that combining different methods results in further improvement in the number of correctly identified tumor borders, and by incorporating additional heuristics in merging the segmented object information, the success rate can be further increased. Some algorithms combine unsupervised with supervised methods to segment color images. Ref. [55] used unsupervised learning and classification based on the FCM.
algorithm and nearest prototype rule. The classified pixels are used to generate a set of prototypes which are optimized using a multilayer neural network. The supervised learning is utilized because the optimized prototypes are subsequently used to classify other image pixels. Ref. [56] employed a neural network for supervised segmentation and a fuzzy clustering algorithm for unsupervised segmentation. The detail description of various unsupervised and supervised approaches to color image segmentation can be found in Refs. [124,130,131].

4.1. Histogram thresholding (mode method) and color space clustering

Histogram thresholding is one of the widely used techniques for monochrome image segmentation [19]. It assumes that images are composed of regions with different gray level ranges, the histogram of an image can be separated into a number of peaks (modes), each corresponding to one region, and there exists a threshold value corresponding to valley between the two adjacent peaks. As for color images, the situation is different from monochrome image because of multi-features. Multiple histogram-based thresholding divided color space by thresholding each component histogram. There is some limitation when dividing multiple dimensions because thresholding is a technique for gray scale images. For example, the shape of the cluster is rectangle. Ref. [57] used a tool for clustering color space based on the least sum-of-squares criterion and gave an approximate solution. Since the color information is represented by tristimulus $R, G$ and $B$ or their linear/nonlinear transformations, representing the histogram of a color image in a 3-dimensional array and selecting threshold in this histogram is not a trivial job [5], and detecting the clusters of points within this space will be computationally expensive. One way to solve this problem is to develop efficient methods for storing and processing the information of the image in the 3-D color space. Due to the capability of the RAM is increasing rapidly, this problem alleviates. Ref. [58] used a binary tree to store the 3-D histogram of a color image, where each node of the tree includes $RGB$ values as the key and the number of points whose $RGB$ values are within a range, with this key being the center of the range. Ref. [59] also utilized the same data structure and similar method to detect clusters in the 3-D normalized color space $(X, Y, I)$. Another way is to project the 3-D space onto a lower-dimensional space, such as 2-D or even 1-D. Ref. [60] used projections of 3-D normalized color space $(X, Y, I)$ onto the 2-D planes $(X-Y, X-I$, and $Y-I$) to interactively detect insect infestations in citrus orchards from aerial color infrared photographs. Ref. [61] provided segmentation approaches using 2-D projections of a color space. Ref. [62] suggested a multidimensional histogram thresholding scheme using threshold values obtained from three different color spaces ($RGB, YIQ, and HSI$). This method uses a mask for region splitting and the initial mask includes all pixels in the image. For any mask, histograms of the nine redundant features $(R, G, B, Y, I, Q, H, S, and I)$ of the masked image are computed, all peaks in these histograms are located, the histogram with the best peak is selected and a threshold is determined in this histogram to split the masked image into two subregions for which two new masks are generated for further splitting. This operation is repeated until no mask left unprocessed, which means none of the nine histograms of existing regions can be further thresholded and each region is homogeneous. Ref. [63] segments a color image into regions with perceptually uniform colors by means of Munsell three-color attributes $(H, V$ and $C)$. A recursive thresholding method similar to the one in Ref. [62] is executed to segment a color image into some meaningful regions. A criterion for locating the best peak is defined as

$$f = (S_p \times 100)/(T_a \times F_b)$$

where $S_p$ represents a peak area between two successive valleys, $T_a$ is the overall area of the histogram, and $F_b$ denotes the full width at half-maximum of the peak. In order to obtain the maximum information between two sources, mode (regions with high densities) and valley (regions with low densities), Ref. [64] adopted entropy based thresholding method. Mode seeking is decided by the multimodel probability density function (pdf) estimation, and the mode can be found by thresholding the pdf.

In the above approaches, thresholding is performed on only one color component at a time. Thus the regions extracted are not based on the information available from all three components simultaneously because the correlation among the three components is neglected. This problem can be solved if we can find such a line that when the points in the 3-D space are projected onto it, and the projected points can be well separated. Ref. [65] utilized the Fisher Linear Discriminant to find such a line for 1-D thresholding. The method operates in the CIEL*$ab* color space. The cluster distribution in the 3-D space is first estimated using only 1-D histograms. Then, for 1-D thresholding, the clusters are projected onto the line determined by the Fisher discriminant method which can minimize the clustering error rate. This permits the simultaneous utilization of all color information.

Ref. [21] employed the segmentation approach in Ref. [62] to extract a set of effective color features through experiments. Instead of using redundant features for thresholding, it applied Karhunen–Loeve transformation to $RGB$ color space to extract features with large discriminant power to isolate the clusters in a given region. Given a region $S$, let $\Sigma$ be the covariance matrix of the distributions of $R, G$, and $B$ in $S$, and $\lambda_1, \lambda_2$ and $\lambda_3$ be the eigenvalues of $\Sigma$ and $\lambda_1 \geq \lambda_2 \geq \lambda_3$. Let $V_i = (v_{Ri}, v_{Gi}, v_{Bi})$.
where $v_{Gi}, v_{Bi}$ be the eigenvectors of $\Sigma$ corresponding to $\lambda_i$, i.e.,

$$\Sigma \cdot V_i = \lambda_i \cdot V_i,$$

where $i = 1, 2, 3$. Then, the color features $F_1, F_2,$ and $F_3$ are defined as:

$$F_i = v_{Ri} \times R + v_{Gi} \times G + v_{Bi} \times B$$

where $||V_i|| = 1$, and $i = 1, 2, 3$. It can be proved that $F_1, F_2,$ and $F_3$ are uncorrelated, and $F_1$ has the largest variance equal to $\lambda_1$, thus has the largest discriminant power. $F_2$ has the largest discriminant power among the vectors orthogonal to $F_1$. At each step of segmentation, three new color features $F_1, F_2,$ and $F_3$ are adaptively calculated and used to compute the histograms for thresholding. However, performing K-L transformation at each segmentation step involves too much computational time for real application. Ref. [21] just used it as a tool to find a set of color features as effective as those extracted by K-L transformation (see Section 3.2.3).

Ref. [66] also used the same idea to extract the principal components of a color distribution for detecting clusters. A detail algorithm is given in Ref. [63] for determining the peaks in a histogram. “Clustering of characteristic features applied to image segmentation is the multidimensional extension of the concept of thresholding” [2]. Generally, two or more characteristic features form a feature space and each class of regions is assumed to form a separate cluster in the space. The reason to use multiple characteristic features to perform image segmentation is that, sometimes, there are problems not solvable with one feature but solvable with multiple features. The characteristic features may be any features that could be used for the segmentation problem, such as the gray level value of multi-spectral images, gray level histogram, mean, deviation, texture, etc. For color images, a color space is a natural feature space, and applying the clustering approach to color image segmentation is a straightforward idea, because the colors tend to form clusters in the color space. Clustering has been used as an important pattern recognition technique for many years. The biggest problem that it suffers from is how to determine the number of clusters in an unsupervised clustering scheme, which is known as cluster validity. As for a color image, the selection of color space is quite critical to this approach. For example, if $R, G, B$ is selected for color clustering, because of the high correlation among $R, G$ and $B$, the object with a uniform color but different intensities could be segmented into different objects. In other words, color image with shadows or shading cannot be segmented properly.

Ref. [67] presented a two-stage segmentation algorithm for color images based on 1-D histogram thresholding and the fuzzy $c$-means (FCM) techniques which are viewed as coarse and fine segmentations, respectively. At the coarse stage, 1-D histogram thresholding is applied to one color component a time ($RGB, YIQ,$ and $I_1I_2I_3$), then scale-space filter is used to locate the thresholds in each color component’s histogram. These thresholds are then used to partition the color space into several hexahedra. The hexahedra that contain a number of pixels exceeding a predefined threshold are declared as valid clusters. All peaks in the 1-D histograms could be the cluster centers. The coarse segmentation attempts to automatically find the number of classes and the center of each class. At the fine stage, FCM is used to assign the unclassified pixels to the closest class using the cluster centers detected at the coarse stage. This technique tried to solve the problem of cluster validity by using a coarse-fine concept. But it is still based on the assumption that the histograms are not unimodal. It has the same disadvantage as most thresholding techniques have. Ref. [26] proposed an iterative multispectral image segmentation approach using FCM, and performed experiments in $RGB$ and Ohta color spaces. The Ohta feature space is a linear transformation of $RGB$ space. The three features are $(R + G + B)/3, (R - B)$ and $(2*R - G - B)/2$. They are significant in this order, and in many cases good segmentation can be achieved by using only the first two.

Ref. [68] proposed a method based on $K$-nearest neighbor ($K$-NN) technique for detecting fruit and leaves in a color scene, which is used to build a vision system for a robotic citric harvesting device. The feature vectors are based on the $YUV$ color space. In order to incorporate information about shape and surface of the fruit and leaves, not only the color components of the pixel itself but also the components of its four neighbors are included in the vector $X(i,j)$

$$X(i,j) = [U(i,j), V(i,j), U(i+h,j), V(i+h,j), U(i-h,j), V(i-h,j), U(i+j,h), V(i+j,h), U(i,j-h), V(i,j-h)]$$

where $U(i,j)$ and $V(i,j)$ are the $U$ and $V$ components of $YUV$ color coordinates and $h$ represents the neighbor. How to choose reference sample becomes important because only finite reference can be used in practice. Secondly, mislabeled reference and/or “outlier” can reduce the classification accuracy. Thirdly, the more the number of references, the more noise or erroneous data. Finally, large reference sets can bring a problem of computational speed. The combined technique of multiediting and condensing is applied to reduce the size of the reference set. By doing so, still with very high accuracy, the computational time can be reduced dramatically.

4.2. Region based approaches

Region based approaches, including region growing, region splitting, region merging and their combination,
attempt to group pixels into homogeneous regions. In the region growing approach, a seed region is first selected, then expanded to include all homogeneous neighbors, and this process is repeated until all pixels in the image are classified. One problem with region growing is its inherent dependence on the selection of seed region and the order in which pixels and regions are examined. In the region splitting approach, the initial seed region is simply the whole image. If the seed region is not homogeneous, it is usually divided into four squared sub-regions, which become new seed regions. This process is repeated until all sub-regions are homogeneous. The major disadvantage of region splitting is that the resulting image tends to mimic the data structure used to represent the image and comes out too square. The region merging approach is often combined with region growing or region splitting to merge the similar regions for making a homogeneous region as large as possible.

These techniques work best on images with an obvious homogeneity criterion and tend to be less sensitive to noise because homogeneity is typically determined statistically. They are better than feature space thresholding or clustering techniques by taking into account both feature space and the spatial relation between pixels simultaneously. However, all region based approaches are by nature sequential, and another problem with these techniques is their inherent dependence on the selection of seed region and the order in which pixels and regions are examined. Refs. [21,62,63,65] used region splitting approach to segment color images. The homogeneous criteria utilized by them are based on 1-D histogram thresholding on the features of color components or extracted from color spaces.

Ref. [69] proposed a color segmentation approach which combines region growing and region merging techniques. It starts with the region growing process using the criteria based on both color similarity and spatial proximity. Euclidean distance over \( R, G, B \) color space is used to define the color similarity, which defines three criteria of color homogeneity: the local homogeneity criterion (LHC) corresponding to a local comparison between adjacent pixels; the first average homogeneity criterion (AHC1) corresponding to a local and regional comparison between a pixel and its neighborhood, considering only the region under study; and the second average homogeneity criterion (AHC2) corresponding to a global and regional comparison between a pixel and the studied region. The regions generated by region growing process are then merged on the basis of a global homogeneity criterion based on color similarity to generate a nonpartitioned segmentation consisting of spatially disconnected but similar regions. The problem with this method is that the selection of the thresholds for these criteria is rather subjective and the thresholds are image dependent. Another problem is that it is not applicable to images with shadows or shading.

In order to recognize the small object or local variance of color image, Ref. [70] proposed a hierarchical segmentation which identifies the uniform region via a thresholding operation on a homogeneity histogram. The homogeneity is defined as a composition of two components: variance and discontinuity of the intensity, \((R + G + B)/3\), the local information as well as global information is taken into account, therefore, the quality of the segmentation result is much improved. The region based approach is widely used in color image segmentation because it considers the color information and spatial details at the same time.

4.3. Edge detection

Edge detection is extensively utilized for gray level image segmentation, which is based on the detection of discontinuity in gray level, trying to locate points with abrupt changes in gray level. Edge detection techniques are usually classified into two categories: sequential and parallel [1,2]. A parallel edge detection technique means that the decision of whether or not a set of points are on an edge is not dependent on whether other sets of points lie on an edge or not. In principle, the edge detection operator can be applied simultaneously all over the image. One technique is high-emphasis spatial frequency filtering. Since high spatial frequencies are associated with sharp changes in intensity, one can enhance or extract edges by performing high-pass filtering using the Fourier operator. The problem here is how to design a relevant filter. There are many types of parallel differential operators such as Roberts, Sobel, and Prewitt operators, which are called the first-difference operators, and the Laplacian operator, which is called the second-difference operator. The main differences between these operators are the weights assigned to each element of the mask. These operators require that there is a distinct change in gray level between two adjacent points, and only very abrupt edges between two regions could be detected. They cannot detect ill-defined edges that are formed by a gradual change in gray level across the edge. Since the computation is based on a small window, the result is quite susceptible to noise. Sequential edge detection means that the result at a point is dependent on the result of the previously examined points. There are a number of sequential techniques utilizing heuristic search and dynamic programming. The performance of a sequential edge detection algorithm will depend on the choice of a good initial point, and it is not easy to define a termination criterion.

In a monochrome image, edge is defined as a discontinuity in the gray level, and can be detected only when there is a difference of the brightness between two regions. However, in color images, the information about edge is much richer than that in monochrome case. For example, edges between two objects with the same
brightness but different hue can be detected in color images [71]. Accordingly, in a color image, an edge should be defined by a discontinuity in a three-dimensional color space. Ref. [23] gave three alternatives for the definition of a color edge: (i) Define a metric distance in some color space and use discontinuities in the distance to determine edges. This makes color edge detection still be performed in 1-D space. Hence the result cannot be expected to be better than that achieved by edge detection in an equivalent monochrome image. (ii) Regard a color image as composed of three monochrome images formed by the three color components, respectively, and perform gray level edge detection on these three images separately. Then the edges detected in the three images might be merged by some specified procedures. This is still essentially a gray-level edge detection technique and may be unsatisfactory in some cases, for example, when gradient edge detectors are employed, the three gradients for one pixel may have the same strength but in opposite directions [72,73]. (iii) Impose some uniformity constraints on the edges in the three color components to utilize all of the three color components simultaneously, but allow the edges in the three color components to be largely independent. Actually, these constraints directly affect the computation of the three color components, which makes definition (iii) essentially different from definition (ii).

Ref. [23] used definition (iii) to define a color edge, which is based on the edge operator provided by [11,12]. This definition allows the edges in the three components to be independent, except that the spatial angles of the edges have to be the same. Y, T₁, and T₂ are used to compute color edges using an extension of the edge operator in Refs. [11,12], and the edges in hue and saturation components are derived from the computations performed on the Y, T₁, T₂ components. The results of the experiments on two images show that most of the edges in the chromatic components correspond to the boundaries of desired objects, and the number of edges detected in chromatic components (T₁, T₂, hue and saturation) is smaller than that of the edges detected in the brightness component (Y) because the color in an image is relatively invariant over the object surface while the brightness may vary due to nonuniform illumination and reflections, and for a large percentage of the cases, the brightness edge also exists where a chromatic edge exists. However situations exist in cases with low contrast or poor illumination where the brightness edges are absent but chromatic edges are present. The explanation is that in natural scenes, it is unlikely that objects of different hue will accidentally have the same brightness component. Based on the above observation, Ref. [23] suggested that the use of color is more likely to aid in obtaining reliable initial data in a multilevel segmentation scheme because the chromatic edges seem to contain fewer spurious edges, and also concluded that ignoring the color information results in only a graceful degradation in performance because the brightness edges and chromatic edges tend to be highly correlated. This is true only for the two images employed in that paper, because there are hardly any shadows or shading in these two images. For the images with considerable amount of shadows and shading, this conclusion will not be appropriate any more. The hue and saturation information turns out to be very important, because in such a case the brightness information cannot, but the hue information can, be used to detect proper edges at the boundaries of shadows or shading. Therefore, if there exists a large amount of shadows or shading, the degradation of performance resulted from ignoring chromatic information will no longer be graceful.

Ref. [20] discussed the choice of the color spaces for edge detection. It considered RGB, YIQ, CIE (L*.a*.b*), G₁G₂G₃ and P₁P₂P₃, where G₁G₂G₃ is obtained using the model of the human visual system, and P₁, P₂ and P₃ are the three principal components obtained using the normalized covariance matrix of the red, green and blue components of a color image. The normalized covariance matrices of the three components in the color spaces of a girl picture are given. For each color space, edge detection is performed using the compass gradient edge detection method. The color edge is determined by the maximum value of the 24 gradient values in three components and eight directions at a pixel. By analyzing the energy content and edge activity index of the color components, it was concluded that the inherent cross-correlation of the three components in a color space should be considered for color edge detection, and the most effective components for color edge detection are G, P₁, Y, L* and G₁ which are related to the brightness components in the five color spaces. However, Ref. [20] did not take into account the effect of shadows or shading.

Ref. [74] argued that the edges detected in hue correlate more directly with material boundaries than those detected in brightness, RGB, or normalized space, and the color segmentation in the HSI space could make the segmentation results enhanced in images with high saturation, even in the presence of confounding cues due to shading, shadow, transparency, and highlights. It compared several color spaces such as RGB, Normalized RGB, HSI and (L*.a*.b*), discussed the properties of hue, and demonstrated that due to the additive/shift invariance and multiplicative/scale invariance properties, hue is invariant to transparencies and certain types of highlights, shadows and shading. The method for edge detection in the paper is: first, use Canny edge operator [77] to generate an intensity edge map; then gradually eliminate the edges if the hue changes are small. The major problem of the HSI space is its singularity at the axis of the color cylinder where R = G = B or saturation = 0. Hue is unstable at low saturations, thus, using hue to segment regions with low saturations is not reliable. Ref. [74]
utilized a first-order membrane type stabilizer based on Markov random fields to smooth the unstable hue regions of low saturations or low intensities and obtained much improvement in color segmentation. The experiments show that starting with an intensity edge map and applying the first-order smoothness operator to the hue map generated by a modulo edge detector can result in a hue edge map that discounts confounding cues due to shading, shadow, transparency, and highlights. Based on this work, Ref. [74] designed and fabricated an analog CMOS VLSI circuit with on-board phototransistor input that computes normalized color and hue. Ref. [75] adopted an improved watershed algorithm which uses gradient of gray level to segment image into homogeneous regions and oversegmentation is also considered. Ref. [76] incorporated the zero-, first-, and second-order derivatives. Some advantages of the algorithm are: 1. Precise region boundaries are detected. 2. Overcome undesirable undersegmentation caused by the over-smoothing and oversegmentation of ramp-like region. 3. Small segments caused by noise variations in statistically coherent regions are removed.

We want to emphasize here that edge detection cannot segment an image by itself. It can only provide useful information about the region boundaries for the higher-level systems, or it can be combined with other approaches, e.g., region based approaches [78–83], to complete the segmentation tasks.

4.4. Fuzzy techniques

The segmentation approaches mentioned above take crisp decisions about regions. Nevertheless, the regions in an image are not always crisply defined, and uncertainty can arise within each level of image analysis and pattern recognition. It can occur at the low level in the raw sensor output, and extend all the way through intermediate and higher levels. Since decisions at any level are based on the results of previous levels, any decision made at a previous level will have an impact on all higher-level activities. A recognition or computer vision system must have sufficient flexibility for processing of uncertainty in any of these levels so that the system could retain as much information as possible at each level. In this way, the final output of the system may not be biased too much by lower level decisions, unlike the classical approaches. As the first essential step of a recognition or vision system, image segmentation particularly should have such a provision for representing and manipulating the uncertainties.

Fuzzy set theory provides a mechanism to represent and manipulate uncertainty and ambiguity. Fuzzy operators, properties, mathematics, and inference rules (IF–THEN rules) have found considerable applications in image segmentation [1,84–107]. Prewitt first suggested that the output of image segmentation should be fuzzy subsets rather than ordinary subsets [1]. In fuzzy subsets, each pixel in an image has a degree to which it belongs to a region or a boundary, characterized by a membership value. By doing so, we can avoid making a crisp decision earlier and keep the information through the higher processing levels as much as possible.

Recently, there has been an increasing use of fuzzy logic theory for color image segmentation [20,26,63,108–120]. As mentioned above, for color images, the colors tend to form clusters in color space which can be regarded as a natural feature space. One problem with traditional clustering techniques is that there are only two values, either 1 or 0, to indicate to what degree a data point belongs to a cluster. This requires well-defined boundaries between clusters, which is not the usual case for real images. This problem can be solved by using fuzzy set methods. FCM is a method that can allow ambiguous boundaries between clusters, and has received much attention [26]. It is an iterative optimization method. It calculates the memberships of a data point in each of the clusters based on the distances between the point and the cluster centers. The cluster centers are then updated based on the resulting clusters. In the iteration, an objective criterion function is used to minimize the distance between the data point in a cluster and the cluster center, and to maximize the distance between cluster centers.

In a two-stage (coarse and fine) segmentation algorithm, Ref. [67] used FCM to assign the unclassified pixels at the coarse stage to the closest class using the detected cluster centers. This technique tried to solve the problem of cluster validity by using a coarse–fine concept. But its applicability is still limited by the histogram thresholding technique. Ref. [26] proposed an iterative multispectral image segmentation approach based on FCM and performed experiments on a color image in RGB and Ohta color spaces. There are two major problems with the FCM method: (1) How to determine the number of clusters remains unsolved. (2) The computational cost is quite high for large data sets.

Ref. [108] defined a segment as “a collection of touching pixels having almost the same color while the change in color is gradual” and utilized a fuzzy approach to attack this fuzzy concept. It defined a contrast fuzzy membership function on a RGB space as follows:

$$
\mu_c = \begin{cases} 
0 & \text{if } \text{Contrast} \leq a_1 \\
1 & \text{if } \text{Contrast} > a_2 \\
(\text{Contrast} - a_1)/(a_2 - a_1) & \text{otherwise}
\end{cases}
$$

where

$$
\text{Contrast} = \sqrt{(R_v - R_w)^2 + (G_v - G_w)^2 + (B_v - B_w)^2}
$$

is the contrast between two pixels v and w. a₁ and a_2 are two predetermined thresholds. The concept of contrast is used to determine the homogeneity criterion for the region-growing approach, which is defined as: the absolute contrast (contrast between pixel and region) is low and
the local or relative contrast (contrast between pixel and its neighbors in the growing direction) is also low. This criterion can keep the segment growing even when there is a gradual change of color on the surface of an object and also prevents two regions with similar color but separated by an edge from merging. Using fuzzy membership function, Ref. [108] also defined degree of farness \( \mu_f \), which is determined by the distance in spatial domain and the contrast in color space, i.e., \( \mu_f = \mu_d \times \mu_c \), where \( \mu_d \) is the membership function of distance and \( \mu_c \) is the membership function of contrast. The farness is then used to assign the unclassified pixels to the closest clusters. The problem is that \( R, G \) and \( B \) are highly correlated and subject to the illumination, which makes the contrast defined by RGB not reliable.

Ref. [109] proposed a color edge detection approach based on fuzzy IF–THEN rules in the HSI color space. Linear fuzzy membership functions are used to describe the absolute difference in the three components of HSI between two pixels, and, particularly, to describe the relevance of hue due to the unstability of hue at low saturation. Several \( 3 \times 3 \) masks are used to describe the potential edge structures, and for each mask, a fuzzy IF–THEN rule is developed. These rules are then combined using fuzzy “OR” operator to infer fuzzy subsets representing the potential edges. The fusion of the edges detected in hue, saturation and intensity is quite natural using fuzzy logic representation. The final fuzzy set PEP–HSI (Potential Edge Pixel in HSI space) is obtained by a weighted combination of three sets representing three types of edge pixels (\( S_1 \): edge pixels in three components, \( S_2 \): edge pixels in two components, and \( S_3 \): edge pixels in only one component). The membership function for PEP–HSI is defined as

\[
\mu_{\text{pep-hsi}} = 1/2 \times \mu_{s3} + 1/3 \times \mu_{s2} + 1/6 \times \mu_{s1}.
\]

Ref. [110] proposed a color image segmentation algorithm based on fuzzy homogeneity. The fuzzy set theory and maximum fuzzy entropy principle are used to map the color image from space domain to fuzzy domain, which will keep the maximum information. Both the global and local information is taken into account while calculating fuzzy homogeneity histogram. The scale-space filter (SSF) is utilized to analyze the homogeneity histogram to find the appropriate segments. The final result is transformed from fuzzy domain to space domain using the inverse S-function. The experimental results demonstrate the effectiveness of the proposed approach. Ref. [111] employed the concept of homogram to extract homogeneous regions in a color image. Utilizing the fuzzy homogeneity approach to find thresholds for each color component. Then the segmentation results for the three-color components are combined. In order to solve the problem of over-segmentation, a region merging process is performed based on color similarity. This approach is more effective in finding homogeneous regions than histogram based approach.

4.5. Physics based approaches

Physics based segmentation approaches aim at solving this problem by employing physical models to locate the objects’ boundaries while eliminating the spurious edges of shadow or highlights in a color image. Among the physics models, “dichromatic reflection model” [36] and “approximate color-reflectance model (ACRM)” [37] are the most common ones.

Reflection is highly related to the nature of the materials. Ref. [37] divided materials into different classes: optically homogeneous materials like metals, glass and crystals, and optically inhomogeneous materials such as plastics, paper, textiles and paints. Usually it is very helpful to identify or classify the material in the scene of an image before the algorithm is applied. For example, we should distinguish metals from dielectrics since they interact with lights in different ways and require different algorithms for image understanding.

Using the color feature of human face, Ref. [51] built a skin color model to capture the chromatic characteristics. Human skin color fall in a small region in color space and can be approximated by a Gaussian distribution. According to color and shape features of human faces, Ref. [51] concluded: regardless of the size, orientation and viewpoint, human face in color image can be identified. In order to segment images containing multi-colored object and multiple materials, Ref. [52] proposed a model consisting of three elements: surface, illumination, and the light transfer function. The parameter space for every element is divided into a set of subspaces, which allow reasoning about the relationships of adjacent hypothesis region. Based on physical parameters, Ref. [52] gave all possible combinations of the subsets and some rules of merging. This approach is easily expendable and allows greater complexity in images.

Based on “dichromatic reflection model”, Ref. [36] created a method to determine the amount of interface reflection and body reflection in a color image pixel by pixel, and presented an algorithm for analyzing color values, which is very useful in color-image understanding. “ACRM” [37] demonstrated the independence of the spectral composition and geometrical scaling of the light reflected. This model is consistent with dichromatic reflection model when the materials are inhomogeneous dielectrics.

Physics based segmentation approaches use the same segmentation techniques discussed before. For example, [42] used Canny’s edge detector [77] to segment an image of a valve based on the ACRM model, and [121] applied clustering method to color image segmentation based on the dichromatic reflection model. The characteristic of these approaches lies in that they use different
reflection models for color images. The existing physics based models are efficient only in image processing for the materials whose reflection properties are known and easy to model. There are too many rigid assumptions of these physics models regarding the material type, the light source and illumination. These conditions may not be satisfied in the real world. Therefore, these models can be used only in a very limited scope of applications.

4.6. Neural networks approaches

Artificial Neural Networks (ANN) are widely applied for pattern recognition. Their extended parallel processing capability and nonlinear characteristics are used for classification and clustering. ANN explore many competing hypotheses simultaneously through parallel nets instead of performing a program of instructions sequentially, hence ANN can be feasible for parallel processing. Neural networks are composed of many computational elements connected by links with variable weights. The complete network, therefore, represents a very complex set of interdependencies which may incorporate any degree of nonlinearity, allowing very general function to be modeled. Training time are usually very long, but after training, the classification using ANN is rapid.

4.6.1. Hopfield Neural Networks (HNN)

Ref. [122] presented the segmentation problem for gray-level image as minimizing a suitable energy function for Hopfield networks. It derived the network architecture from the energy function. Based on the idea in Refs. [122,123] described two algorithms to segment the color images using HNN. The first algorithm locates the significant peaks by applying histogram analysis and designs for Hopfield images minimizing a suitable energy function. Based on the idea in Refs. [122], a very long, but after training, the classification using ANN is rapid.

4.6.2. The self-organizing map (SOM)

The self-organizing map (SOM) projects input space on prototypes of low-dimensional regular grids that can be effectively utilized to visualize and explore properties of the data [127]. Self-organization of Kohonen Feature Map (SOFM) network is a powerful tool for data clustering. Ref. [128] employed the watershed segmentation to the luminance component of color image. In order to solve the problem of oversegmentation, the Kohonen self-organizing map (SOM) network is used. The area of the watershed segments, the chrominance components and the luminance component are input into the network for obtaining the information about how to merge the image. In Ref. [129], first, SOFM is used for quantization of the input color image in order to reduce computational time, and get an indexed image. Second, local histogram is calculated by using a moving window and index-count vectors are obtained. Third, the index-count vectors are used as the training data for SOFM. Finally, each cluster is mapped from the index-count space to the original image. Ref. [129] stated that SOMF was a fast training method and parallel hardware structure was also given.

4.6.3. Other neural networks

Backpropagation (BP) algorithm can be used to segment color images as well. Color features are successively input into BP, one pixel at a time, and three input nodes are necessary. Ref. [130] presents the BP architecture and how to train BP network. C-mean and Learning Vector Quantization (LVQ) algorithms are compared with the back-propagation neural approach. Ref. [131] studied local linear map network (LLM), which is related to self-organizing maps. LLM network, representing the to-be-learned mappings as a collection of locally valid linear mappings that are learned by separate units, is a feedforward neural network. LLM is trained in a supervised-learning scheme to yield a probability value for each image pixel belonging to the face region. In order to
<table>
<thead>
<tr>
<th>Segmentation technique</th>
<th>Method description</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram thresholding (mode method)</td>
<td>Requires that the histogram of an image has a number of peaks, each corresponds to a region</td>
<td>It does not need a prior information of the image. For a wide class of images satisfying the requirement, this method works very well with low computation complexity</td>
<td>(1) Does not work well for an image without any obvious peaks or with broad and flat valleys (2) Does not consider the spatial details, so cannot guarantee that the segmented regions are contiguous</td>
</tr>
<tr>
<td>Feature space clustering</td>
<td>Assumes that each region in the image forms a separate cluster in the feature space. Can be generally broken into two steps: (1) categorize the points in the feature space into clusters; (2) map the clusters back to the spatial domain to form separate regions</td>
<td>Straightforward for classification and easy for implementation</td>
<td>(1) How to determine the number of clusters (known as cluster validity) (2) Features are often image dependent and how to select features so as to obtain satisfactory segmentation results remains unclear (3) Does not utilize spatial information</td>
</tr>
<tr>
<td>Region-based approaches</td>
<td>Group pixels into homogeneous regions. Including region growing, region splitting, region merging or their combination</td>
<td>Work best when the region homogeneity criterion is easy to define. They are also more noise immune than edge detection approach</td>
<td>(1) Are by nature sequential and quite expensive both in computational time and memory (2) Region growing has inherent dependence on the selection of seed region and the order in which pixels and regions are examined (3) The resulting segments by region splitting appear too square due to the splitting scheme</td>
</tr>
<tr>
<td>Edge detection approaches</td>
<td>Based on the detection of discontinuity, normally tries to locate points with more or less abrupt changes in gray level. Usually classified into two categories: sequential and parallel</td>
<td>Edge detecting technique is the way in which human perceives objects and works well for images having good contrast between regions</td>
<td>(1) Does not work well with images in which the edges are ill-defined or there are too many edges (2) It is not a trivial job to produce a closed curve or boundary (3) Less immune to noise than other techniques, e.g., thresholding and clustering</td>
</tr>
<tr>
<td>Fuzzy approaches</td>
<td>Apply fuzzy operators, properties, mathematics, and inference rules (IF-THEN rules), provide a way to handle the uncertainty inherent in a variety of problems due to ambiguity rather than randomness</td>
<td>Fuzzy membership function can be used to represent the degree of some properties or linguistic phrase, and fuzzy IF-THEN rules can be used to perform approximate inference</td>
<td>(1) The determination of fuzzy membership is not a trivial job (2) The computation involved in fuzzy approaches could be intensive</td>
</tr>
<tr>
<td>Neural network approaches</td>
<td>Using neural networks to perform classification or clustering</td>
<td>No need to write complicated programs. Can fully utilize the parallel nature of neural networks</td>
<td>(1) Training time is long (2) Initialization may affect the results (3) Overtraining should be avoided</td>
</tr>
</tbody>
</table>
### Table 2
Characteristics of color spaces

<table>
<thead>
<tr>
<th>Color space</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>Convenient for display</td>
<td>Not good for color image processing due to the high correlation</td>
</tr>
<tr>
<td>YIQ</td>
<td>Can be used to efficiently encode color information in the TV signal of American system; Partly gets rid of the correlation of RGB; Involves less computation time; Y is good for edge detection</td>
<td>Correlation still exists due to the linear transformation, though not as high as RGB</td>
</tr>
<tr>
<td>YUV</td>
<td>Can be used to efficiently encode color information in the TV signal of European system; Partly gets rid of the correlation of RGB; Involves less computation time</td>
<td>Correlation still exists due to the linear transformation, though not as high as RGB</td>
</tr>
<tr>
<td>$I_1I_2I_3$</td>
<td>Partly gets rid of the correlation of RGB; Involves less computation time; Can be useful for color image processing</td>
<td>Correlation still exists due to the linear transformation, though not as high as RGB</td>
</tr>
<tr>
<td>HSI</td>
<td>Based on human color perception; Useful in some cases where the illumination level varies, because hue is invariant to certain types of highlights, shading, and shadows; Hue can be useful for separating objects with different colors</td>
<td>Nonremovable singularity and numerically unstable at low saturation due to nonlinear transformation</td>
</tr>
<tr>
<td>Nrgb (Normalized rgb)</td>
<td>The individual color components are independent on the brightness of the image; Convenient to represent the color plane; Robust to the change of the illumination</td>
<td>Very noisy at low intensities due to nonlinear transformation.</td>
</tr>
<tr>
<td>CIE spaces</td>
<td>Can control color and intensity information independently; Direct color comparison can be performed based on geometric separation within CIE space, and efficient in measuring small color difference</td>
<td>Have the same singularity problem as other nonlinear transformations do</td>
</tr>
</tbody>
</table>

get better segmentation results, a training database including different faces and views is used. An oscillatory cellular neural network (OCNN) is employed in Ref. [132] to segment color images. Its architecture consists of an array of simple neural oscillators with inter-connections limited to the nearest neighborhood. The advantage of OCNN is that it solves a bottleneck created by the immense number of interconnections between a global separator and the oscillators. Connectedness between neighboring color pixels is defined as color connectedness matrix (CCM) to group the correlated segments. Simulation results demonstrate the validity and performance of OCNN. Ref. [133] used a Constrain Satisfaction Neural Network (CSNN) to perform MAP segmentation which utilizes the advantages of GMRF (Gauss–Markov Random Field). Real world and synthetic images are tested based on RGB color space.

#### 4.7. Discussions on color image segmentation

There are two critical issues for color image segmentation: (1) what segmentation method should be utilized; and (2) what color space should be adopted. At present, color image segmentation methods are generally extended from monochrome segmentation approaches. Several approaches applied to color image are discussed
in this section, including histogram thresholding, region based approaches, edge detection and fuzzy techniques. A combination of these approaches is often utilized for color image segmentation [21,33,62,63,65,78–83,134]. Table 1 is a summary of these approaches. Other approaches, such as segmentation using Markov Random Field [135–137] and segmentation based on texture [28,138,139] can also be found from the literature.

The selection of a color space for image processing is image/application dependent. There is no any color space which is better than others and suitable to all kinds of images yet. Table 2 lists the characteristics of different color spaces for color image segmentation.

5. Summary

There is no universal theory on color image segmentation yet. All of the existing color image segmentation approaches are, by nature, ad hoc. They are strongly application dependent, in other words, there are no general algorithms and color space that are good for all color images. An image segmentation problem is basically one of psychophysical perception, and it is essential to supplement any mathematical solutions by a priori knowledge about the picture knowledge. Most gray level image segmentation techniques could be extended to color image, such as histogram thresholding, clustering, region growing, edge detection and fuzzy based approaches. They can be directly applied to each component of a color space, then the results can be combined in some way to obtain the final segmentation result. However, one of the problems is how to employ the color information as a whole for each pixel. When color is projected onto three components, the color information is so scattered that the color image becomes simply a multispectral image and the color information that human can perceive is lost. Another problem is how to choose the color representation for segmentation, since each color representation has its advantages and disadvantages.

In most of the existing color image segmentation approaches, the definition of a region is based on similar color. This assumption often makes it difficult for many algorithms to separate the objects with highlights, shadows, shading or texture which cause inhomogeneous colors of the objects’ surface. Using HSI can solve this problem to some extent except that hue is unstable at low saturation. Some physics based models have been proposed to find the objects’ boundaries based on the type of materials, but these models have too many restrictions which limit them to be extensively employed.

The fuzzy set theory has attracted more and more attention in the area of image processing. Fuzzy set theory provides us with a suitable tool which can represent the uncertainties arising in image segmentation and can model the cognitive activity of the human beings [114]. Fuzzy operators, properties, mathematics, and inference rules (IF–THEN rules) have found more and more applications in image segmentation. Despite the computational cost, fuzzy approaches perform as well as or better than their crisp counterparts. The more important advantage of a fuzzy methodology lies in that the fuzzy membership function provides a natural means to model the uncertainty in an image. Subsequently, fuzzy segmentation results can be utilized in feature extraction and object recognition phases of image processing and computer vision. Fuzzy approach provides a promising means for color image segmentation.
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