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ABSTRACT
A variety of techniques currently exist for measuring the similarity between time series datasets. Of these techniques, the methods whose matching criteria is bounded by a specified $\epsilon$ threshold value, such as the LCSS and the EDR techniques, have been shown to be robust in the presence of noise, time shifts, and data scaling. Our work proposes a new algorithm, called the Fast Time Series Evaluation (FTSE) method, which can be used to evaluate such threshold value techniques, including LCSS and EDR. Using FTSE, we show that these techniques can be evaluated faster than using either traditional dynamic programming or even warp-restricting methods such as the Sakoe-Chiba band and the Itakura Parallelogram.

We also show that FTSE can be used in a framework that can evaluate a richer range of $\epsilon$ threshold-based scoring techniques, of which EDR and LCSS are just two examples. This framework, called Swale, extends the $\epsilon$ threshold-based scoring techniques to include arbitrary match rewards and gap penalties. Through extensive empirical evaluation, we show that Swale can obtain greater accuracy than existing methods.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data Mining, Spatial Databases and GIS

General Terms
Algorithms, Measurement, Performance, Experimentation

Keywords
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1. INTRODUCTION

Techniques for evaluating the similarity between time series datasets have long been of interest to the database community. New location-based applications that generate time series location trails (called trajectories) have also fueled interest in this topic since time series similarity methods can be used for computing trajectory similarity. One of the critical research issues with time series analysis is the choice of distance function to capture the notion of similarity between two sequences. Past research in this area has produced a number of distance measures, which can be divided into two classes. The first class includes functions based on the L1 and L2 norms. Examples of functions in this class are Dynamic Time Warping (DTW) [2] and Edit Distance with Real Penalty (ERP) [4]. The second class of distance functions includes methods that compute a similarity score based on a matching threshold $\epsilon$. Examples of this class of functions are the Longest Common Subsequence (LCSS) [30], and the Edit Distance on Real Sequence (EDR) [5]. Previous research [5,30] has demonstrated that this second class of methods is robust in the presence of noise and time shifting.

All of the advanced similarity techniques mentioned above rely on dynamic programming for their evaluation. Dynamic programming requires that each element of one time series be compared with each element of the other; this evaluation is slow. The research community has thus developed indexing techniques such as [5,7,14,18,32] that use an index to quickly produce a superset of the desired results. However, these indexing techniques still require a refinement step that must perform the dynamic programming evaluation on elements of the superset. Furthermore, time series clustering has also been studied [5,15,30], and these clustering techniques require pairwise comparison of all time series in the dataset, which means that indexing methods cannot be used to speed up clustering applications.

To address this problem, a number of techniques have been developed that impose restrictions on the warping length of the dynamic programming evaluation. The Sakoe-Chiba band, studied in [26], uses a sliding window of fixed length to narrow the number of elements that are compared between two time series. The Itakura Parallelogram, studied in [11], also limits the number of comparisons to accomplish a similar effect as the Sakoe-Chiba band. These techniques that constrain the warping factor are faster, but at the expense of ignoring sequence matches that fall outside of the sliding window. If the best sequence match between two time series falls outside of the restricted search area, then these techniques will not find it.

In this paper, we propose a novel technique to evaluate the second class of time series comparison functions that compute a similarity score based on an $\epsilon$ matching threshold. The popular LCSS and EDR comparison functions belong to this class and can directly benefit from our new evaluation technique. This technique, called the Fast Time Series Evaluation (FTSE), is not based around the dynamic programming paradigm nor is it an approximation (i.e. it computes the actual exact similarity measure). Using a number of experiments on real datasets, we show that FTSE is nearly an order of magnitude faster than the traditional dynamic programming-style of similarity computation. In addition, we show that FTSE is...
Table 1: Symbols and definitions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R, S$</td>
<td>Time series $(r_1, \ldots, r_m)$ and $(s_1, \ldots, s_n)$.</td>
</tr>
<tr>
<td>$r_i$</td>
<td>The $i$th element of $R$.</td>
</tr>
<tr>
<td>$\text{Rest}(R)$</td>
<td>$R$ with the first element removed.</td>
</tr>
<tr>
<td>$M^d$</td>
<td>$d$ dimensional MBR.</td>
</tr>
<tr>
<td>$M^d_1, M^d_2$</td>
<td>Lower and upper bounds of $M$.</td>
</tr>
</tbody>
</table>

also faster than popular warp-restricting techniques by a factor of 2-3, while providing an exact answer.

We show that FTSE can evaluate a broader range of $\epsilon$ threshold-based scoring techniques and not just LCSS and EDR. Motivated by FTSE's broader ability, we propose the Sequence Weighted ALignmEnt (Swale) scoring model that extends $\epsilon$ threshold-based scoring techniques to include arbitrary match rewards and gap penalties. We also conduct an extensive evaluation comparing Swale with popular existing methods, including DTW, ERP, LCSS, and EDR and show that Swale is generally more accurate than these existing methods.

The remainder of this paper is organized as follows: Section 2 discusses the terminology that is used in the rest of the paper. Section 3 discusses related work and Section 4 describes the FTSE algorithm. Section 5 introduces the Swale similarity scoring method and Section 6 presents experimental results. Finally, Section 7 presents our conclusions.

2. TERMINOLOGY

Existing similarity measures such as LCSS, DTW, and EDR assume that time is discrete. For simplicity and without loss of generality, we make these same assumptions here. Formally, the time series data type $T$ is defined as a sequence of pairs $T = (p_1, t_1), (p_2, t_2), \ldots, (p_n, t_n)$, where each $p_i$ is a data point in a $d$-dimensional data space, and each $t_i$ is the time at which $p_i$ occurs. Each $t_i$ is strictly greater than each $t_{i-1}$, and the sampling rate of any two time series is equivalent. Other symbols and definitions used in this paper are shown in Table 1.

Time series datasets are usually normalized before being compared. We follow the normalization scheme for time series data described in [9]. Specifically, for $S$ of length $n$, let the mean of the data in dimension $d$ be $\mu_d$ and let the standard deviation be $\sigma_d$. Then, to obtain the normalized data $N(S)$, we can evaluate $\forall i \in n : s_{i,d} = (s_{i,d} - \mu_d)/\sigma_d$ on all elements of $S$. This process is repeated for all dimensions. In this paper, all data is normalized, and we use $S$ to stand for $N(S)$, unless stated otherwise.

3. RELATED WORK

There are several existing techniques for measuring the similarity between different time series. The Euclidean measure sums the Euclidean distance between points in each time series. For example, in two dimensions the Euclidean distance is computed as: $\sqrt{\sum_{i=1}^n ((r_{i,x} - s_{i,x})^2 + (r_{i,y} - s_{i,y})^2)}$. This measure can be used only if the two time series are of equal length, or if some length normalization technique is applied. More sophisticated similarity measures include Dynamic Time Warping (DTW) [2], Edit distance with Real Penalty (ERP) [4], the Longest Common Subsequence (LCSS) [30], and Edit Distance on Real sequences (EDR) [5]. These measures are summarized in Table 2.

DTW was first introduced to the database community in [2]. DTW between two time series does not require the two series to be of the same length, and it allows for time shifting between the two time series by repeating elements. ERP [4] creates $g$, a constant value for the cost of a gap in the time series, and uses the L1 distance norm as the cost between elements. The LCSS technique introduces a threshold value, $\epsilon$, that allows the scoring technique to handle noise. If two data elements are within a distance of $\epsilon$ in each dimension, then the two elements are considered to match, and are given a match reward of 1. If they exceed the $\epsilon$ threshold in some dimension, then they fail to match, and no reward is issued. The EDR [5] technique uses gap and mismatch penalties. It also seeks to minimize the score (so that a score closer to 0 represents a better match).

In [1], the authors use the Euclidean distance to measure similarity in time series datasets. The Discrete Fourier Transform is used to produce features that are then indexed in an R-tree. Dimensionality reduction is also studied in [3, 14, 18, 20, 23, 32]. Indexing is also studied in [7], which proposes a generic method built around lower bounding to guarantee no false dismissals. Indexing methods for DTW have been the focus of several papers including [13, 19, 27, 33, 34]. Indexing for LCSS [29] and EDR [5] has also been studied. In this paper, our focus is not on specific indexing methods, but on the design of robust similarity measures, and efficient evaluation of the similarity function. We note that our work is complementary to these indexing methods, since the indexing methods still need to perform a refinement step that must evaluate the similarity function. Traditionally, previous work has not focused on this refinement cost, which can be substantial. Previous works employ a dynamic programming (DP) method for evaluating the similarity function, which is expensive, especially for long sequences. In other words, FTSE can be used to boost the performance of existing LCSS or EDR-based indexing methods since it is faster than traditional DP methods for the refinement step.

The Sokoe-Chiba Band [26] and Itakura Parallelogram [11] are both estimation techniques for restricting the amount of time warping to estimate the DTW score between two sequences. A restriction technique similar to the Sokoe-Chiba Band is described for LCSS in [30] and the R-K Band estimate is described in [24].

Time series may be clustered using compression techniques [6, 16]. We do not compare our algorithms with these techniques because of their inapplicability for clustering short time series.

The FTSE algorithm that we propose bears similarity to the Hunt-Szymanski algorithm [10, 21] for finding the longest common subsequence between two sequences. However, Hunt-Szymanski is only concerned with string sequences (and not time series), supports only a limited string edit-distance model, and does none of the grid matching that FTSE does to identify matching elements between time series (see Section 4).

A more closely set of related work is concerned with clustering of trajectory datasets (such as [5, 15, 30, 31]). In fact, a commonly established way of evaluating the effectiveness of trajectory similarity measures is to use it for clustering, and then evaluate the quality of the clusters that are generated [5, 15, 30]. Common clustering methods such as complete linkage are often used for trajectory data analysis [5, 15, 30], and these methods require that each trajectory in the dataset be compared to every other trajectory. Essentially, for a dataset of size $s$, this requires approximately $s^2$ comparisons. As we show in this paper for such problems, not only is the Swale scoring method more effective, but the FTSE technique is also faster than the existing methods.

4. FAST TIME SERIES EVALUATION

In this section, we introduce the FTSE algorithm. In order to better understand why FTSE is faster than dynamic programming, we first discuss dynamic programming and its shortcomings for evaluating $\epsilon$ based comparison functions. We then provide an overview
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for the FTSE algorithm. We also discuss its operation for LCSS and EDR, provide an example for each, and analyze the cost for each.

### 4.1 Dynamic Programming Overview

Time series comparison techniques such as those shown in Table 2 are typically evaluated using dynamic programming. Two time series \( R \) and \( S \) of length \( m \) and \( n \), respectively, are compared using dynamic programming in the following way: First, an \( m \times n \) two dimensional array \( A \) is constructed. Next, each element \( r_i \) of \( R \) is compared with each element \( s_j \) of \( S \) for all \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \). The result of the comparison of \( r_i \) and \( s_j \) is added to the best cumulative score between \( (r_1, \ldots, r_{i-1}) \) and \( (s_1, \ldots, s_{j-1}) \) and stored in \( A \) at position \( (i, j) \). Once all the \( mn \) comparisons have been made and the elements of \( A \) are filled in, the final score is stored in \( A(n, n) \).

For a concrete example, consider finding the LCSS score be-
tween the two time series shown in Figure 1. These two time series are from the popular Cylinder-Bell-Funnel (CBF) synthetic data-
set \([15]\). The CBF dataset consists of time series from three classes, cylinders, bells, and funnels. Elements from the same class in the dataset are usually similar to each other. The two time series shown in Figure 1 are both from the cylinders class.

The two dimensional array used by the dynamic programming method for the LCSS comparison between \( R \) and \( S \) is shown in Figure 2, where the \( \epsilon \) matching criteria is chosen as one-quarter the standard deviation of the normalized time series (a common

<table>
<thead>
<tr>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW(R,S) = \begin{align*} &amp;0 &amp;\text{if } m = n = 0 \ &amp;\infty &amp;\text{if } m = 0 \text{ or } n = 0 \ &amp;\text{dist}(r_1, s_1) + \min{\text{DTW}(\text{Rest}(R), \text{Rest}(S)), \ &amp;\text{DTW}(\text{Rest}(R), S), \text{DTW}(R, \text{Rest}(S))} &amp;\text{otherwise} \end{align*}</td>
</tr>
<tr>
<td>ERP(R,S) = \begin{align*} &amp;\sum_{i=1}^{m} \text{dist}(s_i, g), \sum_{j=1}^{n} \text{dist}(r_j, g) &amp;\text{if } m = 0, \text{if } n = 0 \ &amp;\min{\text{ERP}(\text{Rest}(R), \text{Rest}(S)) + \text{dist}(r_1, s_1) \ &amp;\text{ERP}(\text{Rest}(R), S) + \text{dist}(r_1, g), \ &amp;\text{ERP}(R, \text{Rest}(S)) + \text{dist}(s_1, g)} &amp;\text{otherwise} \end{align*}</td>
</tr>
<tr>
<td>LCSS(R,S) = \begin{align*} &amp;0 &amp;\text{if } m = 0 \text{ or } n = 0 \ &amp;\text{LCSS}(\text{Rest}(R), \text{Rest}(S)) + 1 &amp;\text{if } \forall d,</td>
</tr>
<tr>
<td>EDR(R,S) = \begin{align*} &amp;n, m &amp;\text{if } m = 0, \text{if } n = 0 \ &amp;\min{\text{EDR}(\text{Rest}(R), \text{Rest}(S)) + \text{subcost}, \ &amp;\text{EDR}(\text{Rest}(R), S) + 1, \text{EDR}(R, \text{Rest}(S)) + 1} &amp;\text{otherwise} \end{align*}</td>
</tr>
</tbody>
</table>

Table 2: Distance Functions: \( \text{dist}(r_i, s_j) = L1 \) or \( L2 \) norm; \( \text{subcost} = 0 \) if \( |r_{1,i} - s_{1,j}| \leq \epsilon \), else \( \text{subcost} = 1. \)

![Figure 1: Two time series examples of the cylinder class from the Cylinder-Bell-Funnel Dataset.](image)

\( \epsilon \) value, also chosen in \([5]\). In Figure 2, black entries in the array at position \( (i, j) \) indicate mismatches between \( r_i \) and \( s_j \). Gray entries in the array indicate matches between \( r_i \) and \( s_j \) that do not contribute to the LCSS score of \( R \) and \( S \), and light gray colored en-
tries indicate matches between \( r_i \) and \( s_j \) that are chosen by LCSS as the best alignment between \( R \) and \( S \). Notice that the light gray colored entries run approximately from \((0, 0)\) to \((m, n)\) along the grid diagonal. This makes intuitive sense – the alignment between two similar time series should match similar parts of each series (i.e. the front portion of \( R \) should not match the final portion of \( S \)).

#### 4.1.1 Shortcomings of Dynamic Programming

When evaluating the LCSS of \( R \) and \( S \), many of the compar-
isons made by dynamic programming when filling in the \( m \times n \) two-dimensional array are between components of \( R \) and \( S \) that do not match, and therefore cannot positively impact the score be-
tween \( R \) and \( S \). Much of the computation can be saved by finding only those elements \( r_i \) and \( s_j \) of \( R \) and \( S \) that match. An exam-
ple of the positive matches between \( R \) and \( S \) is given in Figure 3. This is the same two-dimensional array that is shown in Figure 2, but the mismatching portions are no longer shown in black. The number of squares in this figure is much smaller than before. Since each square in the array represents work that must be done by the algorithm as well as space that must be used, the evaluation of \( \epsilon \) threshold scoring techniques can be made more efficient. The main observation that we make is that if only those matches in Figure 3 are considered when comparing two time series, considerable com-
putation can be saved since mismatching pairs are ignored.

### 4.2 Overview of FTSE

FTSE identifies the matching elements \( r_i \) and \( s_j \) between time 
series \( R \) and \( S \) without using a large two-dimensional array, such as 
that shown in Figure 2. This is done by treating \( R \) and \( S \) nonuni-
formly, rather than treating them in the same way as in dynamic 
programming. In dynamic programming, both \( R \) and \( S \) are treated 
the same (each is lined up on one edge of the two-dimensional array 
to be compared with the elements of the other sequence).

To find the matching pairs between \( R \) and \( S \) without comparing 
each \( r_i \) with every \( s_j \), FTSE indexes the elements of \( R \) on-the-fly 
into a grid. Each element of \( R \) is placed into a grid cell. Now, to 
find the elements of \( R \) that \( s_j \) matches, the grid is probed with \( s_j \). 
Only the elements of \( R \) that reside in the same grid cell as \( s_j \) need 
to be compared with it to see if they match.
Figure 2: The dynamic programming computations necessary to evaluate LCSS between the two cylinder examples from Figure 1. The first time series is above the computation array and the second time series is on its right.

Once the matching pairs of \( R \) and \( S \) are found, the score of LCSS, EDR, or of the more general Swale \( \epsilon \) scoring functions for \( R \) and \( S \) and the best alignment between them can be found using only an array of size \( n \) and a list containing the matching pairs between the two sequences (in contrast to the \( mn \) size array of dynamic programming). This is accomplished by noting that the grid can be probed by order of increasing \( S \) position. Hence, when the grid is probed with \( s_j \) to find the matching pairs between \( R \) and \( s_j \), the matching pairs between the preceding \( j-1 \) elements of \( S \) with \( R \) have already been found. Therefore, when considering previous matches between \( (s_1, ..., s_{j-1}) \) and \( R \) for the best cumulative score for a match between \( r_i \) and \( s_j \), there is no restriction on the previous matches from \( s_j \). Any of the previous matches that contribute to the best cumulative score for \( r_i \) and \( s_j \) simply must be between elements of \( R \) before position \( i \) because the previous matches are inherently before \( s_j \). Thus, high scores by position in \( R \) can be indexed into a one dimensional array of size \( n \). The best alignment between \( R \) and \( S \) can be stored using a list containing matching pairs of elements derived from the grid.

One crucial requirement must be met for the index strategy of FTSE to win over the dynamic programming paradigm: the number of cells in the grid must be less than \( mn \). Since the data is normalized, most elements fall between -3\( \sigma \) and 3\( \sigma \). If epsilon is chosen as 0.5\( \sigma \) as is done in [29], then the grid contains 6\( 0.5 = 12 \) entries. Since time series are not usually more than 2 dimensional and typically of length considerably greater than 12, the grid size is typically much smaller than \( mn \).

4.3 Finding Matches

In this section, we describe how the novel Fast Time Series Evaluation method finds matching pairs between elements of \( R \) and elements of \( S \). FTSE measures the similarity between time series \( R \) and \( S \) with threshold value \( \epsilon \). Using \( \epsilon \), each pair of elements \( r_i \in R \) and \( s_j \in S \) can be classified as either a match or a mismatch. The elements \( r_i \) and \( s_j \) are said to match if \( |r_i - s_j| < \epsilon \).

The first step in the FTSE algorithm is to find all intersecting pairs between elements of \( R \) and elements of \( S \). The technique used to obtain these intersecting pairs is shown in Algorithm 1. First, a grid of dimensionality \( d \) is constructed (line 4 of the algorithm). The edge length of each element of the grid is \( \epsilon \).

In lines 6 to 8 of the algorithm, a Minimum Bounding Rectangle (MBR) is constructed for each element \( r_i \) of \( R \). This MBR has a side length of \( 2\epsilon \) in each dimension, and its center is the point \( r_i \). This construction method ensures that \( r_i \) overlaps with no more than \( 3^d \) elements in the grid.

The MBR construction is illustrated in Figure 4 for one and two dimensions. In one dimension, the MBR of \( r_i \) is flattened into a line and intersects with 3 grid elements, as shown in Figure 4a. In two dimensions, the MBR of \( r_i \) intersects with 9 grid elements, as shown in Figure 4b.

A FIFO queue is associated with each cell \( g \) of the grid. The queue for each \( g \) is used to maintain a reference to all \( r_i \) that are within \( \epsilon \) of \( g \), in order of increasing \( i \). This is done in line 9 of Algorithm 1.

The intersections between \( R \) and \( S \) are found in lines 11-18 of Algorithm 1. The grid cell \( g \) that contains each \( s_j \in S \) is located. The elements of \( R \) in the queue associated with \( g \) are compared with \( s_j \) to see if they are within \( \epsilon \) of one another. For each element \( r_{k} \) of \( R \) that is within \( \epsilon \) of \( s_j \), the index of \( r_{k} \), i.e. \( k \), is inserted into the intersection list \( L_j \) of \( s_j \). The entries of \( L_j \) are also maintained in order of increasing \( k \).

Note that the size of the grid is likely to be small for the following reason: Since data is normalized with mean zero and standard deviation \( \sigma = 1 \), most data will fall between -3 and 3. If the \( \epsilon \) value is not exceptionally small relative to \( \sigma \) (which is common – for example, [29] uses 0.5\( \sigma \)), the size of the grid is reasonably small. Outliers beyond -3 or 3 are rare and can be captured into an additional grid cell.
Algorithm 1 Build Intersection List.

1: Input: R, m, n, ϵ
2: Output: Intersection List L
3: Local Variables: Grid G, MBR M
4: Initialize G: each grid element contains a queue that stores references to all intersecting elements.
5: for i = 1 to m do
6:    for k = 1 to d do
7:        $M_i^k = (r_i^k - ϵ, r_i^k + ϵ)$
8:    end for
9:    Insert $M_i$ into the queue associated with each grid square g of G which $M_i$ intersects.
10: end for
11: Obtain queue $q_g$ for grid square g in which $s_i$ lies.
12: for k ∈ $q_g$ do
13:    if $|s_i - r_k| < ϵ$ in all dimensions then
14:        insert k into $L_i$
15:    end if
16: end for

If the dimensionality is unusually high, the grid may be built on a subset of the overall dimensions since, as is shown in the next section, the number of matching pairs between time series R and S decreases quickly as the dimensionality grows. This way, the technique can still be applicable in higher dimensional spaces.

4.3.1 Cost Analysis of Match Finding

The cost of finding the matches using the grid technique of FTSE is $O(P + m + n)$, where $P$ is the total number of comparison operations between the elements of R and the elements of S made when probing the grid, m is the length of R, and n is the length of S. The cost to insert each element of R into a grid is $O(m)$, and the cost to probe the grid with each element of S is $O(n)$. Therefore, $O(P)$ total comparisons between R and S.

The total number of probe comparisons between R and S will be similar to the total number of matches $M_r$ both of which are determined by the size of $\epsilon$. (An element of S will match all elements that are within $\epsilon$ in each dimension. It will be compared in the probe phase with elements that are up to 2$\epsilon$ away from it in each dimension, and on average within 1.5$\epsilon$ in each dimension, since the elements will be mapped to 3 grid cells in each dimension that are each of size $\epsilon$.) While this cost is $O(mn)$ in the worst case, in the general case $P$ will be much less than mn for common $\epsilon$ values.

To obtain an average case analysis, we consider two 1 dimensional sequences R and S whose elements are chosen uniformly from the unit space in 1 dimension. Once R and S are normalized, they will be distributed normally with mean 0 and variance 1. The conditional density function of the standard normal random variable $Z$ is provided in Equation 1. Since S is normalized, the values of its elements follow a normal distribution and we can consider the value of $s_j$ to be a normal random variable. The probability that a standard normal random variable $Z$ lies between two values $a$ and $b$, where $a < b$, is given by Equation 2. Hence, the probability that the normalized value of $r_i$, $N(r_i)$, lies within $\epsilon$ of the normalized value of $s_j$, $N(s_j)$, is given in Equation 3.

$$\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} e^{-u^2/2} du$$  

(1)

$$P[a < Z \leq b] = \Phi(b) - \Phi(a)$$  

(2)

$$P[N(r_i) - \epsilon < N(s_j) \leq N(r_i) + \epsilon] = \Phi(N(r_i) + \epsilon) - \Phi(N(r_i) - \epsilon)$$  

(3)

The expected number of matches $M$ between $r_i$ and the $n$ elements of $S$ is equal to the probability that a particular element of $N(S)$ matches with a value $N(r_i)$ multiplied by $n$. This is shown in Equation 4. We can then find the expected number of matches between $R$ and $S$ by summing over all $m$, in Equation 5. To obtain a solution in terms of $mn$, we can multiply by 1 ($m/m$) in Equation 6. We can approximate this summation (since we want an estimate in terms of $mn$) numerically by picking $m$ values uniformly from the unit space for each $r_i$. We use two values for $\epsilon$, 0.25$\sigma$ and 0.50$\sigma$, which are commonly used $\epsilon$ values in [5] and [29], respectively. For $\epsilon = 0.50$, we obtain between 0.26$mn$ and 0.27$mn$ matches between $R$ and $S$, and for $\epsilon = 0.25$, we obtain about 0.13$mn$ matches between $R$ and $S$. This is approximately a 4-7X improvement over dynamic programming.

$$E[M|r_i] = n(\Phi(N(r_i) + \epsilon) - \Phi(N(r_i) - \epsilon))$$  

(4)

$$E[M] = n \sum_{i=1}^{m} (\Phi(N(r_i) + \epsilon) - \Phi(N(r_i) - \epsilon))$$  

(5)

$$E[M] = mn \sum_{i=1}^{m} \frac{1}{m} (\Phi(N(r_i) + \epsilon) - \Phi(N(r_i) - \epsilon))$$  

(6)

The expected number of probes $P$ can be found by replacing $\epsilon$ in Equation 6 with 1.5$\epsilon$, the average maximum distance away from $s_j$ that elements in $R$ can be and still be compared with $s_j$ in the probe phase. Doing so produces about 0.4mn probe comparisons when $\epsilon = 0.50$ and about 0.25mn probe comparisons when $\epsilon = 0.25$. This is an improvement of 2.5-5X over dynamic programming.

To obtain the average case analysis for 2 dimensions, we consider 2 dimensional time series R and S whose elements are drawn independently from the unit space. The analysis then is similar to the analysis above. The main difference is that $N(r_i)$ must match $N(s_j)$ in both dimensions. Since the values of $r_i$ and $s_j$ in each dimension are independent, we can arrive at Equation 7 by performing the same analysis as we did in the 1 dimensional case. If we approximate the number of matches in two dimensions numerically, we obtain between 0.06mn and 0.07mn matches when $\epsilon = 0.50$ and about 0.02mn matches when $\epsilon = 0.25$. This is about a 14-50X improvement over the dynamic programming, which produces mn comparisons.

$$E[M] = mn \sum_{i=1}^{m} \frac{1}{m} [(\Phi(N(r_{i1}) + \epsilon) - \Phi(N(r_{i1}) - \epsilon)) 

* (\Phi(N(r_{i2}) + \epsilon) - \Phi(N(r_{i2}) - \epsilon))]$$  

(7)
Algorithm 2 LCSS Computation.

1: Input: R, m, S, n, ε, Intersections L
2: Output: score
3: Local Variables: Array matches
4: Initialize matches[0] = 0 and matches[1 to n] = m + 1.
5: max = 0;
6: for j = 1 to n do
7:   Let c, a pointer into the matches array, = 0.
8:   Let temp store an overwritten value from matches.
9:   temp = matches[0].
10: for k ∈ Ldj do
11:   if temp < k then
12:     while matches[c] < k do
13:        c = c + 1.
14:     end while
15:     temp = matches[c].
16:     matches[c] = k.
17:     if c > max then
18:        max = c
19:     end if
20:   end if
21: end for
22: end for
23: score = max.

The expected number of probes P in 2 dimensions can be found by replacing ε in Equation 7 with 1.5ε, the average distance away from sj that elements in R can be and still be compared with it in each dimension in the probe phase. Doing so produces about 0.10mn probe comparisons for R and S when ε = 0.50 and about 0.05mn probe comparisons when ε = 0.25. This is an improvement of 20X over dynamic programming for 2 dimensions.

4.4 Computing LCSS using FTSE

Once the intersections are found, the LCSS score for the pair R and S can be evaluated using Algorithm 2. An array called matches is maintained that stores at position matches[i] the smallest value k for which i matches exist between the elements of S and r1, ..., tk (line 4).

The values in matches are filled by iterating through the elements of S (line 6). Variable c is an index into matches and temp stores an overwritten value from matches. For each of the intersections between r1 and sj (line 10), k is checked against the value of temp (line 11). Initially, temp is 0 (line 9), so the algorithm proceeds to line 12. Next, c is incremented until the value of matches[c] is not less than k. This indicates that there are c − 1 matches between s1, ..., sj−1, and r1, ..., rj−1 matches[c − 1]. Adding the match between sj and rj makes c matches.

The old value of matches[c] is stored to temp (line 15) and matches[c] is updated to k (line 16). The maximum possible number of matches is stored in max and updated if c is greater than it (lines 17-19). The value of temp is updated because subsequent intersections between R and sj cannot make use of the intersection between r1 and sj. This is because the LCSS technique only allows sj to be paired with one rj so the previous value is retained as a stand in for the old matches[c] for the next loop iteration. At the end of the algorithm, the LCSS score is stored in max (line 23).

4.4.1 Example for LCSS

To demonstrate the operation of FTSE for LCSS, let R be r1 = 2.0, r2 = -0.5, r3 = 1.0, r4 = -2.2, and r5 = -0.4, and let S be s1 = -0.4, s2 = -2.1, s3 = 1.4, s4 = -1.8. Let ε = 0.5.

The matching phase of Algorithm 1 progresses by generating a one dimensional grid in which each grid cell has a side length of 0.5 (the ε value). Assume that grid boundaries occur at −2.5, −2, −1.5, −1, −0.5, 0, 0.5, 1, 1.5, 2, and 2.5 (line 4 of Algorithm 1). Next, the algorithm generates MBRs for each element of R (lines 5 to 8). The MBRs for each rj are (1.5, 2.5) for r1, (1.0, 0) for r2, (0.5, 1.5) for r3, (-2.7, -1.7) for r4, and (-0.9, 0.1) for r5.

Next, the algorithm inserts each rj into the grid (line 9). For example, the grid cell with boundaries (-0.5, 0) contains both r3 and r4. The grid is then probed with each S value (lines 11-18).

After the processing of the S1 intersection list, c and temp are reset for the intersections of S2 (lines 7-9). The first and only value in the intersection list for s2 is 4 (line 10). Since matches[0] < 2 < matches[1] (lines 12-14), the greatest number of matches possible so far is 1, so the c pointer is set to 1. Hence, the value of temp is updated to the old value of matches[1] (line 15), which is 6 and matches[1] is updated to 2 (line 16). The value of max is updated to 1 (lines 17-18). The new status of matches is shown in Figure 5. The next value in the intersection list for s2 is 5. Since 5 is less than temp (line 11), this intersection cannot be used.

After the processing of the S1 intersection list, c and temp are reset for the intersections of S2 (lines 7-9). The first and only value in the intersection list for s2 is 4 (line 10). Since matches[1] < 4 < matches[2] (lines 12-14), c is set to 2. The value of temp is updated to matches[2] (line 15), and matches[2] is updated to 4 (line 16). The value of max is also updated to 2 (lines 17-18).

The intersection list for s3 is processed in the same way. Since its only match is with r3, and because matches[1] < 3 < matches[2], the value of matches[2] is overwritten with 3 (see Figure 5). The intersection list of s4 is also processed, and since s4 intersects with r4, and matches[2] < 4 < matches[3], the value of matches[3] is updated to 4, and the max value becomes 3.

Since all the S points have been processed, the algorithm terminates. The best possible number of matches between R and S is stored in max, which is 3. This is the LCSS score.

4.4.2 Cost Analysis of FTSE computing LCSS

The cost of FTSE for computing LCSS is O(M + Ln), where M is the number of matches (discussed in Section 4.3.1) and L is the length of the longest matching sequence between R and S (i.e., the LCSS score). The proof of this is straightforward and hence is omitted (essentially, each matching pair is considered, and the
length of the longest match is stored in the array and is iterated over for each element \( n \) of \( S \). In the worst case, this length will be equal to the length of \( \min(m, n) \) (since the LCSS score cannot exceed the length of either sequence), which could be as long as \( mn \), making the overall cost \( O(mn) \). However, this worst case occurs only when all elements of \( R \) and \( S \) are matched in the LCSS score, which is not expected to happen often, even for sequences that are quite similar.

To obtain an average case analysis for the size of \( L \) in 1 dimension, we again assume time series \( R \) and \( S \) have their elements drawn uniformly from the unit space. We numerically approximate \( L \) by generating one thousand random versions of \( R \) and \( S \), each of length one thousand. We then measure the average, maximum, and minimum length of \( L \). For \( \epsilon = 0.25 \), the average size of \( L \) is 0.52\( m \), the maximum size is 0.54\( m \), and the minimum size is 0.51\( m \). For \( \epsilon = 0.50 \), the average size of \( L \) is 0.60\( m \), the maximum size is 0.68\( m \), and the minimum size is 0.64\( m \). The small variation in the sizes of \( L \) show that this average case analysis produces repeatable results. It also shows a 1.5-2X improvement over dynamic programming’s \( mn \) computation to find the best alignment of \( R \) and \( S \).

We obtain an average case analysis for 2 dimensions through numerical approximation as well. For \( \epsilon = 0.25 \), the average size of \( L \) is 0.23\( m \), the maximum size is 0.24\( m \), and the minimum size is 0.22\( m \). For \( \epsilon = 0.50 \), the average size of \( L \) is 0.41\( m \), the maximum size is 0.43\( m \), and the minimum size is 0.39\( m \). The smaller size of \( L \) in two dimensions is because \( r_i \) must match \( s_j \) in two dimensions instead of just 1, which produces fewer matches between each \( r_i \) and the elements of \( S \) (see Section 4.3.1). This analysis shows a 2.5-4X improvement over dynamic programming.

### 4.5 Computing EDR using FTSE

Unlike LCSS, EDR does not reward matches, but rather penalizes gaps and mismatches, so the FTSE algorithm changes slightly. The maximum possible score for EDR(\( R, S, c \)) is 0 if \( R \) and \( S \) are nearly identical. The worst possible score is \(-1 \times (m + n)\), if all \( m \) elements of \( R \) and all \( n \) elements of \( S \) incur a gap penalty. A mismatch penalty of \(-1 \) between elements \( r_i \) of \( R \) and \( s_j \) of \( S \) can thus be viewed as a savings of 1 over two mismatches (which together have a cost of \(-2 \) versus the \(-1 \) mismatch cost). A match between \( r_i \) and \( s_j \) has a score of 0, which is a savings of 2 over the gap penalty costs. FTSE for EDR thus scores a match with a \(+2 \) reward and a mismatch with a \(+1 \) reward, and considers the baseline score to be \(-1 \times (m + n)\) instead of zero.

The FTSE algorithm for EDR is presented in Algorithm 3. The \( \text{matches} \) array is initialized (line 4 of Algorithm 3) similar to Algorithm 2. Since match rewards are being scored with a \( +2 \), the array needs to be twice as long. Variables \( \text{max} \) (line 5), \( c \) (line 7), and \( \text{temp} \) (line 8) are the same as before. Variable \( \text{temp2} \) stores an overwritten value of the \( \text{matches} \) array, similar to \( \text{temp} \). A second temporary holder is needed because match rewards are scored with a \(+2 \), hence two values can be overwritten on an iteration.

Most of FTSE for EDR is the same as FTSE for LCSS, such as iterating through the elements of \( S \) (line 6) and checking each element of the intersection list for the appropriate \( \text{matches} \) value (lines 10-12).

Mismatches are handled by lines 13-19. Variable \( \text{temp} \) stores the value of \( \text{matches}[c - 1] \). Since \( s_j \) can obtain a mismatch with any element of \( R \), each value of \( \text{matches} \) must be incremented (line 15). The overwritten value of \( \text{matches} \) is stored back into \( \text{temp} \) (lines 14, 16, 18). Line 13 checks that a previous element has not matched at position \( c \) of \( \text{matches} \) (producing a higher score than a potential mismatch) and that the length of \( R \) has not been exceeded.

#### Algorithm 3 EDR Computation

1: Input: \( R, m, S, n, c \), Intersections \( L \)
2: Output: score
3: Local Variables: Array \( \text{matches} \)
4: Initialize \( \text{matches}[0] = 0 \) and \( \text{matches}[1 \text{ to } 2n] = m + 1 \).
5: \( \text{max} = 0; \)
6: for \( j = 1 \text{ to } n \) do
7:   Let \( c \), a pointer into the \( \text{matches} \) array, = 0.
8:   Let \( \text{temp} \) store an old value from \( \text{matches}[c] \)
9:   Let \( \text{temp2} \) store an old value from \( \text{matches}[c] \)
10: for \( k \in L \) do
11:   if \( \text{temp} < k \text{ then} \)
12:     while \( \text{matches}[c] < k \text{ do} \)
13:       if \( \text{temp} < \text{matches}[c] - 1 \text{ and } \text{temp} < m - 1 \text{ then} \)
14:         \( \text{temp} = \text{matches}[c] \)
15:         \( \text{matches}[c] = \text{temp} + 1 \)
16:         \( \text{temp} = \text{temp2} \)
17:       else
18:         \( \text{temp} = \text{matches}[c] \)
19:       end if
20:     \( \text{c} = \text{c} + 1. \)
21:   end while
22: end for
23: if \( \text{temp} \geq \text{matches}[c] \)
24: \( \text{matches}[c] = \text{temp} + 1. \)
25: end if
26: if \( \text{max} c + 1 \) \text{ then} \)
27: \( \text{max} = c + 1 \)
28: \( c = c + 2. \)
29: \text{else if} \( \text{temp} < \text{temp}2 \text{ and } k < \text{matches}[c] \text{ then} \)
30: \( \text{temp2} = \text{temp} \)
31: \( \text{temp} = \text{matches}[c] \)
32: \( \text{matches}[c] = k \)
33: \( \text{if} \ c < 0 \text{ then} \)
34: \( \text{max} = c \)
35: \( c = c + 1 \)
36: end if
37: end if
38: \text{end for}
39: for \( j = c \text{ to max} + 1 \text{ do} \)
40: \( \text{if} \ \text{temp} < \text{matches}[j] - 1 \text{ and } \text{temp} < m - 1 \text{ then} \)
41: \( \text{temp2} = \text{matches}[j] \)
42: \( \text{matches}[j] = \text{temp} + 1 \)
43: \( \text{temp} = \text{temp2} \)
44: \( \text{if} \ \text{max} < j \text{ then} \)
45: \( \text{max} = j \)
46: \text{else} \)
47: \( \text{temp} = \text{matches}[j] \)
48: end if
49: end if
50: end for
51: \text{score} = \text{max} - (m + n). \)

Lines 22-27 handle a match. The previous value of \( \text{matches}[c] \) is stored in \( \text{temp2} \) (line 22) since \( \text{matches}[c] \) will be updated with a mismatch score (line 23); \( \text{matches}[c + 1] \) is stored in \( \text{temp} \) (line 24) since a match is recorded at \( \text{matches}[c + 1] \) (line 25). The maximum score and \( c \) counter are updated in lines 26 and 27 respectively.

Lines 28-34 handle the case when the next matching element in intersection list \( L_i \) is greater than the previous element by exactly 1. For example, if \( s_j \) matches elements \( r_k \) and \( r_{k+1} \). In this case, the match with \( r_{k+1} \) will not necessarily exceed \( \text{temp} \), the previously updated \( c - 1 \) value, but might exceed \( \text{temp2} \), the previously updated \( c - 2 \) value. The update code is similar to lines 22-27 already described.

Lines 36-45 handle the case when either \( s_j \) has no matches in \( R \) or when \( s_j \) matches elements only near the beginning of \( R \). In this case, \( s_j \) could obtain mismatch scores with the remaining portions of \( R \). This section of Algorithm 3 is similar to the already described lines 13-19.
4.5.1 Example for EDR

We show the operation of FTSE evaluating EDR with the same example as was used for LCSS. Following the intersection list generation of Algorithm 1 already discussed, Algorithm 3 begins by initializing matches. This initialized state is seen in Figure 6.

The first match is obtained from the intersection list (line 10 of the algorithm). This is the intersection between r2 and s1, hence k = 2. Since matches[0] < 2 < matches[1], c is set to 1 in lines 13-20. temp and temp2 are both set to all (lines 22 and 24). matches[1] is set to 1 because s1 can mismatch with r1. matches[2] is set to 2 because r2 matches with s1. Nothing is done for the match between r3 and s1. The updated matches array is shown in Figure 6.

The intersection list for s1 is now empty, so FTSE proceeds to line 36. The algorithm can then set max + 1 to 3, so the loop is taken exactly once. The if condition at line 37 fails, so no changes are made to matches.

Next, the intersection between r4 and s2 is processed, so k = 4. Since matches[2] < 4 < matches[3], c is set to 3 by lines 12-20. No changes are made to the matches array by lines 14-16. Hence, the else condition (line 18) is taken for both c = 1 and 2 and temp = 2. matches[3] is set to temp + 1 = 3 (line 23) and matches[4] is set to 4 (line 25) since k = 4. max is updated to 4 (line 26) and c is set to 5 (line 33). Again, lines 36-45 make no changes to matches.

The intersection between s3 and r3 is next considered. As shown in Figure 6, the match between s3 and r3 can use the match between s1 and r2 at position 2 of matches. So, the value of k (3) is recorded at position 4 of matches. When processing for s3 reaches line 36, temp = 4, c is 5, and max is 4. Hence, lines 37-40 record a value of 5 in position matches[5]. This is because s3 builds upon the r4 and s2 match with a mismatch between itself and r5.

Finally, the intersection between r4 and s4 is processed. Since the intersection between r3 and s4 has resulted in a matches[] value of 3, line 23 will set temp[5] to 4, and line 25 will set match[6] to a value of 4. This means that max is also set to 6 (line 27). The final score achieved (line 47) is -1 * (5 + 4) + 6 = -3.

4.5.2 Cost Analysis of FTSE computing EDR

The cost of FTSE when evaluating EDR is \( O(M + Tn) \), where \( M \) is the number of matches between \( R \) and \( S \), \( n \) is the length of time series \( S \), and \( T \) is the value of max in Algorithm 3. This complexity results from iterating over the matches array for each of the \( n \) elements of \( S \) up to max places in the array. The value of max is bounded by \( \min(m, n) \) and \( 2 \min(m, n) \). This is because the value of max is increased once for each mismatch and two times for each match that occurs in the final alignment between \( R \) and \( S \). While this is still \( O(mn) \) in the worst case, FTSE for EDR still achieves efficiencies relative to dynamic programming since it only needs to store the number of matching elements \( M \) between \( R \) and \( S \). This leads to better performance, which is later quantified experimentally in Section 6.2.

4.6 Maintaining the Best Matching Pairs

The FTSE algorithm for either LCSS or EDR can be easily modified to find not only the best score between two time series, but also the best sequence of matching pairs that produce that score. Maintaining the best sequence of matching pairs is useful for applications that seek to compute the best alignment between two time series. We now discuss how to modify FTSE for LCSS; a similar discussion for EDR is omitted.

The matching pairs found in Algorithm 1 are maintained in a list of intersections. The list element that contains a particular match can be linked to the previous best set of list elements when the match is considered in line 10 of Algorithm 2 since each match contributes to the best score in at most one position. The best alignment can be found by maintaining an array of the list elements that contain the matching pairs. Each array position corresponds to the last match in the sequence, with the remaining matches chained out behind it.

The following three lines can be added to Algorithm 2 between lines 16 and 17 to maintain the record of the best alignment (where \( l_k \) is the list element for match \( k \)):

\[
\text{alignment}[c] = l_k.
\]

\[
\text{if } c > 0 \text{ then } l_k.next = \text{alignment}[c - 1].
\]

\[
\text{else } l_k.next = 0.
\]

The alignment array is of length \( n \), similar to matches. It is initialized to all null entries. At the end of the algorithm, the best sequence is maintained in the alignment array, and it can be returned to the user.

5. THE SWALE SCORING MODEL

The FTSE algorithm can be used to evaluate a broad class of \( \epsilon \) threshold value based scoring models, of which LCSS and EDR are two examples. This broader class of scoring models includes a new Swale scoring model, which we present below. The Swale scoring model improves over previous approaches in several ways. First, it allows for a sequence similarity score to be based on both match rewards and mismatch penalties. Second, it allows for the match reward and gap penalties to be weighted relative to one another. These weights also allow a user or domain expert with particular knowledge of a certain area to tune the distance function for optimal performance instead of having only one technique for all data domains. If the user has no such domain-specific knowledge, a training dataset can be used to automatically learn the weights (as we do in all the experiments presented in this paper).

More formally, the Swale distance function is defined as:

**Definition 5.1.** Let \( R \) and \( S \) be two time series of length \( m \) and \( n \), respectively. Let the gap cost be \( \text{gap}_c \) and let the match reward be \( \text{reward}_m \). Then Swale\((R, S)\) =

\[
\begin{align*}
\text{reward}_m + & \text{ if } m = 0 \\
\text{max}\{\text{gap}_c + \text{Swale}(\text{Rest}(R), \text{Rest}(S))\} & \text{ if } n = 0 \\
\text{gap}_c + \text{Swale}(R, \text{Rest}(S)) & \text{ otherwise }
\end{align*}
\]

Next we explain why Swale offers a better similarity measure compared to the best existing \( \epsilon \) methods, namely LCSS and EDR.
Figure 7: Time Series Examples

[5, 30]. For this illustration, consider the sequences shown in Figure 7. Sequence A contains six elements. Sequence B has the same six elements as A, but has three additional “noise” elements embedded in it. Sequence C contains ten elements, and sequence D has the same ten elements with three additional “noise” elements in it. Note that the number of mismatched elements between C and D is the same as that between A and B.

Both EDR and LCSS lose some information when scoring these sequences. EDR scores gaps and mismatches, but does not reward matches. In this sense, it only measures dissimilarity between two sequences. For example, A and B receive the same score as C and D even though C and D have nearly twice as many matching elements.

LCSS rewards matches, but does not capture any measure of dissimilarity between two sequences. For example, the LCSS technique scores C and D identically to C scored with itself, which is not intuitive.

Swale is similar to LCSS because it rewards matches between sequences, but it also captures a measure of their dissimilarity by penalizing gap elements. Swale allows C and D to obtain a higher score than A and B because they have more matching elements while still penalizing them for gap costs.

The Swale scoring function can be evaluated with the same FTSE algorithm described for LCSS by simply changing the last line of Algorithm 2 to  

\[ \text{score} = \max \{ \text{reward}_m + \text{gap} \cdot (m + n - 2\text{max}) \} \]

6. EXPERIMENTS

In this section, we experimentally evaluate the performance of FTSE, and the accuracy of Swale.

6.1 FTSE Experimental Evaluation

In this section, we evaluate the effectiveness of the FTSE technique evaluating both LCSS and EDR. Since Swale is evaluated with only a small modification to FTSE for LCSS, its performance is identical to LCSS with FTSE. All experiments are run on a machine with a 1.7 GHz Intel Xeon, with 512MB of memory and a 40GB Fujitsu SCSI hard drive, running Debian Linux 2.6.0. We compare the performance of FTSE against DTW, ERP, LCSS, and EDR. Each technique is evaluated using a traditional, iterative dynamic programming-style algorithm.

The performance of FTSE is dependent on the \( \epsilon \) value, since this value determines which elements of \( R \) and \( S \) are close enough to one another to be matched. The emphasis of our work is not on describing how to pick an \( \epsilon \) value for either LCSS or EDR, but to demonstrate the effectiveness of FTSE for reasonable choices of \( \epsilon \). Consequently, we show results with an \( \epsilon \) value of 0.5\( \sigma \), where \( \sigma \) is the standard deviation of the data (since we are dealing with normalized data, \( \sigma \) is 1). We have chosen this \( \epsilon \) value since it was shown to produce good results in [29].

Table 3: Time in seconds to cluster a given dataset, using techniques that compute the actual alignment.

<table>
<thead>
<tr>
<th>Method</th>
<th>CM</th>
<th>ASL</th>
<th>CBF</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>35.23</td>
<td>1.20</td>
<td>1.78</td>
<td>329.17</td>
</tr>
<tr>
<td>LCSS</td>
<td>14.24</td>
<td>0.84</td>
<td>1.16</td>
<td>129.42</td>
</tr>
<tr>
<td>SC-B</td>
<td>7.05</td>
<td>0.76</td>
<td>0.74</td>
<td>72.91</td>
</tr>
<tr>
<td>EDR</td>
<td>6.40</td>
<td>0.74</td>
<td>0.72</td>
<td>66.95</td>
</tr>
<tr>
<td>FTSE</td>
<td>2.69</td>
<td>0.72</td>
<td>0.63</td>
<td>48.28</td>
</tr>
<tr>
<td>FTSE_E</td>
<td>2.26</td>
<td>0.70</td>
<td>0.60</td>
<td>40.74</td>
</tr>
</tbody>
</table>

Table 4: Time in seconds to cluster a given dataset, using \( O(n) \) storage techniques that do not compute the alignment.

<table>
<thead>
<tr>
<th>Method</th>
<th>CM</th>
<th>ASL</th>
<th>CBF</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>35.23</td>
<td>1.20</td>
<td>1.78</td>
<td>329.17</td>
</tr>
<tr>
<td>LCSS</td>
<td>14.24</td>
<td>0.84</td>
<td>1.16</td>
<td>129.42</td>
</tr>
<tr>
<td>SC-B</td>
<td>7.05</td>
<td>0.76</td>
<td>0.74</td>
<td>72.91</td>
</tr>
<tr>
<td>EDR</td>
<td>6.40</td>
<td>0.74</td>
<td>0.72</td>
<td>66.95</td>
</tr>
<tr>
<td>FTSE</td>
<td>2.69</td>
<td>0.72</td>
<td>0.63</td>
<td>48.28</td>
</tr>
<tr>
<td>FTSE_E</td>
<td>2.26</td>
<td>0.70</td>
<td>0.60</td>
<td>40.74</td>
</tr>
</tbody>
</table>

In our first experiment we show the average time to perform the similarity comparisons for a complete linkage clustering evaluation. Complete linkage clustering of time series was used in both [30] for LCSS and in [5] for EDR. For a dataset with \( k \) time series, each clustering run involves computing approximately \( k \times (k - 1) \) time series similarity scores.

To perform the complete linkage clustering, our evaluation uses the same datasets used in [30] and in [5], which includes the Camer- amouse (CM) dataset [8] and the Australian Sign Language (ASL) dataset from the UCI KDD archive [28]. Since both of these datasets are two dimensional, we also experiment with the popular Cylinder-Bell-Funnel (CBF) dataset of [15] and the Trace dataset of [24]. The CBF dataset contains three classes (one each for the cylinder, bell, and funnel shapes) and is synthetically generated. We use 10 examples from each class in the clustering. The Trace dataset is a four class synthetic dataset that simulates instrument failures inside of a nuclear power plant. There are fifty examples for each class.

The CM dataset consists of 15 different time series obtained from tracking the fingertips of people in two dimensions as they write words. Three different people wrote out five different words. This gives a total of five distinct class labels (one for each word) and three members for each class.

The ASL dataset contains examples of Australian Sign Language signs. The dataset contains time series in two dimensions for words that are signed by the user, and each word is signed five different times. We choose to use the same 10 word examples of [30]. This gives us a dataset with 10 classes with 5 time series per class.

We also compare with the Sakoe-Chiba Band (SC Band) and Itakura Parallelogram techniques for warp-restricting DTW. A restriction value of 10 percent is used in [34], so we also use this value. A similar technique to the SC Band for LCSS is described in [30], which sets the restriction value to 20 percent. The Itakura Parallelogram is referred to as (I-Par).

The results for the complete linkage clustering test is shown in Table 3. For the CM data set, FTSE is faster than the dynamic
programming methods by a factor of 7-8, and faster than the warp-restricting techniques by a factor of 2-3. FTSE is faster than DP by a factor of 4-5 and is nearly twice as fast as the SC Band evaluating LCSS for the Trace dataset. FTSE also consistently performs better than dynamic programming on the other datasets. Note that the performance advantage achieved using FTSE relative to the various DP techniques is not as large for ASL and CBF as it is for the CM and Trace datasets. This is because the average sequence length of the ASL and CBF sequences are 45 and 128 respectively, while the average length of the CM is 1151 and the Trace is 255. This indicates that FTSE performs better than DP as length increases, which we also show in the next experiment. The Trace dataset also takes longer to evaluate than others datasets because it contains many more sequence examples (200) than CM (15), ASL (50), or CBF (30).

We also show results for both the DP and SC Band techniques using $O(n)$ storage techniques that produce the best score but do not yield the best alignment between the two sequences in Table 4. Essentially, since the $i^{th}$ column of the $mn$ matrix depends only on the $i-1^{th}$ column, 2 column arrays can be used. Similarly, it is a simple extension for FTSE to show that the list of intersections need not be materialized if an alignment between the two time series is not required; we have also implemented this version of FTSE ($FTSE_{LCSS}$ in the table). FTSE can also be implemented with a warp-restriction (in essence, to only consider matches in the same narrow band as the SC Band technique). We have also implemented this version with a restriction value of 20 percent to show why it performs better than warp-restricting techniques, while providing an exact answer. FTSE is about twice as fast as the Sakoe-Chiba Band and 2-3 times faster than the Itakura Parallelogram (IPAR) warp-restricting techniques. FTSE is about twice as fast as the Sakoe-Chiba Band and 2-3 times faster than the Itakura Parallelogram technique. SC for LCSS is slower than for DTW because the warping restriction needed for good results (20%) for LCSS is larger than for DTW (10%).

Figure 8 shows the results for FTSE evaluating LCSS (labeled FTSEL) and EDR (FTSEE). It also shows DTW, ERP, LCSS, and EDR evaluated using dynamic programming. As can be seen in this figure, FTSE is nearly an order of magnitude faster than the dynamic programming techniques. The figure also shows that the performance advantage of FTSE over the DP techniques increases with sequence length.

Figure 9 presents results for FTSE and the Sakoe-Chiba Band (SCD evaluating DTW and SCL evaluating LCSS) and Itakura Parallelogram (IPAR) warp-restricting techniques. FTSE is about twice as fast as the Sakoe-Chiba Band and 2-3 times faster than the Itakura Parallelogram technique. SC for LCSS is slower than for DTW because the warping restriction needed for good results (20%) for LCSS is larger than for DTW (10%).

Figure 10 presents results for the $O(n)$ storage techniques already discussed. FTSE (FTSEL in the figure) is generally about 3 times faster than the DP methods (LCSS and DTW) and almost twice as fast when the warp-restricted version of FTSE (FTSESC) is compared with the SC Band technique (SCL and SCD).

In summary, compared to existing methods that compute the actual alignment, FTSE is up to 7-8 times faster than popular dynamic programming techniques for long sequences and 2-3 faster than warp-restricting techniques, while providing an exact answer.

6.2 Experimental Cost Analysis of FTSE

The complexity and average case cost of FTSE have already been analyzed in Sections 4.3.1 and 4.4.2. In this section, we analyze the experimental cost of FTSE to show why it performs better than the other techniques that produce the best alignment, using the CM dataset as an example.

FTSE is more efficient for two reasons: it performs fewer operations than the competing techniques and it requires less space, which improves the algorithm’s memory and cache performance.

The number of operations performed by FTSE is dependent on two principle components: the number of matches between elements of $R$ and elements of $S$ obtained by Algorithm 1 and the number of reads or writes to the matches array in Algorithm 2.
For the CM dataset, there are about 120 thousand matching pairs on average between any two sequences R and S (since the average length of each time series is 1151 elements, there are a total possibility of 1151 × 1151 = 1.32 million) and about 300 thousand reads and writes to the matches array. This means that FTSE performs about 420 thousand operations on the CM dataset versus the 1.32 million for DP, which is less than one-third.

The amount of space used by FTSE is dependant on the number of matching pairs generated by Algorithm 1. The matches array and the grid (which contains fewer than 200 grid cells for CM) are of negligible size. For the CM dataset, the number of matching pairs is approximately 120 thousand. The equivalent DP algorithm writes approximately 1.32 million elements.

To test that this considerable space difference actually results in cost savings, we modified Algorithm 2 by allocating an amount of space equivalent to that of the DP algorithm and adding a line between lines 13 and 14 of Algorithm 2 that randomly writes to an element of the allocated space. The new algorithm attains improved performance only from the saved operations, not from memory or cache efficiency. The time this new FTSE takes to cluster the CM dataset is 12.12 seconds (before it was 5.13). This is expected, since DP for LCSS takes 42.74 seconds and the ratio of operations between FTSE and DP is 420/1320 and 42.74+420/1320 = 13.59 seconds.

6.3 Evaluation of the Swale Scoring Model

In this section, we evaluate the effectiveness of the Swale scoring model compared to existing similarity models. For this evaluation, we test the ability of the model to produce high-quality clusters. (Following well-established methodology [5, 15, 30].)

For our evaluation, we used the Cameramouse (CM) dataset [8], and the Australian Sign Language (ASL) dataset (described in Section 5.1). In addition, we also obtained an additional dataset from the UCI KDD archive [28] called the High Quality ASL. This dataset differs from the ASL dataset in the following way: In the ASL dataset, several different subjects performed the signing, and lower quality test gloves were used. The High Quality ASL (HASL) dataset consists of one person performing each sign 27 times using higher quality test gloves. Details regarding these differences can be found at [28]. We do not provide detailed results for the Trace and CBF datasets because these datasets have a small number of classes (4 and 3, respectively) and hence do not offer as much room for differentiation as the ASL datasets (all techniques tested on Trace and CBF performed nearly identically).

In the evaluation we perform hierarchical clustering using Swale, DTW, ERP, LCSS, and EDR. (We omit a comparison with the Euclidean distance, since it has been generally shown to be less robust than DTW [5, 13, 30].) Following previous established methods [5, 15, 30], for each dataset, we take all possible pairs of classes and use the complete linkage algorithm [12], which is shown in [30] to produce the best clustering results.

Since DTW can be used with both the L1-norm [4] and the L2-norm [17] distances, we implement and test both these approaches. The results for both are similar. For brevity, we present the L1-norm results.

The Swale match reward and mismatch penalty are computed using training datasets. The ASL dataset in the UCI KDD archive contains time series datasets from several different signers placed into directories labeled by the signer’s name and trial run number. We selected the datasets labeled adam2, john3, john4, stephen2, and stephen4 for test datasets 1-5, respectively, and datasets andrew2 and john2 for training. For the HASL, each word has 27 examples, so we are able to group them into 5 different collections of data, each with 5 examples, with 2 examples left over. The first such dataset is used for training, and the others are used for testing.

For the training algorithm, we use the random restart method [25]. Since the relative weight of the match reward and gap cost is what is important (i.e., the ratio between them), we fix the match reward to 50 and use the training method to pick various gap costs. The computed mismatch cost for ASL is -8 and for HASL is -21.

The CM dataset does not have enough data to produce a training and a test set. We therefore chose the ASL weight as the default. All techniques correctly clustered the dataset (10 out of 10 correct).

The total number of correct clusterings for each of the five different ASL datasets (out of 45 for each dataset) are shown in Table 5. As can be seen in the table, Swale has the overall best performance for the tests. There is a high degree of variability for all the similarity functions from one ASL dataset to the next, but some general trends do emerge. For example, all of the techniques perform well on dataset 5, averaging over 40 correct clusterings out of 45 possible. All of the techniques do relatively poorly on dataset 2, averaging only about 30 correct clusterings out of 45. These two datasets emphasize the variability of data for multi-dimensional time series; two datasets in the same ASL clustering framework produce very different results for all of the tested similarity measures.

The results for the HASL datasets are shown in Table 6 and are once again out of a possible 45 for each technique on each test. Overall, DTW, ERP, LCSS, EDR, and Swale obtain fewer correct clusterings on the HASL datasets than they do on the ASL datasets. There is also high variability in accuracy across the datasets, just as in the ASL data presented in Table 5. Swale performs much better on the classifications for the HASL datasets than the alternative techniques, obtaining a total of 40 correct total classifications. The closest competitor is the LCSS technique with 31. This dataset also highlights how Swale leverages the combination of the match reward and gap penalty on real datasets for improved accuracy. On HASL dataset 1, EDR, which also uses gap penalties, performs much better than the LCSS technique. Swale also performs very well on this dataset. On HASL dataset 2, the LCSS technique performs better than EDR. Swale performs as well as the LCSS technique on this dataset, and is thus able to obtain the best of both worlds – it does well when EDR does well, and also does well when LCSS does well!

In summary, the results presented in this section demonstrate that Swale is consistently a more effective similarity measuring method compared to existing methods.

### Table 5: Number of correct clusterings (each out of 45) for the ASL dataset. The best performers are highlighted in bold.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>40</td>
<td>32</td>
<td>34</td>
<td>37</td>
<td>41</td>
<td>184</td>
</tr>
<tr>
<td>ERP</td>
<td>38</td>
<td>32</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>190</td>
</tr>
<tr>
<td>LCSS</td>
<td>40</td>
<td>30</td>
<td>38</td>
<td>39</td>
<td>41</td>
<td>188</td>
</tr>
<tr>
<td>EDR</td>
<td>38</td>
<td>27</td>
<td>39</td>
<td>37</td>
<td>43</td>
<td>184</td>
</tr>
<tr>
<td>Swale</td>
<td>39</td>
<td>29</td>
<td>41</td>
<td>42</td>
<td>42</td>
<td>193</td>
</tr>
</tbody>
</table>

### Table 6: Number of correct clusterings (each out of 45) for the HASL dataset. The best performers are highlighted in bold.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>ERP</td>
<td>9</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>LCSS</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>31</td>
</tr>
<tr>
<td>EDR</td>
<td>13</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>Swale</td>
<td>18</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>40</td>
</tr>
</tbody>
</table>
7. CONCLUSIONS

In this paper, we have presented a novel algorithm called FTSE to speed up the evaluation of \( \varepsilon \)-threshold-based scoring functions for time series datasets. We have shown that FTSE is faster than the traditionally used dynamic programming methods by a factor of 7-8, and is even faster than approximation techniques such as the Sakoe-Chiba Band by a factor of 2-3. In addition, we also presented a flexible new scoring model for comparing the similarity between time series. This new model, called Swale, combines the notions of gap penalties and match rewards of previous models, and also improves on these models. Using extensive experimental evaluation on a number of real datasets, we show that Swale is more accurate compared to existing methods.
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