Exercises 8.1

1. a. What does dynamic programming have in common with divide-and-conquer?
   b. What is a principal difference between the two techniques?

2. a. Compute $C(6,3)$ by applying the dynamic programming algorithm.
   b. Is it also possible to compute $C(n,k)$ by filling the algorithm’s dynamic programming table column by column rather than row by row?

3. Prove the following assertion made in the text while investigating the time efficiency of the dynamic programming algorithm for computing $C(n,k)$:

   \[
   \frac{(k-1)k}{2} + k(n-k) \in \Theta(nk).
   \]

4. a. What is the space efficiency of Binomial, the dynamic programming algorithm for computing $C(n,k)$?
   b. Explain how the space efficiency of this algorithm can be improved. (Try to make as much of an improvement as you can.)

5. a. Find the order of growth of the following functions:
   i. $C(n,1)$ ii. $C(n,2)$ iii. $C(n,n/2)$ for even $n$’s.
   b. What major implication for computing $C(n,k)$ do the answers to the questions in part (a) have?

6. Find the exact number of additions made by the following recursive algorithm based directly on formulas (8.3) and (8.4).

   Algorithm BinomCoeff($n,k$)
   if $k = 0$ or $k = n$ return 1
   else return BinomCoeff($n-1,k-1$)+BinomCoeff($n-1,k$)

7. Which of the following algorithms for computing a binomial coefficient is most efficient?
a. Use the formula
\[ C(n, k) = \frac{n!}{k!(n - k)!}. \]

b. Use the formula
\[ C(n, k) = \frac{n(n - 1)...(n - k + 1)}{k!}. \]

c. Apply recursively the formula
\[
C(n, k) = C(n - 1, k - 1) + C(n - 1, k) \quad \text{for } n > k > 0, \\
C(n, 0) = C(n, n) = 1.
\]

d. Apply the dynamic programming algorithm.

8. Prove that
\[ C(n, k) = C(n, n - k) \quad \text{for } n \geq k \geq 0 \]
and explain how this formula can be utilized in computing \( C(n, k) \).

9. Shortest path counting
A chess rook can move horizontally or vertically to any square in the same row or in the same column of a chessboard. Find the number of shortest paths by which a rook can move from one corner of a chessboard to the diagonally opposite corner [Gar78], p.10

(a) by a dynamic programming algorithm.
(b) by using elementary combinatorics.

10. World Series odds
Consider two teams, \( A \) and \( B \), playing a series of games until one of the teams wins \( n \) games. Assume that the probability of \( A \) winning a game is the same for each game and equal to \( p \) and the probability of \( A \) losing a game is \( q = 1 - p \). (Hence, there are no ties.) Let \( P(i, j) \) be the probability of \( A \) winning the series if \( A \) needs \( i \) more games to win the series and \( B \) needs \( j \) more games to win the series.

a. Set up a recurrence relation for \( P(i, j) \) that can be used by a dynamic programming algorithm.

b. Find the probability of team \( A \) winning a seven-game series if the probability of it winning a game is 0.4.

c. Write a pseudocode of the dynamic programming algorithm for solving this problem and determine its time and space efficiencies.
Hints to Exercises 8.1

1. Compare the definitions of the two techniques.

2. a. Trace the algorithm Binomial for \( n = 6 \) and \( k = 3 \) by filling the table similar to that in Figure 8.1.

   b. Check the algorithm’s formula to see which values need to be known to compute \( C(n,k) \).

3. Show that there exist positive constants \( c_1, c_2 \), and a positive integer \( n_0 \) such that

   \[
   c_2nk \leq \frac{(k-1)k}{2} + k(n-k) \leq c_1nk
   \]

   for all pairs of integers \( n, k \) such that \( n \geq n_0 \) and \( 0 \leq k \leq n \).

4. a. The space efficiency can be investigated in almost the same way the time efficiency is investigated in Section 8.1.

   b. With some care, one can write a new row of the table over its immediate predecessor.

5. Use an explicit formula for \( C(n,k) \) and Stirling’s formula if necessary.

6. Set up a recurrence relation for the number of additions \( A(n,k) \); solve it by substituting \( A(n,k) = B(n,k) - 1 \).

7. Find and compare the efficiency classes of these algorithms.

8. The formula can be proved by using either one of the explicit formulas for \( C(n,k) \) or by its combinatorial interpretation.

9. a. Relate the number of the rook’s shortest paths to the square in the \( i \)th row and the \( j \)th column of the chessboard to the numbers of the shortest paths to the adjacent squares.

   b. Consider one shortest path as 14 consecutive moves to adjacent squares.

10. a. In the situation where teams \( A \) and \( B \) need \( i \) and \( j \) games, respectively, to win the series, consider the result of team \( A \) winning the game and the result of team \( A \) losing the game.

    b. Set up a table with five rows \( (0 \leq i \leq 4) \) and five columns \( (0 \leq j \leq 4) \) and fill it by using the recurrence derived in part (a).

    c. A pseudocode should be guided by the recurrence set up in part (a). The efficiency answers follow immediately from the table’s size and the time spent on computing each of its entries.
Solutions to Exercises 8.1

1. a. Both techniques are based on dividing a problem’s instance into smaller instances of the same problem.

b. Typically, divide-and-conquer divides an instance into smaller instances with no intersection whereas dynamic programming deals with problems in which smaller instances overlap. Consequently, divide-and-conquer algorithms do not explicitly store solutions to smaller instances and dynamic programming algorithms do.

2. a. 

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>20</td>
</tr>
</tbody>
</table>

b. Yes, the table can also be filled column-by-column, with each column filled top-to-bottom starting with 1 on the main diagonal of the table.

3. First, the simple algebra yields

\[
\frac{(k-1)k}{2} + k(n-k) = nk - \frac{1}{2}k^2 - \frac{1}{2}k.
\]

So, we can obtain an upper bound by eliminating the negative terms:

\[
nk - \frac{1}{2}k^2 - \frac{1}{2}k \leq nk \quad \text{for all } n, k \geq 0.
\]

We can get a lower bound by considering \( n \geq 2 \) and \( 0 \leq k \leq n \):

\[
nk - \frac{1}{2}k^2 - \frac{1}{2}k \geq nk - \frac{1}{2}nk - \frac{1}{2}k^2 - \frac{1}{2}nk = \frac{1}{4}nk.
\]

4. a. The total size of the algorithm’s table is \((n+1)(k+1) \in \Theta(nk)\).

Considering only the memory cells actually used by the algorithm still yields the same asymptotic class:

\[
S(n, k) = \sum_{i=0}^{k} (i+1) + \sum_{i=k+1}^{n} (k+1) = \frac{(k+1)(k+2)}{2} + (k+1)(n-k) \in \Theta(nk).
\]
b. The following algorithm uses just a one-dimensional array by writing a new row over its immediate predecessor; each row is filled from right to left.

Algorithm $\text{Binomial2}(n, k)$
// Computes $C(n, k)$ by the dynamic programming algorithm
// with a one-dimensional table
// Input: A pair of nonnegative integers $n \geq k \geq 0$
// Output: The value of $C(n, k)$
for $i \leftarrow 0$ to $n$
do
  if $i \leq k$ // in the triangular part
    $T[i] \leftarrow 1$ // the diagonal element
    $u \leftarrow i - 1$ // the rightmost element to be computed
  else
    $u \leftarrow k$ // in the rectangular part
  // overwrite the preceding row moving right to left
  for $j \leftarrow u$ downto 1 do
    $T[j] \leftarrow T[j - 1] + T[j]$
return $T[k]$

5. a.

i. $C(n, 1) = n \in \Theta(n)$

ii. $C(n, 2) = \frac{n(n - 1)}{2} \in \Theta(n^2)$

iii. $C(n, \frac{n}{2}) = \frac{n!}{(n/2)!(n-n/2)!} = \frac{n!}{[(n/2)!]^2}$
    $\approx \frac{\sqrt{2\pi n} (n/e)^n}{[\sqrt{2\pi n/2(n/2e)^{n/2}}]^2} = \frac{2}{\sqrt{2\pi n}} 2^n \in \Theta(2^n n^{-0.5})$

b. A major implication is a very fast growth of $C(n, k)$ if $k$ is close to $n/2$.

6. The recurrence relation for the number of additions made by the algorithm is

$A(n, k) = A(n - 1, k - 1) + A(n - 1, k) + 1$ for $n > k > 0$, $A(n, 0) = A(n, n) = 0$ for $n \geq 0$.

Substituting $A(n, k) = B(n, k) - 1$ yields

$B(n, k) = B(n - 1, k - 1) + B(n - 1, k)$ for $n > k > 0$, $B(n, 0) = B(n, n) = 1$ for $n \geq 0$. 
Since the last recurrence relation is identical to the recurrence relation for
the binomial coefficient, \( B(n, k) = C(n, k) \) and hence
\[
A(n, k) = B(n, k) - 1 = C(n, k) - 1.
\]

7. a. Assuming that \( 1! \) is computed as \( 0! \cdot 1 \) and, hence, requires one multi-
plication, the use of the formula
\[
C(n, k) = \frac{n!}{k!(n-k)!}
\]
requires \( n + k + n - k = 2n \) multiplications and one division.

b. The use of the formula
\[
C(n, k) = \frac{n(n-1)...(n-k+1)}{k!}
\]
requires only \( k + k = 2k \) multiplications and one division. (We assumed
that the product in the numerator is initialized to 1.) Hence, (b) is more
efficient than (a). Also note that the overflow problem is less severe for
formula (b) than for formula (a). It can be further alleviated by using
the formula
\[
\frac{n(n-1)...(n-k+1)}{k!} = \frac{n}{k} \cdot \frac{n-1}{k-1} \cdot \frac{n-(k-1)}{1}
\]

c. Applying recursively the formula
\[
C(n, k) = C(n-1, k-1) + C(n-1, k) \quad \text{for } n > k > 0, \quad C(n, 0) = C(n, n) = 1
\]
requires \( C(n, k) - 1 \) additions (see Problem 6), which is much worse than
the dynamic programming algorithm that requires \( nk - \frac{1}{2}k^2 - \frac{1}{2}k \) addi-
tions (see Section 8.1).

d. The efficiency of the dynamic programming algorithm, as explained
in the section, is in \( \Theta(nk) \).

Thus, the choice comes to be between algorithms (b) and (d). Making a
choice between two algorithms with different basic operations should be
conditioned on their relative speeds. Still, since the time efficiency of
algorithm (b) is in \( \Theta(k) \) while the time efficiency of algorithm (d) is in
\( \Theta(nk) \), we have to conclude that the former is more time efficient, at least
asymptotically, than the latter. Algorithm (b) is obviously more space
efficient than algorithm (d), too.
8. Using the formula \( C(n, k) = \frac{n!}{k!(n-k)!} \), we obtain the following equality:

\[
C(n, n-k) = \frac{n!}{(n-k)!(n-(n-k))!} = \frac{n!}{(n-k)!k!} = \frac{n!}{k!(n-k)!} = C(n, k).
\]

Alternatively, \( C(n, k) \) is the number of ways to choose a \( k \)-element subset from a set of \( n \) elements, which is the same as selecting \( n-k \) elements not to be included in a \( k \)-element subset.

The formula can be used for speeding up algorithms (b), (c), and (d) of Problem 7: compute \( C(n, k) \) if \( k \leq n-k \) (i.e., if \( k \leq n/2 \)) and \( C(n, n-k) \) otherwise.

9. a. With no loss of generality, we can assume that the rook is initially located in the lower left corner of a chessboard, whose rows and columns are numbered from 1 to 8. Let \( P(i, j) \) be the number of the rook’s shortest paths from square \((1,1)\) to square \((i,j)\) in the \( i \)th row and the \( j \)th column, where \( 1 \leq i, j \leq 8 \). Any such path will be composed of vertical and horizontal moves directed toward the goal. Obviously, \( P(i, 1) = P(1, j) = 1 \) for any \( 1 \leq i, j \leq 8 \). In general, any shortest path to square \((i,j)\) will be reached either from square \((i,j-1)\) or from square \((i-1,j)\) square. Hence, we have the following recurrence

\[
\begin{align*}
P(i, j) &= P(i, j-1) + P(i-1, j) \quad \text{for } 1 < i, j \leq 8, \\
P(i, 1) &= P(1, j) = 1 \quad \text{for } 1 \leq i, j \leq 8.
\end{align*}
\]

Using this recurrence, we can compute the values of \( P(i, j) \) for each square \((i,j)\) of the board. This can be done either row by row, or column by column, or diagonal by diagonal. (One can also take advantage of the board’s symmetry to make the computations only for the squares either on and above or on and below the board’s main diagonal.) The results
are given in the diagram below:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>15</td>
<td>21</td>
<td>28</td>
<td>36</td>
<td>43</td>
<td>50</td>
<td>57</td>
<td>64</td>
<td>71</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>35</td>
<td>56</td>
<td>84</td>
<td>120</td>
<td>168</td>
<td>216</td>
<td>264</td>
<td>312</td>
<td>360</td>
<td>408</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>15</td>
<td>35</td>
<td>70</td>
<td>126</td>
<td>210</td>
<td>330</td>
<td>462</td>
<td>594</td>
<td>726</td>
<td>858</td>
<td>990</td>
<td>1122</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>21</td>
<td>56</td>
<td>126</td>
<td>252</td>
<td>462</td>
<td>792</td>
<td>1104</td>
<td>1416</td>
<td>1728</td>
<td>2040</td>
<td>2352</td>
<td>2664</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>7</td>
<td>28</td>
<td>84</td>
<td>210</td>
<td>462</td>
<td>924</td>
<td>1716</td>
<td>3308</td>
<td>5910</td>
<td>8512</td>
<td>11114</td>
<td>13716</td>
<td>16318</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>8</td>
<td>36</td>
<td>120</td>
<td>330</td>
<td>792</td>
<td>1716</td>
<td>3432</td>
<td>6864</td>
<td>13728</td>
<td>20592</td>
<td>27456</td>
<td>34320</td>
<td>41284</td>
</tr>
</tbody>
</table>

b. Any shortest path from square (1,1) to square (8,8) can be thought of as 14 consecutive moves to adjacent squares, seven of which being up while the other seven being to the right. For example, the shortest path composed of the vertical move from (1,1) to (8,1) followed by the horizontal move from (8,1) to (8,8) corresponds to the following sequence of 14 one-square moves:

\[(u, u, u, u, u, u, r, r, r, r, r, r, r, r),\]

where \(u\) and \(r\) stand for a move up and to the right, respectively. Hence, the total number of distinct shortest paths is equal to the number of different ways to choose seven \(u\)-positions among the total of 14 possible positions, which is equal to \(C(14,7)\).

10. a. Let \(P(i, j)\) be the probability of \(A\) winning the series if \(A\) needs \(i\) more games to win the series and \(B\) needs \(j\) more games to win the series. If team \(A\) wins the game, which happens with probability \(p\), \(A\) will need \(i - 1\) more wins to win the series while \(B\) will still need \(j\) wins. If team \(A\) looses the game, which happens with probability \(q = 1 - p\), \(A\) will still need \(i\) wins while \(B\) will need \(j - 1\) wins to win the series. This leads to the recurrence

\[P(i, j) = pP(i - 1, j) + qP(i, j - 1) \text{ for } i, j > 0.\]
The initial conditions follow immediately from the definition of $P(i, j)$:

$$P(0, j) = 1 \text{ for } j > 0, \quad P(i, 0) = 0 \text{ for } i > 0.$$ 

b. Here is the dynamic programming table in question, with its entries rounded-off to two decimal places. (It can be filled either row-by-row, or column-by-column, or diagonal-by-diagonal.)

<table>
<thead>
<tr>
<th>$i \ \backslash \ j$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.40</td>
<td>0.64</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.16</td>
<td>0.35</td>
<td>0.52</td>
<td>0.66</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.06</td>
<td>0.18</td>
<td>0.32</td>
<td>0.46</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.03</td>
<td>0.09</td>
<td>0.18</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Thus, $P[4, 4] \approx 0.29$.

c. **Algorithm WorldSeries($n, p$)**

//Computes the odds of winning a series of $n$ games
//Input: A number of wins $n$ needed to win the series
//and probability $p$ of one particular team winning a game
//Output: The probability of this team winning the series

$q \leftarrow 1 - p$

for $j \leftarrow 1$ to $n$ do

$P[0, j] \leftarrow 1.0$

for $i \leftarrow 1$ to $n$ do

$P[i, 0] \leftarrow 0.0$

for $j \leftarrow 1$ to $n$ do

$P[i, j] \leftarrow p \ast P[i - 1, j] + q \ast P[i, j - 1]$

return $P[n, n]$

Both the time efficiency and the space efficiency are in $\Theta(n^2)$ because each entry of the $n + 1$-by-$n + 1$ table (except $P[0, 0]$, which is not computed) is computed in $\Theta(1)$ time.
Exercises 8.2

1. Apply Warshall’s algorithm to find the transitive closure of the digraph defined by the following adjacency matrix

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

2. a. Prove that the time efficiency of Warshall’s algorithm is cubic.

b. Explain why the time efficiency of Warshall’s algorithm is inferior to that of the traversal-based algorithm for sparse graphs represented by their adjacency lists.

3. Explain how to implement Warshall’s algorithm without using extra memory for storing elements of the algorithm’s intermediate matrices.

4. Explain how to restructure the innermost loop of the algorithm Warshall to make it run faster at least on some inputs.

5. Rewrite the pseudocode of Warshall’s algorithm assuming that the matrix rows are represented by bit strings on which the bitwise or operation can be performed.

6. a. Explain how Warshall’s algorithm can be used to determine whether a given digraph is a dag (directed acyclic graph). Is it a good algorithm for this problem?

b. Is it a good idea to apply Warshall’s algorithm to find the transitive closure of an undirected graph?

7. Solve the all-pairs shortest path problem for the digraph with the following weight matrix

\[
\begin{bmatrix}
0 & 2 & \infty & 1 & 8 \\
6 & 0 & 3 & 2 & \infty \\
\infty & \infty & 0 & 4 & \infty \\
\infty & \infty & 2 & 0 & 3 \\
3 & \infty & \infty & \infty & 0
\end{bmatrix}
\]

8. Prove that the next matrix in sequence (8.8) of Floyd’s algorithm can be written over its predecessor.

9. Give an example of a graph or a digraph with negative weights for which Floyd’s algorithm does not yield the correct result.

10. Enhance Floyd’s algorithm so that shortest paths themselves, not just their lengths, can be found.
11. *Jack Straws*  In the game of Jack Straws, a number of plastic or wooden "straws" are dumped on the table and players try to remove them one-by-one without disturbing the other straws. Here, we are only concerned with if various pairs of straws are connected by a path of touching straws. Given a list of the endpoints for \( n > 1 \) straws (as if they were dumped on a large piece of graph paper), determine all the pairs of straws that are connected. Note that touching is connecting, but also two straws can be connected indirectly via other connected straws [1994 East-Central Regionals of the ACM International Collegiate Programming Contest].
Hints to Exercises 8.2

1. Apply the algorithm to the adjacency matrix given as it is done in the section for another matrix.

2. a. The answer can be obtained either by considering how many values the algorithm computes or by following the standard plan for analyzing the efficiency of a nonrecursive algorithm (i.e., by setting up a sum to count its basic operation).

   b. What is the efficiency class of the traversal-based algorithm for sparse graphs represented by their adjacency lists?

3. Show that we can simply overwrite elements of \( R^{(k-1)} \) with elements of \( R^{(k)} \) without any other changes in the algorithm.

4. What happens if \( R^{(k-1)}[i, k] = 0 \)?

5. Show first that formula (8.7) (from which the superscripts can be eliminated according to the solution to Problem 3)

\[
    r_{ij} = r_{ij} \text{ or } r_{ik} \text{ and } r_{kj}.
\]

   is equivalent to

\[
    \text{if } r_{ik} \rightarrow r_{ij} \text{ or } r_{kj}.
\]

6. a. What property of the transitive closure indicates a presence of a directed cycle? Is there a better algorithm for checking this?

   b. Which elements of the transitive closure of an undirected graph are equal to 1? Can you find such elements with a faster algorithm?

7. See an example of applying the algorithm to another instance in the section.

8. What elements of matrix \( D^{(k-1)} \) does \( d^{(k)}_{ij} \), the element in the \( i \)th row and the \( j \)th column of matrix \( D^{(k)} \), depend on? Can these values be changed by the overwriting?

9. Your counterexample must contain a cycle of a negative length.

10. It will suffice to store, in a single matrix \( P \), indices of intermediate vertices \( k \) used in updates of the distance matrices. This matrix can be initialized with all zero elements.

11. The problem can be solved by utilizing two well-known algorithms: one from computational geometry, the other dealing with graphs.
Solutions to Exercises 8.2

1. Applying Warshall’s algorithm yields the following sequence of matrices (in which newly updated elements are shown in bold):

\[
R^{(0)} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix} \quad R^{(1)} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
R^{(2)} = \begin{bmatrix}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix} \quad R^{(3)} = \begin{bmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
R^{(4)} = \begin{bmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix} = T
\]

2. a. For a graph with \( n \) vertices, the algorithm computes \( n \) matrices \( R^{(k)} \) \((k = 1, 2, ..., n)\), each of which has \( n^2 \) elements. Hence, the total number of elements to be computed is \( n^3 \). Since computing each element takes constant time, the time efficiency of the algorithm is in \( \Theta(n^3) \).

b. Since one DFS or BFS traversal of a graph with \( n \) vertices and \( m \) edges, which is represented by its adjacency lists, takes \( \Theta(n + m) \) time, doing this \( n \) times takes \( n\Theta(n + m) = \Theta(n^2 + nm) \) time. For sparse graphs (i.e., if \( m \in O(n) \)), \( \Theta(n^2 + nm) = \Theta(n^2) \), which is more efficient than the \( \Theta(n^3) \) time efficiency of Warshall’s algorithm.

3. The algorithm computes the new value to be put in the \( i \)th row and the \( j \)th column by the formula

\[
R^{(k)}[i, j] = R^{(k-1)}[i, j] \text{ or } (R^{(k-1)}[i, k] \text{ and } R^{(k-1)}[k, j]).
\]

The formula implies that all the elements in the \( k \)th row and all the elements in the \( k \)th column never change on the \( k \)th iteration, i.e., while computing elements of \( R^{(k)} \) from elements of \( R^{(k-1)} \). (Substitute \( k \) for \( i \) and \( k \) for \( j \), respectively, into the formula to verify these assertions.) Hence, the new value of the element in the \( i \)th row and the \( j \)th column, \( R^{(k)}[i, j] \), can be written over its old value \( R^{(k-1)}[i, j] \) for every \( i, j \).
4. If $R^{(k-1)}[i, k] = 0,$

\[ R^{(k)}[i, j] = R^{(k-1)}[i, j] \text{ or } (R^{(k-1)}[i, k] \text{ and } R^{(k-1)}[k, j]) = R^{(k-1)}[i, j], \]

and hence the innermost loop need not be executed. And, since $R^{(k-1)}[i, k]$ doesn’t depend on $j,$ its comparison with 0 can be done outside the $j$ loop. This leads to the following implementation of Warshall’s algorithm:

**Algorithm Warshall2(A[1..n, 1..n])**

// Implements Warshall’s algorithm with a more efficient innermost loop
// Input: The adjacency matrix $A$ of a digraph with $n$ vertices
// Output: The transitive closure of the digraph in place of $A$

for $k \leftarrow 1$ to $n$ do

    for $i \leftarrow 1$ to $n$ do
        if $A[i, k]$

            for $j \leftarrow 1$ to $n$ do
                if $A[k, j]$

                    $A[i, j] \leftarrow 1$

return $A$

5. First, it is easy to check that

\[ r_{ij} \leftarrow r_{ij} \text{ or } (r_{ik} \text{ and } r_{kj}). \]

is equivalent to

\[ \text{if } r_{ik} \text{ then } r_{ij} \leftarrow r_{ij} \text{ or } r_{kj}. \]

Indeed, if $r_{ik} = 1$ (i.e., true),

\[ r_{ij} \text{ or } (r_{ik} \text{ and } r_{kj}) = r_{ij} \text{ or } r_{kj}, \]

which is exactly the value assigned to $r_{ij}$ by the if statement as well. If $r_{ik} = 0$ (i.e., false),

\[ r_{ij} \text{ or } (r_{ik} \text{ and } r_{kj}) = r_{ij}, \]

i.e., the new value of $r_{ij}$ will be the same as its previous value—exactly, the result we obtain by executing the if statement.

Here is the algorithm that exploits this observation and the bitwise or operation applied to matrix rows:

**Algorithm Warshall3(A[1..n, 1..n])**

// Implements Warshall’s algorithm for computing the transitive closure
// with the bitwise or operation on matrix rows
// Input: The adjacency matrix $A$ of a digraph
// Output: The transitive closure of the digraph in place of $A$

for $k \leftarrow 1$ to $n$ do
for $i \leftarrow 1$ to $n$ do
if $A[i, k]$ then
    $row[i] \leftarrow row[i]$ bitwiseor $row[k]$  //rows of matrix $A$
return $A$

6. a. With the book’s definition of the transitive closure (which considers only nontrivial paths of a digraph), a digraph has a directed cycle if and only if its transitive closure has a 1 on its main diagonal. The algorithm that finds the transitive closure by applying Warshall’s algorithm and then checks the elements of its main diagonal is cubic. This is inferior to the quadratic algorithms for checking whether a digraph represented by its adjacency matrix is a dag, which were discussed in Section 5.3.

b. No. If $T$ is the transitive closure of an undirected graph, $T[i, j] = 1$ if and only if there is a nontrivial path from the $i$th vertex to the $j$th vertex. If $i \neq j$, this is the case if and only if the $i$th vertex and the $j$th vertex belong to the same connected component of the graph. Thus, one can find the elements outside the main diagonal of the transitive closure that are equal to 1 by a depth-first search or a breadth-first search traversal, which is faster than applying Warshall’s algorithm. If $i = j$, $T[i, i] = 1$ if and only if the $i$th vertex is not isolated, i.e., if it has an edge to at least one other vertex of the graph. Isolated vertices, if any, can be easily identified by the graph’s traversal as one-node connected components of the graph.

7. Applying Floyd’s algorithm to the given weight matrix generates the following sequence of matrices:

$$
D^{(0)} = \begin{bmatrix}
0 & 2 & \infty & 1 & 8 \\
6 & 0 & 3 & 2 & \infty \\
\infty & \infty & 0 & 4 & \infty \\
\infty & \infty & 2 & 0 & 3 \\
3 & \infty & \infty & \infty & 0
\end{bmatrix}
D^{(1)} = \begin{bmatrix}
0 & 2 & \infty & 1 & 8 \\
6 & 0 & 3 & 2 & 14 \\
\infty & \infty & 0 & 4 & \infty \\
\infty & \infty & 2 & 0 & 3 \\
3 & \infty & \infty & \infty & 0
\end{bmatrix}
$$

$$
D^{(2)} = \begin{bmatrix}
0 & 2 & 5 & 1 & 8 \\
6 & 0 & 3 & 2 & 14 \\
\infty & \infty & 0 & 4 & \infty \\
\infty & \infty & 2 & 0 & 3 \\
3 & 5 & 8 & 4 & 0
\end{bmatrix}
D^{(3)} = \begin{bmatrix}
0 & 2 & 5 & 1 & 8 \\
6 & 0 & 3 & 2 & 14 \\
\infty & \infty & 0 & 4 & \infty \\
\infty & \infty & 2 & 0 & 3 \\
3 & 5 & 8 & 4 & 0
\end{bmatrix}
$$

$$
D^{(4)} = \begin{bmatrix}
0 & 2 & 3 & 1 & 4 \\
6 & 0 & 3 & 2 & 5 \\
\infty & \infty & 0 & 4 & 7 \\
\infty & \infty & 2 & 0 & 3 \\
3 & 5 & 6 & 4 & 0
\end{bmatrix}
D^{(5)} = \begin{bmatrix}
0 & 2 & 3 & 1 & 4 \\
6 & 0 & 3 & 2 & 5 \\
10 & 12 & 0 & 4 & 7 \\
6 & 8 & 2 & 0 & 3 \\
3 & 5 & 6 & 4 & 0
\end{bmatrix} = D
$$
8. The formula

\[ d_{ij}^{(k)} = \min \{ d_{ij}^{(k-1)}, d_{ik}^{(k-1)} + d_{kj}^{(k-1)} \} \]

implies that the value of the element in the \(i\)th row and the \(j\)th column of matrix \(D^{(k)}\) is computed from its own value and the values of the elements in the \(i\)th row and the \(k\)th column and in the \(k\)th row and the \(j\)th column in the preceding matrix \(D^{(k-1)}\). The latter two cannot change their values when the elements of \(D^{(k)}\) are computed because of the formulas

\[ d_{ik}^{(k)} = \min \{ d_{ik}^{(k-1)}, d_{ik}^{(k-1)} + d_{kk}^{(k-1)} \} = \min \{ d_{ik}^{(k-1)}, d_{ik}^{(k-1)} + 0 \} = d_{ik}^{(k-1)} \]

and

\[ d_{kj}^{(k)} = \min \{ d_{kj}^{(k-1)}, d_{kk}^{(k-1)} + d_{kj}^{(k-1)} \} = \min \{ d_{kj}^{(k-1)}, 0 + d_{kj}^{(k-1)} \} = d_{kj}^{(k-1)}. \]

(Note that we took advantage of the fact that the elements \(d_{kk}\) on the main diagonal remain 0’s. This can be guaranteed only if the graph doesn’t contain a cycle of a negative length.)

9. As a simple counterexample, one can suggest the following digraph:

![Digraph](image)

Floyd’s algorithm will yield:

\[
D^{(0)} = \begin{bmatrix} 0 & 1 \\ -2 & 0 \end{bmatrix} \quad D^{(1)} = \begin{bmatrix} 0 & 1 \\ -2 & -1 \end{bmatrix} \quad D^{(2)} = \begin{bmatrix} -1 & 0 \\ -3 & -2 \end{bmatrix}
\]

None of the four elements of the last matrix gives the correct value of the shortest path, which is, in fact, \(-\infty\) because repeating the cycle enough times makes the length of a path arbitrarily small.

Note: Floyd’s algorithm can be used for detecting negative-length cycles, but the algorithm should be stopped as soon as it generates a matrix with a negative element on its main diagonal.

10. As pointed out in the hint to this problem, Floyd’s algorithm should be enhanced by recording in an \(n\)-by-\(n\) matrix index \(k\) of an intermediate vertex causing an update of the distance matrix. This is implemented in the pseudocode below:

---

Algorithm *FloydEnhanced*(\(W[1..n, 1..n]\))

//Input: The weight matrix \(W\) of a graph or a digraph

//Output: The distance matrix \(D[1..n, 1..n]\) and
// the matrix of intermediate updates \( P_{1..n, 1..n} \)

\[ D \leftarrow W \]

for \( i \leftarrow 1 \) to \( n \) do
  for \( j \leftarrow 1 \) to \( n \) do
    \( P[i, j] \leftarrow 0 \) //initial mark

for \( k \leftarrow 1 \) to \( n \) do
  for \( i \leftarrow 1 \) to \( n \) do
    for \( j \leftarrow 1 \) to \( n \) do
      if \( D[i, k] + D[k, j] < D[i, j] \)
        \( D[i, j] \leftarrow D[i, k] + D[k, j] \)
        \( P[i, j] \leftarrow k \)

For example, for the digraph in Fig. 8.7 whose vertices are numbered from 1 to 4, matrix \( P \) will be as follows:

\[
\begin{bmatrix}
0 & 3 & 0 & 3 \\
0 & 0 & 1 & 3 \\
4 & 0 & 0 & 0 \\
0 & 3 & 1 & 0
\end{bmatrix}
\]

The list of intermediate vertices on the shortest path from vertex \( i \) to vertex \( j \) can be then generated by the call to the following recursive algorithm, provided \( D[i, j] < \infty \):

**Algorithm** \( \text{ShortestPath}(i, j, P_{1..n, 1..n}) \)

//The algorithm prints out the list of intermediate vertices of
//a shortest path from the \( i \)th vertex to the \( j \)th vertex
//Input: Endpoints \( i \) and \( j \) of the shortest path desired;
//matrix \( P \) of updates generated by Floyd’s algorithm
//Output: The list of intermediate vertices of the shortest path
//from the \( i \)th vertex to the \( j \)th vertex
\( k \leftarrow P[i, j] \)
if \( k \neq 0 \)
  \( \text{ShortestPath}(i, k) \)
  print(\( k \))
  \( \text{ShortestPath}(k, j) \)

11. First, for each pair of the straws, determine whether the straws intersect. (Although this can be done in \( n \log n \) time by a sophisticated algorithm, the quadratic brute-force algorithm would do because of the quadratic efficiency of the subsequent step; both geometric algorithms can be found, e.g., in R. Sedgewick’s “Algorithms,” Addison-Wesley, 1988.) Record the obtained information in a boolean \( n \)-by-\( n \) matrix, which must be symmetric. Then find the transitive closure of this matrix in \( n^2 \) time by DFS or BFS (see the solution to Problem 6b).
Exercises 8.3

1. Finish the computations started in the section’s example of constructing an optimal binary search tree.

2. a. Why is the time efficiency of algorithm OptimalBST cubic?
   
   b. Why is the space efficiency of algorithm OptimalBST quadratic?

3. Write a pseudocode for a linear-time algorithm that generates the optimal binary search tree from the root table.

4. Devise a way to compute the sums \( \sum_{s=s}^{j} p_s \), which are used in the dynamic programming algorithm for constructing an optimal binary search tree, in constant time (per sum).

5. True or false: The root of an optimal binary search tree always contains the key with the highest search probability?

6. How would you construct an optimal binary search tree for a set of \( n \) keys if all the keys are equally likely to be searched for? What will be the average number of comparisons in a successful search in such a tree if \( n = 2^k \)?

7. a. Show that the number of distinct binary search trees \( b(n) \) that can be constructed for a set of \( n \) orderable keys satisfies the recurrence relation

\[
  b(n) = \sum_{k=0}^{n-1} b(k) b(n - 1 - k) \quad \text{for } n > 0, \quad b(0) = 1.
\]

   b. It is known that the solution to this recurrence is given by the Catalan numbers. Verify this assertion for \( n = 1, 2, ..., 5 \).

   c. Find the order of growth of \( b(n) \). What implication does the answer to this question have for the exhaustive search algorithm for constructing an optimal binary search tree?

8. \( \nabla \) Design a \( \Theta(n^2) \) algorithm for finding an optimal binary search tree.

9. \( \triangleright \) Generalize the optimal binary search algorithm by taking into account unsuccessful searches.

10. \textbf{Matrix chain multiplication} Consider the problem of minimizing the total number of multiplications made in computing the product of \( n \) matrices

\[
  A_1 \cdot A_2 \cdot \ldots \cdot A_n
\]

whose dimensions are \( d_0 \) by \( d_1 \), \( d_1 \) by \( d_2 \), ..., \( d_{n-1} \) by \( d_n \), respectively. (Assume that all intermediate products of two matrices are computed by the
brute-force (definition-based) algorithm.

a. Give an example of three matrices for which the number of multiplications in \((A_1 \cdot A_2) \cdot A_3\) and \(A_1 \cdot (A_2 \cdot A_3)\) differ at least by a factor 1000.

b. How many different ways are there to compute the chained product of \(n\) matrices?

c. Design a dynamic programming algorithm for finding an optimal order of multiplying \(n\) matrices.
Hints to Exercises 8.3

1. Continue applying formula (8.11) as prescribed by the algorithm.

2. a. The algorithm’s time efficiency can be investigated by following the standard plan of analyzing the time efficiency of a nonrecursive algorithm.

   b. How much space do the two tables generated by the algorithm use?

3. $k = R[1,n]$ indicates that the root of an optimal tree is the $k$th key in the list of ordered keys $a_1, ..., a_n$. The roots of its left and right subtrees are specified by $R[1,k-1]$ and $R[k+1,n]$, respectively.

4. Use a space-for-time tradeoff.

5. If the assertion were true, would we not have a simpler algorithm for constructing an optimal binary search tree?

6. The structure of the tree should simply minimize the average depth of its nodes. Do not forget to indicate a way to distribute the keys among the nodes of the tree.

7. a. Since there is a one-to-one correspondence between binary search trees for a given set of $n$ orderable keys and the total number of binary trees with $n$ nodes (why?), you can count the latter. Consider all the possibilities of partitioning the nodes between the left and right subtrees.

   b. Compute the values in question using the two formulas.

   c. Use the formula for the $n$th Catalan number and Stirling’s formula for $n!$.

8. Change the bounds of the innermost loop of algorithm $\text{OptimalBST}$ by exploiting the monotonicity of the root table mentioned at the end of Section 8.3.

9. Assume that $a_1, ..., a_n$ are distinct keys ordered from the smallest to the largest, $p_1, ..., p_n$ are the probabilities of searching for them, and $q_0, q_1, ..., q_n$ are probabilities of unsuccessful searches for keys in intervals $(-\infty, a_1)$, $(a_1, a_2), ..., (a_n, \infty)$, respectively; $(p_1 + ... + p_n) + (q_0 + ... + q_n) = 1$. Set up a recurrence relation similar to recurrence (8.11) for the expected number of key comparisons that takes into account both successful and unsuccessful searches.

10. a. It is easier to find a general formula for the number of multiplications needed for computing $(A_1 \cdot A_2) \cdot A_3$ and $A_1 \cdot (A_2 \cdot A_3)$ for matrices $A_1$ with dimensions $d_0$-by-$d_1$, $A_2$ with dimensions $d_1$-by-$d_2$, and $A_3$ with dimensions $d_2$-by-$d_3$ and then choose some specific values for the dimensions to get a required example.
b. You can get the answer by following the approach used for counting binary trees.

c. The recurrence relation for the optimal number of multiplications in computing $A_i \cdot ... \cdot A_j$ is very similar to the recurrence relation for the optimal number of comparisons in searching in a binary tree composed of keys $a_i, ..., a_j$. 
Solutions to Exercises 8.3

1. The instance of the problem in question is defined by the data

\[
\begin{array}{cccc}
\text{key} & A & B & C & D \\
\text{probability} & 0.1 & 0.2 & 0.4 & 0.3 \\
\end{array}
\]

The table entries for the dynamic programming algorithm are computed as follows:

- \( C[1, 2] = \min_{k=1} \) the entries of the main table:
  \[
  C[1, 1] + C[2, 2] + \sum_{s=1}^{2} p_s = 0 + 0.2 + 0.3 = 0.5
  \]
  \( k = 2: \) the entries of the root table:
  \[
  C[1, 1] + C[3, 2] + \sum_{s=1}^{2} p_s = 0.1 + 0.3 = 0.4
  \]

- \( C[2, 3] = \min_{k=2} \) the entries of the main table:
  \[
  C[2, 1] + C[3, 3] + \sum_{s=2}^{3} p_s = 0 + 0.4 + 0.6 = 1.0
  \]
  \( k = 3: \) the entries of the root table:
  \[
  C[2, 2] + C[4, 3] + \sum_{s=2}^{3} p_s = 0.2 + 0.6 = 0.8
  \]

- \( C[3, 4] = \min_{k=3} \) the entries of the main table:
  \[
  C[3, 2] + C[4, 4] + \sum_{s=3}^{4} p_s = 0 + 0.3 + 0.7 = 1.0
  \]
  \( k = 4: \) the entries of the root table:
  \[
  C[3, 3] + C[5, 4] + \sum_{s=3}^{4} p_s = 0.4 + 0.7 = 1.1
  \]

- \( C[1, 3] = \min_{k=1} \) the entries of the main table:
  \[
  C[1, 0] + C[2, 3] + \sum_{s=1}^{3} p_s = 0 + 0.8 + 0.7 = 1.5
  \]
  \( k = 2: \) the entries of the root table:
  \[
  C[1, 1] + C[3, 3] + \sum_{s=1}^{3} p_s = 0.1 + 0.4 + 0.7 = 1.2
  \]

- \( C[2, 4] = \min_{k=3} \) the entries of the main table:
  \[
  C[2, 2] + C[3, 4] + \sum_{s=2}^{3} p_s = 0.2 + 0.3 + 0.9 = 1.4
  \]
  \( k = 4: \) the entries of the root table:
  \[
  C[2, 3] + C[4, 4] + \sum_{s=2}^{3} p_s = 0.8 + 0.9 = 1.7
  \]

- \( C[1, 4] = \min_{k=1} \) the entries of the main table:
  \[
  C[1, 0] + C[2, 4] + \sum_{s=1}^{4} p_s = 0 + 1.4 + 1.0 = 2.4
  \]
  \( k = 2: \) the entries of the root table:
  \[
  C[1, 1] + C[3, 4] + \sum_{s=1}^{4} p_s = 0.1 + 1.0 + 1.0 = 2.1
  \]

- \( C[2, 4] = \min_{k=3} \) the entries of the main table:
  \[
  C[2, 2] + C[3, 4] + \sum_{s=2}^{4} p_s = 0.2 + 0.4 + 0.3 + 1.0 = 1.7
  \]
  \( k = 4: \) the entries of the root table:
  \[
  C[2, 3] + C[4, 4] + \sum_{s=2}^{4} p_s = 0.8 + 0.3 + 1.0 = 2.1
  \]

---

The optimal tree is shown below:
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2. a. The number of times the innermost loop is executed is given by the sum
\[
\sum_{d=1}^{n-1} \sum_{i=1}^{n-d} \sum_{k=i}^{1} (i + d - i + 1) = \sum_{d=1}^{n-1} \sum_{i=1}^{n-d} (d + 1) = \sum_{d=1}^{n-1} (d + 1) (n - d) = \sum_{d=1}^{n-1} (dn + n - d^2 - d)
\]
\[
= \sum_{d=1}^{n-1} nd + \sum_{d=1}^{n-1} n - \sum_{d=1}^{n-1} d^2 - \sum_{d=1}^{n-1} d
\]
\[
= n \left( \frac{(n-1)n}{2} + n(n-1) \right) - \frac{(n-1)n(2n-1)}{6} - \frac{(n-1)n}{2}
\]
\[
= \frac{1}{2} n^3 - \frac{2}{6} n^3 + O(n^2) \in \Theta(n^3).
\]

b. The algorithm generates the \((n+1)\)-by-\((n+1)\) table \(C\) and the \(n\)-by-\(n\) table \(R\) and fills about one half of each. Hence, the algorithm's space efficiency is in \(\Theta(n^2)\).

3. Call \texttt{OptimalTree}(1, n) below:

\textbf{Algorithm} \texttt{OptimalTree}(i, j)

//Input: Indices \(i\) and \(j\) of the first and last keys of a sorted list of keys
//Output: Indices of nodes of an optimal binary search tree in preorder

\begin{algorithmic}
\IF {\(i \leq j\)}
\STATE \(k \leftarrow R[i, j]\)
\STATE print\((k)\)
\STATE \texttt{OptimalTree}(i, \(k - 1\))
\STATE \texttt{OptimalTree}(\(k + 1\), \(j\))
\ENDIF
\end{algorithmic}

4. Precompute \(S_k = \sum_{s=1}^{k} p_s\) for \(k = 1, 2, ..., n\) and set \(S_0 = 0\). Then \(\sum_{s=i}^{j} p_s\) can be found as \(S_j - S_{i-1}\) for any \(1 \leq i \leq j \leq n\).

5. False. Here is a simple counterexample: \(A(0.3), B(0.3), C(0.4)\). (The numbers in the parentheses indicate the search probabilities.) The average number of comparisons in a binary search tree with \(C\) in its root is \(0.3\cdot 2 + 0.3\cdot 3 + 0.4\cdot 1 = 1.9\), while the average number of comparisons in the binary search tree with \(B\) in its root is \(0.3\cdot 1 + 0.3\cdot 2 + 0.4\cdot 2 = 1.7\).
6. The binary search tree in question should have a maximal number of nodes on each of its levels except the last one. (For simplicity, we can put all the nodes of the last level in their leftmost positions possible to make it complete.) The keys of a given sorted list can be distributed among the nodes of the binary tree by performing its in-order traversal.

Let \( p/n \) be the probability of searching for each key, where \( 0 \leq p \leq 1 \). The complete binary tree with \( 2^k \) nodes will have \( 2^i \) nodes on level \( i \) for \( i = 0, ..., k - 1 \) and one node on level \( k \). Hence, the average number of comparisons in a successful search will be given by the following formula:

\[
C(2^k) = \sum_{i=0}^{k-1} \left( \frac{p}{2^k} \right) (i + 1)2^i + \left( \frac{p}{2^k} \right) (k + 1)
\]

\[
= \left( \frac{p}{2^k} \right) \frac{1}{2} \sum_{i=0}^{k-1} (i + 1)2^{i+1} + \left( \frac{p}{2^k} \right) (k + 1)
\]

\[
= \left( \frac{p}{2^k} \right) \frac{1}{2} \sum_{j=1}^{k} j2^j + \left( \frac{p}{2^k} \right) (k + 1)
\]

\[
= \left( \frac{p}{2^k} \right) \frac{1}{2} [(k - 1)2^{k+1} + 2] + \left( \frac{p}{2^k} \right) (k + 1)
\]

\[
= \left( \frac{p}{2^k} \right) [(k - 1)2^k + k + 2].
\]

7. a. Let \( b(n) \) be the number of distinct binary trees with \( n \) nodes. If the left subtree of a binary tree with \( n \) nodes has \( k \) nodes \((0 \leq k \leq n - 1)\), the right subtree must have \( n - 1 - k \) nodes. The number of such trees is therefore \( b(k)b(n - 1 - k) \). Hence,

\[
b(n) = \sum_{k=0}^{n-1} b(k)b(n - 1 - k) \quad \text{for} \ n > 0, \ b(0) = 1.
\]

b. Substituting the first five values of \( n \) into the formula above and into the formula for the \( n \)th Catalan number yields the following values:

\[
\begin{array}{c|cccccc}
 n & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline
 b(n) = c(n) & 1 & 1 & 2 & 5 & 14 & 42 \\
\end{array}
\]
The dynamic programming algorithm finds the root \( a \) of an optimal binary search tree for keys \( a_i, ..., a_j \) by minimizing \( \{C[i, k-1] + C[k+1, j]\} \) for \( i \leq k \leq j \). As pointed out at the end of Section 8.3 (see also [KnuIII], p. 456, Exercise 27), \( R[i, j-1] \leq k_{\text{min}} \leq R[i+1, j] \). This observation allows us to change the bounds of the algorithm’s innermost loop to the lower bound of \( R[i, j-1] \) and the upper bound of \( R[i+1, j] \), respectively. The number of times the innermost loop of the modified algorithm will be executed can be estimated as suggested by Knuth (see [KnuIII], p.439):

\[
b(n) = c(n) = \binom{2n}{n} \frac{1}{n+1} = \frac{(2n)!}{(n!)^2 \cdot (n+1)} \\
\approx \frac{\sqrt{2\pi 2n(2n/e)^{2n}}}{[\sqrt{2\pi n(n/e)^{n}}]^2 \cdot (n+1)} = \frac{\sqrt{4\pi n(2n/e)^{2n}}}{2\pi n(n/e)^{2n} \cdot (n+1)} \\
\approx \frac{1}{\sqrt{\pi n}} \left(\frac{2n/e}{n/e}\right)^{2n} \cdot \frac{1}{n+1} = \frac{1}{\sqrt{\pi n}} 2^{2n} \frac{1}{n+1} \in \Theta(4^n n^{-3/2}).
\]

This implies that finding an optimal binary search tree by exhaustive search is feasible only for very small values of \( n \) and is, in general, vastly inferior to the dynamic programming algorithm.

8. The dynamic programming algorithm finds the root \( a_{k_{\text{min}}} \) of an optimal binary search tree for keys \( a_i, ..., a_j \) by minimizing \( \{C[i, k-1] + C[k+1, j]\} \) for \( i \leq k \leq j \). As pointed out at the end of Section 8.3 (see also [KnuIII], p. 456, Exercise 27), \( R[i, j-1] \leq k_{\text{min}} \leq R[i+1, j] \). This observation allows us to change the bounds of the algorithm’s innermost loop to the lower bound of \( R[i, j-1] \) and the upper bound of \( R[i+1, j] \), respectively. The number of times the innermost loop of the modified algorithm will be executed can be estimated as suggested by Knuth (see [KnuIII], p.439):

\[
\sum_{d=1}^{n-1} \sum_{i=1}^{n-d} \sum_{k=R[i,j-1]}^{R[i+1,j]} 1 = \sum_{d=1}^{n-1} \sum_{i=1}^{n-d} \sum_{k=R[i,i+d-1]}^{R[i+1,i+d]} 1 \\
= \sum_{d=1}^{n-1} \sum_{i=1}^{n-d} (R[i+1,i+d] - R[i,i+d-1] + 1) \\
= \sum_{d=1}^{n-1} \sum_{i=1}^{n-d} (R[i+1,i+d] - R[i,i+d-1]) + \sum_{i=1}^{n-d} 1.
\]

By "telescoping" the first sum, we can see that all its terms except the two get cancelled to yield

\[
\sum_{i=1}^{n-d} (R[i+1,i+d] - R[i,i+d-1]) = (R[2,1+d] - R[1,1+d-1]) + (R[3,2+d] - R[2,2+d-1]) + \ldots + (R[n-d+1,n-d+d] - R[n-d,n-d+d-1]) = R[n-d+1,n] - R[1,d] \\
\]

Since the second sum \( \sum_{i=1}^{n-d} 1 \) is equal to \( n-d \), we obtain

\[
\sum_{i=1}^{n-d} (R[i+1,i+d] - R[i,i+d-1]) + \sum_{i=1}^{n-d} 1 = R[n-d+1,n] - R[1,d] + n-d < 2n.
\]
Hence,
\[
\sum_{d=1}^{n-1} \sum_{i=1}^{n-d} \sum_{k=R[i,j-1]} R[i+1,j] R[i+1,j] = \sum_{d=1}^{n-1} (R[n-d+1,n] - R[1,d] + n-d) < \sum_{d=1}^{n-1} 2n < 2n^2.
\]

On the other hand, since \( R[i+1,i+d] - R[i,i+d-1] \geq 0 \),
\[
\sum_{d=1}^{n-1} \sum_{i=1}^{n-d} R[i+1,j] \geq \sum_{d=1}^{n-1} 1 = \sum_{d=1}^{n-1} (n-d) = \frac{(n-1)n}{2} \geq \frac{1}{4} n^2 \quad \text{for} \quad n \geq 2.
\]

Therefore, the time efficiency of the modified algorithm is in \( \Theta(n^2) \).

9. Let \( a_1, \ldots, a_n \) be a sorted list of \( n \) distinct keys, \( p_i \) be a known probability of searching for key \( a_i \) for \( i = 1, 2, \ldots, n \), and \( q_i \) be a known probability of searching (unsuccessfully) for a key between \( a_i \) and \( a_{i+1} \) for \( i = 0, 1, \ldots, n \) (with \( q_0 \) being a probability of searching for a key smaller than \( a_1 \) and \( q_n \) being a probability of searching for a key greater than \( a_n \)). It’s convenient to associate unsuccessful searches with external nodes of a binary search tree (see Section 5.4). Repeating the derivation of equation (8.11) for such a tree yields the following recurrence for the expected number of key comparisons
\[
C[i, j] = \min_{i \leq k \leq j} \{C[i, k-1] + C[k+1, j]\} + \sum_{s=i}^{j} p_s + \sum_{s=i-1}^{j} q_s \quad \text{for} \quad 1 \leq i < j \leq n
\]
with the initial condition
\[
C[i, i] = p_i + q_{i-1} + q_i \quad \text{for} \quad i = 1, \ldots, n.
\]

In all other respects, the algorithm remains the same.

10. a. Multiplying two matrices of dimensions \( \alpha \times \beta \) and \( \beta \times \gamma \) by the definition-based algorithm requires \( \alpha \beta \gamma \) multiplications. (There are \( \alpha \gamma \) elements in the product, each requiring \( \beta \) multiplications to be computed.) If the dimensions of \( A_1, A_2, \) and \( A_3 \) are \( d_0 \times d_1, d_1 \times d_2, \) and \( d_2 \times d_3, \) respectively, then \( (A_1 \cdot A_2) \cdot A_3 \) will require
\[
d_0d_1d_2 + d_0d_2d_3 = d_0d_2(d_1 + d_3)
\]
multiplications, while \( A_1 \cdot (A_2 \cdot A_3) \) will need
\[
d_1d_2d_3 + d_0d_1d_3 = d_1d_3(d_0 + d_2)
\]
Here is a simple choice of specific values to make, say, the first of them be 1,000 times larger than the second:
\[ d_0 = d_2 = 10^3, \quad d_1 = d_3 = 1. \]

b. Let \( m(n) \) be the number of different ways to compute a chain product of \( n \) matrices \( A_1 \cdot \cdots \cdot A_n \). Any parenthesization of the chain will lead to multiplying, as the last operation, some product of the first \( k \) matrices \( (A_1 \cdot \cdots \cdot A_k) \) and the last \( n - k \) matrices \( (A_{k+1} \cdot \cdots \cdot A_n) \). There are \( m(k) \) ways to do the former, and there are \( m(n - k) \) ways to do the latter. Hence, we have the following recurrence for the total number of ways to parenthesize the matrix chain of \( n \) matrices:
\[
  m(n) = \sum_{k=1}^{n-1} m(k)m(n - k) \quad \text{for } n > 1, \quad m(1) = 1.
\]

Since parenthesizing a chain of \( n \) matrices for multiplication is very similar to constructing a binary tree of \( n \) nodes, it should come as no surprise that the above recurrence is very similar to the recurrence
\[
  b(n) = \sum_{k=0}^{n-1} b(k)b(n - 1 - k) \quad \text{for } n > 1, \quad b(0) = 1,
\]
for the number of binary trees mentioned in Section 8.3. Nor is it surprising that their solutions are very similar, too: namely,
\[
  m(n) = b(n - 1) \quad \text{for } n \geq 1,
\]
where \( b(n) \) is the number of binary trees with \( n \) nodes. Let us prove this assertion by mathematical induction. The basis checks immediately: \( m(1) = b(0) = 1 \). For the general case, let us assume that \( m(k) = b(k - 1) \) for all positive integers not exceeding some positive integer \( n \) (we’re using the strong version of mathematical induction); we’ll show that the equality holds for \( n + 1 \) as well. Indeed,
\[
  m(n + 1) = \sum_{k=1}^{n} m(k)m(n + 1 - k)
  = \left[\text{using the induction’s assumption}\right] \sum_{k=1}^{n} b(k - 1)b(n - k)
  = \left[\text{substituting } l = k - 1\right] \sum_{l=0}^{n-1} b(l)b(n - 1 - l)
  = \left[\text{see the recurrence for } b(n)\right] b(n).
c. Let \( M[i, j] \) be the optimal (smallest) number of multiplications needed for computing \( A_i \cdot \ldots \cdot A_j \). If \( k \) is an index of the last matrix in the first factor of the last matrix product, then

\[
M[i, j] = \max_{1 \leq k \leq j-1} \{ M[i, k] + M[k + 1, j] + d_{i-1}d_kd_j \} \quad \text{for } 1 \leq i < j \leq n,
\]

\[
M[i, i] = 0.
\]

This recurrence, which is quite similar to the one for the optimal binary search tree problem, suggests filling the \( n+1 \)-by-\( n+1 \) table diagonal by diagonal as in the following algorithm:

**Algorithm** \textit{MatrixChainMultiplication}(\( D[0..n] \))

//Solves matrix chain multiplication problem by dynamic programming
//Input: An array \( D[0..n] \) of dimensions of \( n \) matrices
//Output: The minimum number of multiplications needed to multiply
//a chain of \( n \) matrices of the given dimensions and table \( T[1..n, 1..n] \)
//for obtaining an optimal order of the multiplications

\textbf{for} i ← 1 \textbf{to} n \textbf{do} \quad M[i, i] ← 0

\textbf{for} d ← 1 \textbf{to} n − 1 \textbf{do} //diagonal count

\quad \textbf{for} i ← 1 \textbf{to} n − d \textbf{do}

\quad \quad j ← i + d

\quad \quad minval ← \infty

\quad \quad \textbf{for} k ← i \textbf{to} j − 1 \textbf{do}

\quad \quad \quad temp ← M[i, k] + M[k + 1, j] + D[i−1] \ast D[k] \ast D[j]

\quad \quad \quad \textbf{if} temp < minval

\quad \quad \quad \quad minval ← temp

\quad \quad \quad \quad kmin ← k

\quad \quad T[i, j] ← kmin

\textbf{return} M[1, n], T

To find an optimal order to multiply the matrix chain, call \textit{OptimalMultiplicationOrder}(1, n) below:

**Algorithm** \textit{OptimalOrder}(i, j)

//Outputs an optimal order to multiply \( n \) matrices
//Input: Indices \( i \) and \( j \) of the first and last matrices in \( A_i \ldots A_j \) and
//table \( T[1..n, 1..n] \) generated by \textit{MatrixChainMultiplication}
//Output: \( A_i \ldots A_j \) parenthesized for optimal multiplication

\textbf{if} i = j

\quad print(“A_”

\textbf{else}

\quad k ← T[i, j]

\quad print(“(“

\quad \textit{OptimalOrder}(i, k)

\quad \textit{OptimalOrder}(k + 1, j)

\quad print(“)”)\n
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Exercises 8.4

1. a. Apply the bottom-up dynamic programming algorithm to the following instance of the knapsack problem:

<table>
<thead>
<tr>
<th>item</th>
<th>weight</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>$25</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$20</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$15</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>$40</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>$50</td>
</tr>
</tbody>
</table>

, capacity \( W = 6 \).

b. How many different optimal subsets does the instance of part (a) have?

c. In general, how can we use the table generated by the dynamic programming algorithm to tell whether there is more than one optimal subset for the knapsack problem’s instance?

2. a. Write a pseudocode of the bottom-up dynamic programming algorithm for the knapsack problem.

b. Write a pseudocode of the algorithm that finds the composition of an optimal subset from the table generated by the bottom-up dynamic programming algorithm for the knapsack problem.

3. For the bottom-up dynamic programming algorithm for the knapsack problem, prove that

a. its time efficiency is in \( \Theta(nW) \).

b. its space efficiency is in \( \Theta(nW) \).

c. the time needed to find the composition of an optimal subset from a filled dynamic programming table is in \( O(n + W) \).

4. a. True or false: A sequence of values in a row of the dynamic programming table for an instance of the knapsack problem is always nondecreasing.

b. True or false: A sequence of values in a column of the dynamic programming table for an instance of the knapsack problem is always nondecreasing?

5. Apply the memory function method to the instance of the knapsack problem given in Problem 1. Indicate the entries of the dynamic programming table that are: (i) never computed by the memory function method on this instance; (ii) retrieved without a recomputation.
6. Prove that the efficiency class of the memory function algorithm for the knapsack problem is the same as that of the bottom-up algorithm (see Problem 3).

7. ▼ Write a pseudocode of a memory function for the optimal binary search tree problem. (You may limit your function to finding the smallest number of key comparisons in a successful search.)

8. Give two reasons why the memory function approach is unattractive for the problem of computing a binomial coefficient.

9. ▼ Design a dynamic programming algorithm for the change-making problem: given an amount \( n \) and unlimited quantities of coins of each of the denominations \( d_1, d_2, ..., d_m \), find the smallest number of coins that add up to \( n \) or indicate that the problem does not have a solution.

10. ▼ Write a research report on one of the following well-known applications of dynamic programming:

   a. finding the longest common subsequence in two sequences
   
   b. optimal string editing
   
   c. minimal triangulation of a polygon
Hints to Exercises 8.4

1. a. Use formulas (8.12) and (8.13) to fill in the appropriate table as it is done for another instance of the problem in this section.

   b.-c. What would the equality of the two terms in
   \[
   \max\{V[i-1,j], v_i + V[i-1,j-w_i]\}
   \]
   mean?

2. a. Write a pseudocode to fill the table in Fig. 8.11 (say, row by row) by using formulas (8.12) and (8.13).

   b. An algorithm for identifying an optimal subset is outlined in the section via an example.

3. How many values does the algorithm compute? How long does it take to compute one value? How many table cells need to be traversed to identify the composition of an optimal subset?

4. Use the definition of \(V[i,j]\) to check whether it is always true that
   a. \(V[i,j-1] \leq V[i,j]\) for \(1 \leq j \leq W\).
   b. \(V[i-1,j] \leq V[i,j]\) for \(1 \leq i \leq n\).

5. Trace the calls of the function \(\text{MemoryKnapsack}(i,j)\) on the instance in question. (An application to another instance can be found in the section.)

6. The algorithm applies formula (8.12) to fill some of the table’s cells. Why can we still assert that its efficiencies are in \(\Theta(nW)\)?

7. Modify the bottom-up algorithm of Section 8.3 in the same manner the bottom-up algorithm of Section 8.4 was modified there.

8. One of the reasons deals with the time efficiency, the other deals with the space efficiency.

9. Set up a recurrence for \(C[i,j]\), the smallest number of coins in the problem’s instance with coins of the first \(i\) denominations \((1 \leq i \leq m)\) and amount \(j\) \((0 \leq j \leq n)\). Use \(+\infty\) as \(C[i,j]\)’s value for instances without a solution.

10. n/a
Solutions to Exercises 8.4

1. a.

<table>
<thead>
<tr>
<th>i</th>
<th>capacity j</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 2 3 4 5 6</td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 25 25 25</td>
<td></td>
</tr>
<tr>
<td>0 0 0 20 25 25 45</td>
<td></td>
</tr>
<tr>
<td>0 15 20 35 40 45 60</td>
<td></td>
</tr>
<tr>
<td>0 15 20 35 40 55 60</td>
<td></td>
</tr>
<tr>
<td>0 15 20 35 40 55 65</td>
<td></td>
</tr>
</tbody>
</table>

The maximal value of a feasible subset is $V[5, 6] = 65$. The optimal subset is \{item 3, item 5\}.

b.-c. The instance has a unique optimal subset in view of the following general property: An instance of the knapsack problem has a unique optimal solution if and only if the algorithm for obtaining an optimal subset, which retraces backward the computation of $V[n, W]$, encounters no equality between $V[i - 1, j]$ and $v_i + V[i - 1, j - w_i]$ during its operation.

2. a. Algorithm \textit{DPKnapsack}(w[1..n], v[1..n], W)

//Solves the knapsack problem by dynamic programming (bottom up)
//Input: Arrays w[1..n] and v[1..n] of weights and values of n items,
//knapsack capacity W
//Output: Table V[0..n, 0..W] that contains the value of an optimal
//subset in V[n, W] and from which the items of an optimal
//subset can be found

for i ← 0 to n do V[i, 0] ← 0
for j ← 1 to W do V[0, j] ← 0
for i ← 1 to n do
  for j ← 1 to W do
    if j - w[i] ≥ 0
      V[i, j] ← max(V[i - 1, j], v[i] + V[i - 1, j - w[i]])
    else V[i, j] ← V[i - 1, j]
return V[n, W], V

b. Algorithm \textit{OptimalKnapsack}(w[1..n], v[1..n], W)

//Finds the items composing an optimal solution to the knapsack problem
//Input: Arrays w[1..n] and v[1..n] of weights and values of n items,
//knapsack capacity W, and table V[0..n, 0..W] generated by
//the dynamic programming algorithm
//Output: List L[1..k] of the items composing an optimal solution

k ← 0 //size of the list of items in an optimal solution
j ← W //unused capacity
for \( i \leftarrow n \) \textbf{downto} 1 \textbf{do}

\[ \text{if } V[i,j] > V[i-1,j] \]

\[ k \leftarrow k + 1; \quad L[k] \leftarrow i \quad \text{//include item } i \]

\[ j \leftarrow j - w[i] \]

\textbf{return } L

Note: In fact, we can also stop the algorithm as soon as \( j \), the unused capacity of the knapsack, becomes 0.

3. The algorithm fills a table with \( n + 1 \) rows and \( W + 1 \) columns, spending \( \Theta(1) \) time to fill one cell (either by applying (8.12) or (8.13)). Hence, its time efficiency and its space efficiency are in \( \Theta(nW) \).

In order to identify the composition of an optimal subset, the algorithm repeatedly compares values at no more than two cells in a previous row. Hence, its time efficiency class is in \( O(n) \).

4. Both assertions are true:

a. \( V[i, j-1] \leq V[i, j] \) for \( 1 \leq j \leq W \) is true because it simply means that the maximal value of a subset that fits into a knapsack of capacity \( j - 1 \) cannot exceed the maximal value of a subset that fits into a knapsack of capacity \( j \).

b. \( V[i-1, j] \leq V[i, j] \) for \( 1 \leq i \leq n \) is true because it simply means that the maximal value of a subset of the first \( i - 1 \) items that fits into a knapsack of capacity \( j \) cannot exceed the maximal value of a subset of the first \( i \) items that fits into a knapsack of the same capacity \( j \).

5. In the table below, the cells marked by a minus indicate the ones for which no entry is computed for the instance in question; the only nontrivial entry that is retrieved without recomputation is (2, 1).

<table>
<thead>
<tr>
<th>capacity ( j )</th>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_1 = 3 ), ( v_1 = 25 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>( w_2 = 2 ), ( v_2 = 20 )</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>( w_3 = 1 ), ( v_3 = 15 )</td>
<td>3</td>
<td>0</td>
<td>15</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>60</td>
</tr>
<tr>
<td>( w_4 = 4 ), ( v_4 = 40 )</td>
<td>4</td>
<td>0</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>( w_5 = 5 ), ( v_5 = 50 )</td>
<td>5</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65</td>
</tr>
</tbody>
</table>

6. Since some of the cells of a table with \( n + 1 \) rows and \( W + 1 \) columns are filled in constant time, both the time and space efficiencies are in
$O(nW)$. But all the entries of the table need to be initialized (unless virtual initialization is used); this puts them in $\Omega(nW)$. Hence, both efficiencies are in $\Theta(nW)$.

7. **Algorithm MFOptimalBST**($i, j$)

```
//Returns the number of comparisons in a successful search in a BST
//Input: Indices $i, j$ indicating the range of keys in a sorted list of $n$ keys
//and an array $P[1..n]$ of search probabilities used as a global variable
//Uses a global table $C[1..n+1,0..n]$ initialized with a negative number
//Output: The average number of comparisons in the optimal BST
if $j = i - 1$ return 0
if $j = i$ return $P[i]
if $C[i, j] < 0$
  minval ← $\infty$
  for $k ← i$ to $j$ do
    temp ← MFOptimalBST($i, k - 1$)+MFOptimalBST($k + 1, j$)
    if $temp < minval$
      minval ← $temp$
  sum ← 0;
  for $s ← i$ to $j$ do
    sum ← sum + $P[s$]
  $C[i, j] ← minval + sum$
return $C[i, j]$
```

Note: The first two lines of this pseudocode can be eliminated by an appropriate initialization of table $C$.

8. For the problem of computing a binomial coefficient, we know in advance what cells of the table need to be computed. Therefore unnecessary computations can be avoided by the bottom-up dynamic programming algorithm as well. Also, using the memory function method requires $\Theta(nk)$ space, whereas the bottom-up algorithm needs only $\Theta(n)$ because the next row of the table can be written over its immediate predecessor.

9. Let $C[i, j]$ be the smallest number of coins in the problem’s instance with coins of the first $i$ denominations ($1 \leq i \leq m$) and amount $j$ ($0 \leq j \leq n$). We will use $+\infty$ as $C[i, j]$’s value for instances without a solution. We have the following recurrence relation for $C[i, j]$:

$$
C[i, j] = \min\{C[i - 1, j], 1 + C[i, j - d_i]\} \text{ for } 1 \leq i \leq m, 1 \leq j \leq n
$$

$$
C[i, 0] = 0 \text{ for } 1 \leq i \leq m.
$$

(In the recurrence above, we assume that $C[i - 1, j] = +\infty$ if $i = 1$ and $C[i, j - d_i] = +\infty$ if $j - d_i < 0$.) The following pseudocode fills the $m$-by-$(n+1)$ dynamic programming table, which will contain the smallest number of coins in $C[m, n]$. 34
Algorithm MinimumChange(D[1..m], n)
//Solves the change-making problem by dynamic programming
//Input: Array D[1..m] of positive numbers (coin denominations) and
//positive integer n (amount)
//Output: The smallest number of coins adding up to n
//Note: Assumes that ∞ + 1 = ∞
for i ← 1 to m do
    C[i, 0] = 0
for i ← 1 to m do
    for j ← 1 to n do
        if i = 1
            if j < D[1]    C[1, j] = ∞
            else C[1, j] = 1 + C[1, j - D[1]]
        else // i > 1
            if j < D[i]    C[i, j] = C[i - 1, j]
            else C[i, j] = min{C[i - 1, j], 1 + C[i, j - D[i]]}
return C[m, n]  //C[m, n] = ∞ signifies solution absence

The composition of an optimal solution can be easily obtained from the dynamic programming table by calling OptimalCoins(D[1..m], C[1..m, 0..n], m, n) below:

Algorithm OptimalCoins(D[1..m], C[1..m, 0..n], i, j)
//Finds the coins composing an optimal change
//Input: Arrays D[1..m] of coin denominations, table C[1..m, 0..n] generated by the dynamic programming algorithm for amount n,
//integers i (1 ≤ i ≤ m) and j (1 ≤ j ≤ n)
//Output: List L[1..i] of coins composing an optimal solution to the change problem for the first i denominations and amount j
for k ← 1 to i do L[k] ← 0
if C[i, j] < ∞
    while i > 0 and j > 0 do
        if C[i, j] = C[i - 1, j]
            i ← i - 1
        else
            L[i] ← L[i] + 1    //add one coin of denomination D[i]
            j ← j - D[i]
    return L

10. n/a