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The field of Digital Signal Processing has developed so fast in the last three decades that it can be found in the graduate and undergraduate programs of most universities. This development is related to the increasingly available technologies for implementing digital signal processing algorithms. The tremendous growth of development in the digital signal processing area has turned some of its specialized areas into fields themselves. If accurate information of the signals to be processed is available, the designer can easily choose the most appropriate algorithm to process the signal. When dealing with signals whose statistical properties are unknown, fixed algorithms do not process these signals efficiently. The solution is to use an adaptive filter that automatically changes its characteristics by optimizing the internal parameters. The adaptive filtering algorithms are essential in many statistical signal processing applications.

Although the field of adaptive signal processing has been subject of research for over four decades, it was in the eighties that a major growth occurred in research and applications. Two main reasons can be credited to this growth, the availability of implementation tools and the appearance of early textbooks exposing the subject in an organized manner. Still today it is possible to observe many research developments in the area of adaptive filtering, particularly addressing specific applications. In fact, the theory of linear adaptive filtering has reached a maturity that justifies a text treating the various methods in a unified way, emphasizing the algorithms suitable for practical implementation. This text concentrates on studying on-line algorithms, those whose adaptation occurs whenever a new sample of each environment signal is available. The so-called block algorithms, those whose adaptation occurs when a new block of data is available, are also included using the subband filtering framework. Usually, block algorithms require different implementation resources than the on-line algorithms. This edition also includes basic introductions to nonlinear adaptive filtering and blind signal processing as natural extensions of the algorithms treated in the earlier chapters. The understanding of the introductory material presented is fundamental for further studies in these fields which are described in more detail in some specialized texts.

The idea of writing this book started while teaching the adaptive signal processing course at the graduate school of the Federal University of Rio de Janeiro (UFRJ). The request of the students to cover as many algorithms as possible made me think how to organize this subject such that not much time is lost in adapting notations and derivations related to different algorithms. Another common question was which algorithms really work in a finite-precision implementation. These issues led me to conclude that a new text on this subject could be written with these objectives in mind. Also, considering that most graduate and undergraduate programs include a single adaptive filtering course, this book should not be lengthy. Another objective to seek is to provide an easy access to the working algorithms for the practitioner.
It was not until I spent a sabbatical year and a half at University of Victoria, Canada, that this project actually started. In the leisure hours, I slowly started this project. Parts of the early chapters of this book were used in short courses on adaptive signal processing taught at different institutions, namely: Helsinki University of Technology, Espoo, Finland; University Menendez Pelayo in Seville, Spain; and at the Victoria Micronet Center, University of Victoria, Canada. The remaining parts of the book were written based on notes of the graduate course in adaptive signal processing taught at COPPE (the graduate engineering school of UFRJ).

The philosophy of the presentation is to expose the material with a solid theoretical foundation, while avoiding straightforward derivations and repetition. The idea is to keep the text with a manageable size, without sacrificing clarity and without omitting important subjects. Another objective is to bring the reader up to the point where implementation can be tried and research can begin. A number of references are included at the end of the chapters in order to aid the reader to proceed on learning the subject.

It is assumed the reader has previous background on the basic principles of digital signal processing and stochastic processes, including: discrete-time Fourier- and $Z$-transforms, finite impulse response (FIR) and infinite impulse response (IIR) digital filter realizations, multirate systems, random variables and processes, first- and second-order statistics, moments, and filtering of random signals. Assuming that the reader has this background, I believe the book is self-contained.

Chapter 1 introduces the basic concepts of adaptive filtering and sets a general framework that all the methods presented in the following chapters fall under. A brief introduction to the typical applications of adaptive filtering are also presented.

In Chapter 2, the basic concepts of discrete-time stochastic processes are reviewed with special emphasis to the results that are useful to analyze the behavior of adaptive filtering algorithms. In addition, the Wiener filter is presented, establishing the optimum linear filter that can be sought in stationary environments. Appendix A briefly describes the concepts of complex differentiation mainly applied to the Wiener solution. The case of linearly constrained Wiener filter is also discussed, motivated by its wide use in antenna array processing. The transformation of the constrained minimization problem into an unconstrained one is also presented. The concept of mean-square error surface is then introduced, another useful tool to analyze adaptive filters. The classical Newton and steepest-descent algorithms are briefly introduced. Since the use of these algorithms would require a complete knowledge of the stochastic environment, the adaptive filtering algorithms introduced in the following chapters come into play. Practical applications of the adaptive filtering algorithms are revisited in more detail at the end of Chapter 2 where some examples with closed form solutions are included in order to allow the correct interpretation of what is expected from each application.

Chapter 3 presents and analyses of the least-mean-square (LMS) algorithm in some depth. Several aspects are discussed, such as convergence behavior in stationary and nonstationary environments. This chapter also includes a number of theoretical as well as simulation examples to illustrate how the LMS algorithm performs in different setups. Appendix B addresses the quantization effects on the LMS algorithm when implemented in fixed- and floating-point arithmetics.
Chapter 4 deals with some algorithms that are in a sense related to the LMS algorithm. In particular, the algorithms introduced are the quantized-error algorithms, the LMS-Newton algorithm, the normalized LMS algorithm, the transform-domain LMS algorithm, and the affine projection algorithm. Some properties of these algorithms are also discussed in Chapter 4, with special emphasis to the analysis of the fine projection algorithm.

Chapter 5 introduces the conventional recursive least-squares (RLS) algorithm. This algorithm minimizes a deterministic objective function, differing in this sense from most LMS-based algorithms. Following the same pattern of presentation of Chapter 3, several aspects of the conventional RLS algorithm are discussed, such as convergence behavior in stationary and nonstationary environments, along with a number of simulation results. Appendix C, deals with stability issues and quantization effects related to the RLS algorithm when implemented in fixed- and floating-point arithmetics. The results presented, except for the quantization effects, are also valid for the RLS algorithms presented in Chapters 7, 8, and 9. As as complement to Chapter 5, Appendix D presents the discrete-time Kalman filter formulation which despite being considered an extension of the Wiener filter has some relation with the RLS algorithm.

Chapter 6 discusses some techniques to reduce the overall computational complexity of adaptive filtering algorithms. The chapter first introduces the so called set-membership algorithms that update only when the output estimation error is higher than the prescribed upper bound. However, since set-membership algorithms require frequent updates during the early iterations in stationary environments, we introduce the concept of partial update to reduce the computational complexity in order to deal with situations where the available computational resources are not sufficient. This chapter presents several forms of set-membership algorithms related to the affine projection algorithms and their special cases. Chapter 6 also includes some simulation examples addressing standard as well as application oriented problems, where the algorithms of this and previous chapters are compared in some detail.

In Chapter 7, a family of fast RLS algorithms based on the FIR lattice realization is introduced. These algorithms represent interesting alternatives to the computationally complex conventional RLS algorithm. In particular, the unnormalized, the normalized and the error-feedback algorithms are presented.

Chapter 8 deals with the fast transversal RLS algorithms, which are very attractive due to their low computational complexity. However, these algorithms are known to face stability problems in practical implementation. As a consequence, special attention is given to the stabilized fast transversal RLS algorithm.

Chapter 9 is devoted to a family of RLS algorithms based on the QR decomposition. The conventional and a fast version of the QR-based algorithms are presented in this chapter.

Chapter 10 addresses the subject of adaptive filters using IIR digital filter realizations. The chapter includes a discussion on how to compute the gradient and how to derive the adaptive algorithms. The cascade, the parallel, and the lattice realizations are presented as interesting alternatives to the direct-form realization for the IIR adaptive filter. The characteristics of the mean-square error surface are also discussed in this chapter, for the IIR adaptive filtering case. Algorithms based on alternative error formulations, such as the equation error and Steiglitz-McBride methods are also introduced.
Chapter 11 deals with nonlinear adaptive filtering which consists of utilizing a nonlinear structure for the adaptive filter. The motivation is to use nonlinear adaptive filtering structures to better model some nonlinear phenomena commonly found in communications applications, such as nonlinear characteristics of power amplifier at transmitters. In particular, we introduce the Volterra series LMS and RLS algorithms, and the adaptive algorithms based on bilinear filters. Also, a brief introduction is given to some nonlinear adaptive filtering algorithms based on the concepts of neural networks, namely, the multilayer perceptron and the radial basis function algorithms. Some examples of DFE equalization are included in this chapter.

Chapter 12 deals with adaptive filtering in subbands mainly to address the applications where the required adaptive filter order is high, as for example in acoustic echo cancellation where the unknown system (echo) model has long impulse response. In subband adaptive filtering, some signals are split in frequency subbands via an analysis filter bank. Chapter 12 provides a brief review of multirate systems, and presents the basic structures for adaptive filtering in subbands. The concept of delayless subband adaptive filtering is also addressed, where the adaptive filter coefficients are updated in subbands and mapped to an equivalent fullband filter. The chapter also includes a discussion on the relation between subband and block adaptive filtering (also known as frequency-domain adaptive filters) algorithms.

Chapter 13 describes some adaptive filtering algorithms suitable for situations where no reference signal is available which are known as blind adaptive filtering algorithms. In particular, this chapter introduces some blind algorithms utilizing high-order statistics implicitly for the single-input single-output (SISO) equalization applications. In order to address some drawbacks of the SISO equalization systems, we discuss some algorithms using second-order statistics for the single-input multi-output (SIMO) equalization. The SIMO algorithms are naturally applicable in cases of oversampled received signal and multiple receive antennas. This chapter also discusses some issues related to blind signal processing not directly detailed here.

I decided to use some standard examples to present a number of simulation results, in order to test and compare different algorithms. This way, frequent repetition was avoided while allowing the reader to easily compare the performance of the algorithms. Most of the end of chapters problems are simulation oriented, however, some theoretical ones are included to complement the text.

The second edition differed from the first one mainly by the inclusion of chapters on nonlinear and subband adaptive filtering. Many other smaller changes were performed throughout the remaining chapters. In this edition, we introduced a number of derivations and explanations requested by students and suggested by colleagues. In addition, two new chapters on data-selective algorithms and blind adaptive filtering are included along with a large number of new examples and problems. Major changes take place in the first five chapters in order to make the technical details more accessible and to improve the ability of the reader in deciding where and how to use the concepts. The analysis of the fine projection algorithm is now presented in detail due to its growing practical importance. Several practical and theoretical examples are included aiming at comparing the families of algorithms introduced in the book.

In a trimester course, I usually cover Chapters 1 to 6 sometimes skipping parts of Chapter 2 and the analyses of quantization effects in Appendices B and C. In the remaining time, I try to cover as much as possible of the remaining chapters, usually consulting the audience to what they would
This book can also be used for self-study where the reader can examine Chapters 1 to 6, and those not involved with specialized implementations can skip the Appendices B and C, without loss of continuity. The remaining chapters can be followed separately, except for Chapter 8 that requires reading Chapter 7. Chapters 7, 8, and 9 deal with alternative and fast implementations of RLS algorithms and the following chapters do not use their results.
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1 INTRODUCTION TO ADAPTIVE FILTERING

1.1 INTRODUCTION

In this section, we define the kind of signal processing systems that will be treated in this text.

In the last thirty years significant contributions have been made in the signal processing field. The advances in digital circuit design have been the key technological development that sparked a growing interest in the field of digital signal processing. The resulting digital signal processing systems are attractive due to their low cost, reliability, accuracy, small physical sizes, and flexibility.

One example of a digital signal processing system is called filter. Filtering is a signal processing operation whose objective is to process a signal in order to manipulate the information contained in the signal. In other words, a filter is a device that maps its input signal to another output signal facilitating the extraction of the desired information contained in the input signal. A digital filter is the one that processes discrete-time signals represented in digital format. For time-invariant filters the internal parameters and the structure of the filter are fixed, and if the filter is linear then the output signal is a linear function of the input signal. Once prescribed specifications are given, the design of time-invariant linear filters entails three basic steps, namely: the approximation of the specifications by a rational transfer function, the choice of an appropriate structure defining the algorithm, and the choice of the form of implementation for the algorithm.

An adaptive filter is required when either the fixed specifications are unknown or the specifications cannot be satisfied by time-invariant filters. Strictly speaking an adaptive filter is a nonlinear filter since its characteristics are dependent on the input signal and consequently the homogeneity and additivity conditions are not satisfied. However, if we freeze the filter parameters at a given instant of time, most adaptive filters considered in this text are linear in the sense that their output signals are linear functions of their input signals. The exceptions are the adaptive filters discussed in Chapter 11.

The adaptive filters are time-varying since their parameters are continually changing in order to meet a performance requirement. In this sense, we can interpret an adaptive filter as a filter that performs the approximation step on-line. Usually, the definition of the performance criterion requires the existence of a reference signal that is usually hidden in the approximation step of fixed-filter
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design. This discussion brings the feeling that in the design of fixed (nonadaptive) filters a complete characterization of the input and reference signals is required in order to design the most appropriate filter that meets a prescribed performance. Unfortunately, this is not the usual situation encountered in practice, where the environment is not well defined. The signals that compose the environment are the input and the reference signals, and in cases where any of them is not well defined, the design procedure is to model the signals and subsequently design the filter. This procedure could be costly and difficult to implement on-line. The solution to this problem is to employ an adaptive filter that performs on-line updating of its parameters through a rather simple algorithm, using only the information available in the environment. In other words, the adaptive filter performs a data-driven approximation step.

The subject of this book is adaptive filtering, which concerns the choice of structures and algorithms for a filter that has its parameters (or coefficients) adapted, in order to improve a prescribed performance criterion. The coefficient updating is performed using the information available at a given time.

The development of digital very large scale integration (VLSI) technology allowed the widespread use of adaptive signal processing techniques in a large number of applications. This is the reason why in this book only discrete-time implementations of adaptive filters are considered. Obviously, we assume that continuous-time signals taken from the real world are properly sampled, i.e., they are represented by discrete-time signals with sampling rate higher than twice their highest frequency. Basically, it is assumed that when generating a discrete-time signal by sampling a continuous-time signal, the Nyquist or sampling theorem is satisfied [1]-[9].

1.2 ADAPTIVE SIGNAL PROCESSING

As previously discussed, the design of digital filters with fixed coefficients requires well defined prescribed specifications. However, there are situations where the specifications are not available, or are time varying. The solution in these cases is to employ a digital filter with adaptive coefficients, known as adaptive filters [10]-[17].

Since no specifications are available, the adaptive algorithm that determines the updating of the filter coefficients, requires extra information that is usually given in the form of a signal. This signal is in general called a desired or reference signal, whose choice is normally a tricky task that depends on the application.

Adaptive filters are considered nonlinear systems, therefore their behavior analysis is more complicated than for fixed filters. On the other hand, because the adaptive filters are self designing filters, from the practitioner’s point of view their design can be considered less involved than in the case of digital filters with fixed coefficients.

The general set up of an adaptive-filtering environment is illustrated in Fig. 1.1, where $k$ is the iteration number, $x(k)$ denotes the input signal, $y(k)$ is the adaptive-filter output signal, and $d(k)$ defines the desired signal. The error signal $e(k)$ is calculated as $d(k) - y(k)$. The error signal is
then used to form a performance (or objective) function that is required by the adaptation algorithm in order to determine the appropriate updating of the filter coefficients. The minimization of the objective function implies that the adaptive-filter output signal is matching the desired signal in some sense.
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$y(k)$ is a linear combination of the filter coefficients, that yields a quadratic mean-square error (MSE = $E[|e(k)|^2]$) function with a unique optimal solution. Other alternative adaptive FIR realizations are also used in order to obtain improvements as compared to the transversal filter structure, in terms of computational complexity, speed of convergence, and finite wordlength properties as will be seen later in the book.

- Adaptive IIR filter realizations: The most widely used realization of adaptive IIR filters is the canonic direct form realization [5], due to its simple implementation and analysis. However, there are some inherent problems related to recursive adaptive filters which are structure dependent, such as pole-stability monitoring requirement and slow speed of convergence. To address these problems, different realizations were proposed attempting to overcome the limitations of the direct form structure. Among these alternative structures, the cascade, the lattice, and the parallel realizations are considered because of their unique features as will be discussed in Chapter 10.

3) **Algorithm:** The algorithm is the procedure used to adjust the adaptive filter coefficients in order to minimize a prescribed criterion. The algorithm is determined by defining the search method (or minimization algorithm), the objective function, and the error signal nature. The choice of the algorithm determines several crucial aspects of the overall adaptive process, such as existence of sub-optimal solutions, biased optimal solution, and computational complexity.

1.3 **INTRODUCTION TO ADAPTIVE ALGORITHMS**

The basic objective of the adaptive filter is to set its parameters, $\theta(k)$, in such a way that its output tries to minimize a meaningful objective function involving the reference signal. Usually, the objective function $F$ is a function of the input, the reference, and adaptive-filter output signals, i.e., $F = F[x(k), d(k), y(k)]$. A consistent definition of the objective function must satisfy the following properties:

- **Non-negativity:** $F[x(k), d(k), y(k)] \geq 0, \forall y(k), x(k), \text{ and } d(k)$;
- **Optimality:** $F[x(k), d(k), d(k)] = 0$.

One should understand that in an adaptive process, the adaptive algorithm attempts to minimize the function $F$, in such a way that $y(k)$ approximates $d(k)$, and as a consequence, $\theta(k)$ converges to $\theta_o$, where $\theta_o$ is the optimum set of coefficients that leads to the minimization of the objective function.

Another way to interpret the objective function is to consider it a direct function of a generic error signal $e(k)$, which in turn is a function of the signals $x(k)$, $y(k)$, and $d(k)$, i.e., $F = F[e(k)] = F[e(x(k), y(k), d(k))]$. Using this framework, we can consider that an adaptive algorithm is composed of three basic items: definition of the minimization algorithm, definition of the objective function form, and definition of the error signal.
1) **Definition of the minimization algorithm for the function** $F$: This item is the main subject of Optimization Theory [22]-[23], and it essentially affects the speed of convergence and computational complexity of the adaptive process.

In practice any continuous function having high-order model of the parameters can be approximated around a given point $\theta(k)$ by a truncated Taylor series as follows

$$F[\theta(k) + \Delta \theta(k)] \approx F[\theta(k)] + g_{\theta}^T \{F[\theta(k)]\} \Delta \theta(k) + \frac{1}{2} \Delta \theta^T(k) H_{\theta} \{F[\theta(k)]\} \Delta \theta(k) \quad (1.1)$$

where $H_{\theta} \{F[\theta(k)]\}$ is the Hessian matrix of the objective function, and $g_{\theta} \{F[\theta(k)]\}$ is the gradient vector, further details about the Hessian matrix and gradient vector are presented along the text. The aim is to minimize the objective function with respect to the set of parameters by iterating

$$\theta(k+1) = \theta(k) + \Delta \theta(k) \quad (1.2)$$

where the step or correction term $\Delta \theta(k)$ is meant to minimize the quadratic approximation of the objective function $F[\theta(k)]$. The so-called Newton method requires the first and second-order derivatives of $F[\theta(k)]$ to be available at any point, as well as the function value. These informations are required in order to evaluate equation (1.1). If $H_{\theta}(\theta(k))$ is a positive definite matrix, then the quadratic approximation has a unique and well defined minimum point. Such a solution can be found by setting the gradient of the quadratic function with respect to the parameters correction terms, at instant $k+1$, to zero which leads to

$$g_{\theta} \{F[\theta(k)]\} = -H_{\theta} \{F[\theta(k)]\} \Delta \theta(k) \quad (1.3)$$

The most commonly used optimization methods in the adaptive signal processing field are:

- **Newton’s method:** This method seeks the minimum of a second-order approximation of the objective function using an iterative updating formula for the parameter vector given by

$$\theta(k+1) = \theta(k) - \mu H^{-1}_{\theta} \{F[e(k)]\} g_{\theta} \{F[e(k)]\} \quad (1.4)$$

where $\mu$ is a factor that controls the step size of the algorithm, i.e., it determines how fast the parameter vector will be changed. The reader should note that the direction of the correction term $\Delta \theta(k)$ is chosen according to equation (1.3). The matrix of second derivatives of $F[e(k)]$, $H_{\theta} \{F[e(k)]\}$ is the Hessian matrix of the objective function, and $g_{\theta} \{F[e(k)]\}$ is the gradient of the objective function with respect to the adaptive filter coefficients. It should be noted that the error $e(k)$ depends on the parameters $\theta(k)$. If the function $F[e(k)]$ is originally quadratic, there is no approximation in the model of equation (1.1) and the global minimum of the objective function would be reached in one step if $\mu = 1$. For nonquadratic functions the value of $\mu$ should be reduced.

- **Quasi-Newton methods:** This class of algorithms is a simplified version of the method above described, as it attempts to minimize the objective function using a recursively calculated estimate of the inverse of the Hessian matrix, i.e.,

$$\theta(k+1) = \theta(k) - \mu S(k) g_{\theta} \{F[e(k)]\} \quad (1.5)$$
where $S(k)$ is an estimate of $H^{-1}_{\theta}\{F[e(k)]\}$, such that

$$
\lim_{k \to \infty} S(k) = H^{-1}_{\theta}\{F[e(k)]\}
$$

A usual way to calculate the inverse of the Hessian estimate is through the matrix inversion lemma (see, for example [21] and some chapters to come). Also, the gradient vector is usually replaced by a computationally efficient estimate.

- Steepest-descent method: This type of algorithm searches the objective function minimum point following the opposite direction of the gradient vector of this function. Consequently, the updating equation assumes the form

$$
\theta(k + 1) = \theta(k) - \mu g_{\theta}\{F[e(k)]\}
$$

(1.6)

Here and in the open literature, the steepest-descent method is often also referred to as gradient method.

In general, gradient methods are easier to implement, but on the other hand, the Newton method usually requires a smaller number of iterations to reach a neighborhood of the minimum point. In many cases, Quasi-Newton methods can be considered a good compromise between the computational efficiency of the gradient methods and the fast convergence of the Newton method. However, the Quasi-Newton algorithms are susceptible to instability problems due to the recursive form used to generate the estimate of the inverse Hessian matrix. A detailed study of the most widely used minimization algorithms can be found in [22]-[23].

It should be pointed out that with any minimization method, the convergence factor $\mu$ controls the stability, speed of convergence, and some characteristics of residual error of the overall adaptive process. Usually, an appropriate choice of this parameter requires a reasonable amount of knowledge of the specific adaptive problem of interest. Consequently, there is no general solution to accomplish this task. In practice, computational simulations play an important role and are, in fact, the most used tool to address the problem.

2) **Definition of the objective function** $F[e(k)]$: There are many ways to define an objective function that satisfies the optimality and non-negativity properties formerly described. This definition affects the complexity of the gradient vector and the Hessian matrix calculation. Using the algorithm’s computational complexity as a criterion, we can list the following forms for the objective function as the most commonly used in the derivation of an adaptive algorithm:

- Mean-Square Error (MSE): $F[e(k)] = E[|e(k)|^2]$;
- Least Squares (LS): $F[e(k)] = \frac{1}{k+1} \sum_{i=0}^{k} |e(k - i)|^2$;
- Weighted Least Squares (WLS): $F[e(k)] = \sum_{i=0}^{k} \lambda^i |e(k - i)|^2$, $\lambda$ is a constant smaller than 1;
- Instantaneous Squared Value (ISV): $F[e(k)] = |e(k)|^2$. 

1.4 Applications

The MSE, in a strict sense, is only of theoretical value, since it requires an infinite amount of information to be measured. In practice, this ideal objective function can be approximated by the other three listed. The LS, WLS, and ISV functions differ in the implementation complexity and in the convergence behavior characteristics; in general, the ISV is easier to implement but presents noisy convergence properties, since it represents a greatly simplified objective function. The LS is convenient to be used in stationary environment, whereas the WLS is useful in applications where the environment is slowly varying.

3) Definition of the error signal $e(k)$: The choice of the error signal is crucial for the algorithm definition, since it can affect several characteristics of the overall algorithm including computational complexity, speed of convergence, robustness, and most importantly for the IIR adaptive filtering case, the occurrence of biased and multiple solutions.

The minimization algorithm, the objective function, and the error signal as presented give us a structured and simple way to interpret, analyze, and study an adaptive algorithm. In fact, almost all known adaptive algorithms can be visualized in this form, or in a slight variation of this organization. In the remaining parts of this book, using this framework, we present the principles of adaptive algorithms. It may be observed that the minimization algorithm and the objective function affect the convergence speed of the adaptive process. An important step in the definition of an adaptive algorithm is the choice of the error signal, since this task exercises direct influence in many aspects of the overall convergence process.

1.4 APPLICATIONS

In this section, we discuss some possible choices for the input and desired signals and how these choices are related to the applications. Some of the classical applications of adaptive filtering are system identification, channel equalization, signal enhancement, and prediction.

In the system identification application, the desired signal is the output of the unknown system when excited by a broadband signal, in most cases a white-noise signal. The broadband signal is also used as input for the adaptive filter as illustrated in Fig. 1.2. When the output MSE is minimized, the adaptive filter represents a model for the unknown system.

The channel equalization scheme consists of applying the originally transmitted signal distorted by the channel plus environment noise as the input signal to an adaptive filter, whereas the desired signal is a delayed version of the original signal as depicted in Fig. 1.3. This delayed version of the input signal is in general available at the receiver in a form of standard training signal. In a noiseless case, the minimization of the MSE indicates that the adaptive filter represents an inverse model (equalizer) of the channel.

In the signal enhancement case, a signal $x(k)$ is corrupted by noise $n_1(k)$, and a signal $n_2(k)$ correlated to the noise is available (measurable). If $n_2(k)$ is used as an input to the adaptive filter with the signal corrupted by noise playing the role of the desired signal, after convergence the output
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error will be an enhanced version of the signal. Fig. 1.4 illustrates a typical signal enhancement setup.

Finally, in the prediction case the desired signal is a forward (or eventually a backward) version of the adaptive-filter input signal as shown in Fig. 1.5. After convergence, the adaptive filter represents a model for the input signal, and can be used as a predictor model for the input signal.

Further details regarding the applications discussed here will be given in the following chapters.
1.4 Applications

Adaptive filter

\[ x(k) \xrightarrow{\text{filter}} y(k) + z \]

Figure 1.5 Signal prediction.

Example 1.1

Before concluding this chapter, we present a simple example in order to illustrate how an adaptive filter can be useful in solving problems that lie in the general framework represented by Fig. 1.1. We chose the signal enhancement application illustrated in Fig. 1.4.

In this example, the reference (or desired) signal consists of a discrete-time triangular waveform corrupted by a colored noise. Fig. 1.6 shows the desired signal. The adaptive-filter input signal is a white noise correlated with the noise signal that corrupted the triangular waveform, as shown in Fig. 1.7.

The coefficients of the adaptive filter are adjusted in order to keep the squared value of the output error as small as possible. As can be noticed in Fig. 1.8, as the number of iterations increase the error signal resembles the discrete-time triangular waveform shown in the same figure (dashed curve).

Figure 1.6 Desired signal.
Figure 1.7 Input signal.

Figure 1.8 Error signal (continuous line) and triangular waveform (dashed line).
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2.1 INTRODUCTION

This chapter includes a brief review of deterministic and random signal representations. Due to the extent of those subjects, our review is limited to the concepts that are directly relevant to adaptive filtering. The properties of the correlation matrix of the input signal vector are investigated in some detail, since they play a key role in the statistical analysis of the adaptive-filtering algorithms.

The Wiener solution that represents the minimum mean-square error (MSE) solution of discrete-time filters realized through a linear combiner is also introduced. This solution depends on the input signal correlation matrix as well as on the the cross-correlation between the elements of the input signal vector and the reference signal. The values of these correlations form the parameters of the MSE surface, which is a quadratic function of the adaptive-filter coefficients. The linearly constrained Wiener filter is also presented, a technique commonly used in antenna array processing applications. The transformation of the constrained minimization problem into an unconstrained one is also discussed. Motivated by the importance of the properties of the MSE surface, we analyze them using some results related to the input signal correlation matrix.

In practice the parameters that determine the MSE surface shape are not available. What is left is to directly or indirectly estimate these parameters using the available data and to develop adaptive algorithms that use these estimates to search the MSE surface, such that the adaptive-filter coefficients converge to the Wiener solution in some sense. The starting point to obtain an estimation procedure is to investigate the convenience of using the classical searching methods of optimization theory [1]-[3] to adaptive filtering. The Newton and steepest-descent algorithms are investigated as possible searching methods for adaptive filtering. Although both methods are not directly applicable to practical adaptive filtering, smart reflections inspired on them led to practical algorithms such as the least-mean-square (LMS) [4]-[5] and Newton-based algorithms. The Newton and steepest-descent algorithms are introduced in this chapter, whereas the LMS algorithm is treated in the next chapter.

Also, in the present chapter, the main applications of adaptive filters are revisited and discussed in greater detail.
2.2 SIGNAL REPRESENTATION

In this section, we briefly review some concepts related to deterministic and random discrete-time signals. Only specific results essential to the understanding of adaptive filtering are reviewed. For further details on signals and digital signal processing we refer to [6]-[13].

2.2.1 Deterministic Signals

A deterministic discrete-time signal is characterized by a defined mathematical function of the time index \( k \), with \( k = 0, \pm 1, \pm 2, \pm 3, \ldots \). An example of a deterministic signal (or sequence) is

\[
x(k) = e^{-\alpha k} \cos(\omega k) + u(k)
\]  

(2.1)

where \( u(k) \) is the unit step sequence.

The response of a linear time-invariant filter to an input \( x(k) \) is given by the convolution summation, as follows [7]:

\[
y(k) = x(k) * h(k) = \sum_{n=-\infty}^{\infty} x(n)h(k-n)
\]

\[
= \sum_{n=-\infty}^{\infty} h(n)x(k-n) = h(k) * x(k)
\]  

(2.2)

where \( h(k) \) is the impulse response of the filter.

The \( Z \)-transform of a given sequence \( x(k) \) is defined as

\[
Z \{ x(k) \} = X(z) = \sum_{k=-\infty}^{\infty} x(k)z^{-k}
\]

(2.3)

for regions in the \( Z \)-plane such that this summation converges. If the \( Z \)-transform is defined for a given region of the \( Z \)-plane, in other words the above summation converges in that region, the convolution operation can be replaced by a product of the \( Z \)-transforms as follows [7]:

\[
Y(z) = H(z) X(z)
\]

(2.4)

where \( Y(z), X(z), \) and \( H(z) \) are the \( Z \)-transforms of \( y(k), x(k), \) and \( h(k) \), respectively. Considering only waveforms that start at an instant \( k \geq 0 \) and have finite power, their \( Z \)-transforms will always be defined outside the unit circle.

---

1 The index \( k \) can also denote space in some applications.

2 An alternative and more accurate notation for the convolution summation would be \( (x * h)(k) \) instead of \( x(k) * h(k) \), since in the latter the index \( k \) appears twice whereas the resulting convolution is simply a function of \( k \). We will keep the former notation since it is more widely used.
For finite-energy waveforms, it is convenient to use the discrete-time Fourier transform defined as

\[
F\{x(k)\} = X(e^{j\omega}) = \sum_{k=-\infty}^{\infty} x(k)e^{-j\omega k}
\] (2.5)

Although the discrete-time Fourier transform does not exist for a signal with infinite energy, if the signal has finite-power, a generalized discrete-time Fourier transform exists and is largely used for deterministic signals [16].

### 2.2.2 Random Signals

A random variable \(X\) is a function that assigns a number to every outcome, denoted by \(\varrho\), of a given experiment. A stochastic process is a rule to describe the time evolution of the random variable depending on \(\varrho\), therefore it is a function of two variables \(X(k, \varrho)\). The set of all experimental outcomes, i.e., the ensemble, is the domain of \(\varrho\). We denote \(x(k)\) as a sample of the given process with \(\varrho\) fixed, where in this case if \(k\) is also fixed, \(x(k)\) is a number. When any statistical operator is applied to \(x(k)\) it is implied that \(x(k)\) is a random variable, \(k\) is fixed, and \(\varrho\) is variable. In this book, \(x(k)\) represents a random signal.

Random signals do not have a precise description of their waveforms. What is possible is to characterize them via measured statistics or through a probabilistic model. For random signals, the first- and second-order statistics are most of the time sufficient for characterization of the stochastic process. The first- and second-order statistics are also convenient for measurements. In addition, the effect on these statistics caused by linear filtering can be easily accounted for as shown below.

Let’s consider for the time being that the random signals are real. We start to introduce some tools to deal with random signals by defining the distribution function of a random variable as

\[
P_{x(k)}(y) \triangleq \text{probability of } x(k) \text{ being smaller or equal to } y
\]

or

\[
P_{x(k)}(y) = \int_{-\infty}^{y} p_{x(k)}(z)dz
\] (2.6)

The derivative of the distribution function is the probability density function (pdf)

\[
p_{x(k)}(y) = \frac{dP_{x(k)}(y)}{dy}
\] (2.7)

The expected value, or mean value, of the process is defined by

\[
m_{x}(k) = E[x(k)]
\] (2.8)

The definition of the expected value is expressed as

\[
E[x(k)] = \int_{-\infty}^{\infty} y \ p_{x(k)}(y)dy
\] (2.9)
where \( p_x(k)(y) \) is the pdf of \( x(k) \) at the point \( y \).

The autocorrelation function of the process \( x(k) \) is defined by

\[
r_x(k, l) = E[x(k)x(l)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} yz p_{x(k), x(l)}(y, z) dydz
\]

(2.10)

where \( p_{x(k), x(l)}(y, z) \) is the joint probability density of the random variables \( x(k) \) and \( x(l) \) defined as

\[
p_{x(k), x(l)}(y, z) = \frac{\partial^2 P_{x(k), x(l)}(y, z)}{\partial y \partial z}
\]

(2.11)

where

\( P_{x(k), x(l)}(y, z) \triangleq \text{probability of } \{ x(k) \leq y \text{ and } x(l) \leq z \} \)

The autocovariance function is defined as

\[
\sigma_x^2(k, l) = E\{[x(k) - m_x(k)][x(l) - m_x(l)]\} = r_x(k, l) - m_x(k)m_x(l)
\]

(2.12)

where the second equality follows from the definitions of mean value and autocorrelation. For \( k = l \), \( \sigma_x^2(k, l) = \sigma_x^2(k) \) which is the variance of \( x(k) \).

One justification for the importance of the Gaussian distribution is the central limit theorem. Given a random variable \( x \) composed by the sum of \( n \) independent random variables \( x_i \) as follows:

\[
x = \sum_{i=1}^{n} x_i
\]

(2.14)

the central limit theorem states that under certain general conditions, the probability density function of \( x \) approaches a Gaussian density function for large \( n \). The mean and variance of \( x \) are given, respectively, by

\[
m_x = \sum_{i=1}^{n} m_{x_i}
\]

(2.15)

\[
\sigma_x^2 = \sum_{i=1}^{n} \sigma_{x_i}^2
\]

(2.16)

Considering that the values of the mean and variance of \( x \) can grow, define

\[
x' = \frac{x - m_x}{\sigma_x}
\]

(2.17)
In this case, for \( n \to \infty \) it follows that
\[
p_{x'}(y) = \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}}
\] (2.18)

In a number of situations we require the calculation of conditional distributions, where the probability of a certain event to occur is calculated assuming that another event B has occurred. In this case, we define
\[
P_{x(k)}(y|B) = \frac{P\{x(k) \leq y \cap B\}}{P(B)} \triangleq \text{probability of } x(k) \leq y \text{ assuming } B \text{ has occurred}
\] (2.19)

This joint event consists of all outcomes \( \varrho \in B \) such that \( x(k) = x(k, \varrho) \leq y \).

The definition of the conditional mean is given by
\[
m_{x|B}(k) = E[x(k)|B] = \int_{-\infty}^{\infty} yp_{x(k)}(y|B)dy
\] (2.20)

where \( p_{x(k)}(y|B) \) is the pdf of \( x(k) \) conditioned on B.

The conditional variance is defined as
\[
\sigma^2_{x|B}(k) = E\{[x(k) - m_{x|B}(k)]^2|B\} = \int_{-\infty}^{\infty} [y - m_{x|B}(k)]^2 p_{x(k)}(y|B)dy
\] (2.21)

There are processes for which the mean and autocorrelation functions are shift (or time) invariant, i.e.,
\[
m_x(k - i) = m_x(k) = E[x(k)] = m_x
\]
\[
r_x(k, i) = E[x(k - j)x(i - j)] = r_x(k - i) = r_x(l)
\] (2.23)

and as a consequence
\[
\sigma^2_x(l) = r_x(l) - m_x^2
\] (2.24)

These processes are said to be wide-sense stationary (WSS). If the \( n \)-th order statistics of a process is shift invariant, the process is said to be \( n \)-th order stationary. Also if the process is \( n \)-th order stationary for any value of \( n \) the process is stationary in strict sense.

Two processes are considered jointly WSS if and only if any linear combination of them is also WSS. This is equivalent to state that
\[
y(k) = k_1 x_1(k) + k_2 x_2(k)
\] (2.25)

must be WSS, for any constants \( k_1 \) and \( k_2 \), if \( x_1(k) \) and \( x_2(k) \) are jointly WSS. This property implies that both \( x_1(k) \) and \( x_2(k) \) have shift-invariant means and autocorrelations, and that their cross-correlation is also shift invariant.

\(^3\)Or equivalently, such that \( X(\varrho) \leq y \).
For complex signals where $x(k) = x_r(k) + jx_i(k)$, $y = y_r + jy_i$, and $z = z_r + jz_i$, we have the following definition of the expected value

$$E[x(k)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} yp_{x_r(k), x_i(k)}(y_r, y_i) dy_r dy_i$$

(2.26)

where $p_{x_r(k), x_i(k)}(y_r, y_i)$ is the joint probability density function (pdf) of $x_r(k)$ and $x_i(k)$.

The autocorrelation function of the complex random signal $x(k)$ is defined by

$$r_x(k, l) = E[x(k) x^*(l)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} yz^* p_{x_r(k), x_i(k), x_r(l), x_i(l)}(y_r, y_i, z_r, z_i) dy_r dy_i dz_r dz_i$$

(2.27)

where $*$ denotes complex conjugate, since we assume for now that we are dealing with complex signals, and $p_{x_r(k), x_i(k), x_r(l), x_i(l)}(y_r, y_i, z_r, z_i)$ is the joint probability density function of the random variables $x(k)$ and $x(l)$.

For complex signals the autocovariance function is defined as

$$\sigma^2_x(k, l) = E\{[x(k) - m_x(k)][x(l) - m_x(l)]^*\} = r_x(k, l) - m_x(k)m_x^*(l)$$

(2.28)

### 2.2.2.1 Autoregressive Moving Average Process

The process resulting from the output of a system described by a general linear difference equation given by

$$y(k) = \sum_{j=0}^{M} b_j x(k-j) + \sum_{i=1}^{N} a_i y(k-i)$$

(2.29)

where $x(k)$ is a white noise, is called autoregressive moving average (ARMA) process. The coefficients $a_i$ and $b_j$ are the parameters of the ARMA process. The output signal $y(k)$ is also said to be a colored noise since the autocorrelation function of $y(k)$ is nonzero for a lag different from zero, i.e., $r(l) \neq 0$ for some $l \neq 0$.

For the special case where $b_j = 0$ for $j = 1, 2, \ldots, M$, the resulting process is called autoregressive (AR) process. The terminology means that the process depends on the present value of the input signal and on a linear combination of past samples of the process. This indicates the presence of a feedback of the output signal.

For the special case where $a_i = 0$ for $i = 1, 2, \ldots, N$, the process is identified as a moving average (MA) process. This terminology indicates that the process depends on a linear combination of the present and past samples of the input signal. In summary, an ARMA process can be generated by applying a white noise to the input of a digital filter with poles and zeros, whereas for the AR and MA cases the digital filters are all-pole and all-zero filters, respectively.
2.2 Signal Representation

2.2.2 Markov Process

A stochastic process is called a Markov process if its past has no influence in the future when the present is specified [14], [16]. In other words, the present behavior of the process depends only on the most recent past, i.e., all behavior previous to the most recent past is not required. A first-order AR process is a first-order Markov process, whereas an \( N \)th-order AR process is considered an \( N \)th-order Markov process. Take as an example the sequence

\[
y(k) = ay(k - 1) + n(k) \tag{2.30}
\]

where \( n(k) \) is a white noise process. The process represented by \( y(k) \) is determined by \( y(k - 1) \) and \( n(k) \), and no information before the instant \( k - 1 \) is required. We conclude that \( y(k) \) represents a Markov process. In the previous example, if \( a = 1 \) and \( y(-1) = 0 \) the signal \( y(k) \), for \( k \geq 0 \), is a sum of white noise samples, usually called random walk sequence.

Formally, an \( m \)th-order Markov process satisfies the following condition: for all \( k \geq 0 \), and for a fixed \( m \), it follows that

\[
P_{x(k)}(y|x(k-1), x(k-2), \ldots, x(0)) = P_{x(k)}(y|x(k-1), x(k-2), \ldots, x(k-m)) \tag{2.31}
\]

2.2.2.3 Wold Decomposition

Another important result related to any wide-sense stationary process \( x(k) \) is the Wold decomposition, which states that \( x(k) \) can be decomposed as

\[
x(k) = x_r(k) + x_p(k) \tag{2.32}
\]

where \( x_r(k) \) is a regular process that is equivalent to the response of a stable, linear, time-invariant, and causal filter to a white noise [16], and \( x_p(k) \) is a perfectly predictable (deterministic or singular) process. Also, \( x_p(k) \) and \( x_r(k) \) are orthogonal processes, i.e., \( E[x_r(k)x_p(k)] = 0 \). The key factor here is that the regular process can be modeled through a stable autoregressive model [24] with a stable and causal inverse. The importance of Wold decomposition lies on the observation that a WSS process can in part be represented by an AR process of adequate order, with the remaining part consisting of a perfectly predictable process. Obviously, the perfectly predictable process part of \( x(k) \) also admits an AR model with zero excitation.

2.2.2.4 Power Spectral Density

Stochastic signals that are wide-sense stationary are persistent and therefore are not finite-energy signals. On the other hand, they have finite-power such that the generalized discrete-time Fourier transform can be applied to them. When the generalized discrete-time Fourier transform is applied to a WSS process it leads to a random function of the frequency [16]. On the other hand, the autocorrelation functions of most practical stationary processes have discrete-time Fourier transform. Therefore, the discrete-time Fourier transform of the autocorrelation function of a stationary random process can be very useful in many situations. This transform, called power spectral density, is defined as

\[
R_x(e^{j\omega}) = \sum_{l=-\infty}^{\infty} r_x(l)e^{-j\omega l} = \mathcal{F}[r_x(l)] \tag{2.33}
\]
where \( r_x(l) \) is the autocorrelation of the process represented by \( x(k) \). The inverse discrete-time Fourier transform allows us to recover \( r_x(l) \) from \( R_x(e^{j\omega}) \), through the relation

\[
r_x(l) = \frac{1}{2\pi} \int_{-\pi}^{\pi} R_x(e^{j\omega})e^{j\omega l} d\omega = \mathcal{F}^{-1}[R_x(e^{j\omega})]
\]  
(2.34)

It should be mentioned that \( R_x(e^{j\omega}) \) is a deterministic function of \( \omega \), and can be interpreted as the power density of the random process at a given frequency in the ensemble, i.e., considering the average outcome of all possible realizations of the process. In particular, the mean squared value of the process represented by \( x(k) \) is given by

\[
r_x(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} R_x(e^{j\omega})d\omega
\]  
(2.35)

If the random signal representing any single realization of a stationary process is applied as input to a linear and time-invariant filter, with impulse response \( h(k) \), the following equalities are valid and can be easily verified:

\[
y(k) = \sum_{n=-\infty}^{\infty} x(n)h(k-n) = x(k) * h(k)
\]  
(2.36)

\[
r_y(l) = r_x(l) * r_h(l)
\]  
(2.37)

\[
R_y(e^{j\omega}) = R_x(e^{j\omega})|H(e^{j\omega})|^2
\]  
(2.38)

\[
r_{yx}(l) = r_x(l) * h(l) = E[x^*(l)y(l)]
\]  
(2.39)

\[
R_{yx}(e^{j\omega}) = R_x(e^{j\omega})H(e^{j\omega})
\]  
(2.40)

where \( r_h(l) = h(l) * h(-l) \), \( R_y(e^{j\omega}) \) is the power spectral density of the output signal, \( r_{yx}(k) \) is the cross-correlation of \( x(k) \) and \( y(k) \), and \( R_{yx}(e^{j\omega}) \) is the corresponding cross-power spectral density.

The main feature of the spectral density function is to allow a simple analysis of the correlation behavior of WSS random signals processed with linear time-invariant systems. As an illustration, suppose a white noise is applied as input to a lowpass filter with impulse response \( h(k) \) and sharp cutoff at a given frequency \( \omega_l \). The autocorrelation function of the output signal \( y(k) \) will not be a single impulse, it will be \( h(k) * h(-k) \). Therefore, the signal \( y(k) \) will look like a band-limited random signal, in this case, a slow-varying noise. Some properties of the function \( R_x(e^{j\omega}) \) of a discrete-time and stationary stochastic process are worth mentioning. The power spectrum density is a periodic function of \( \omega \), with period \( 2\pi \), as can be verified from its definition. Also, since for a stationary and complex random process we have \( r_x(-l) = r_x^*(l) \), \( R_x(e^{j\omega}) \) is real. Despite the usefulness of the power spectrum density function in dealing with WSS processes, it will not be widely used in this book since usually the filters considered here are time varying. However, it should be noted its important role in areas such as spectrum estimation [25]-[26].
If the $Z$-transforms of the autocorrelation and cross-correlation functions exist, we can generalize the definition of power spectral density. In particular, the definition of equation (2.33) corresponds to the following relation

$$Z[r_x(k)] = R_x(z) = \sum_{k=-\infty}^{\infty} r_x(k)z^{-k}$$  \hspace{1cm} (2.41)$$

If the random signal representing any single realization of a stationary process is applied as input to a linear and time-invariant filter with impulse response $h(k)$, the following equalities are valid:

$$R_y(z) = R_x(z)H(z)H(z^{-1})$$  \hspace{1cm} (2.42)$$

and

$$R_{yx}(z) = R_x(z)H(z)$$  \hspace{1cm} (2.43)$$

where $H(z) = Z[h(l)]$. If we wish to calculate the cross-correlation of $y(k)$ and $x(k)$, namely $r_{yx}(0)$, we can use the inverse $Z$-transform formula as follows:

$$E[y(k)x^*(k)] = \frac{1}{2\pi j} \oint R_{yx}(z) \frac{dz}{z}$$

$$= \frac{1}{2\pi j} \oint H(z)R_x(z) \frac{dz}{z}$$  \hspace{1cm} (2.44)$$

where the integration path is a counterclockwise closed contour in the region of convergence of $R_{yx}(z)$. The contour integral above equation is usually solved through the Cauchy’s residue theorem [8].

### 2.2.3 Ergodicity

In the probabilistic approach, the statistical parameters of the real data are obtained through ensemble averages (or expected values). The estimation of any parameter of the stochastic process can be obtained by averaging a large number of realizations of the given process, at each instant of time. However, in many applications only a few or even a single sample of the process is available. In these situations, we need to find out in which cases the statistical parameters of the process can be estimated by using time average of a single sample (or ensemble member) of the process. This is obviously not possible if the desired parameter is time varying. The equivalence between the ensemble average and time average is called ergodicity [14], [16].

The time average of a given stationary process represented by $x(k)$ is calculated by

$$\hat{m}_{xN} = \frac{1}{2N+1} \sum_{k=-N}^{N} x(k)$$  \hspace{1cm} (2.45)$$

If

$$\sigma_{\hat{m}_{xN}}^2 = \lim_{N \to \infty} E\{|\hat{m}_{xN} - m_x|^2\} = 0$$
the process is said to be mean-ergodic in the mean-square sense. Therefore, the mean-ergodic process
has time average that approximates the ensemble average as \( N \to \infty \). Obviously, \( \hat{m}_{x,N} \) is an unbiased estimate of \( m_x \) since
\[
E[\hat{m}_{x,N}] = \frac{1}{2N + 1} \sum_{k=-N}^{N} E[x(k)] = m_x
\] (2.46)
Therefore, the process will be considered ergodic if the variance of \( \hat{m}_{x,N} \) tends to zero \( (\sigma^2_{\hat{m}_{x,N}} \to 0) \) when \( N \to \infty \). The variance \( \sigma^2_{\hat{m}_{x,N}} \) can be expressed after some manipulations as
\[
\sigma^2_{\hat{m}_{x,N}} = \frac{1}{2N + 1} \sum_{l=-2N}^{2N} \sigma^2_x(k + l, k) \left( 1 - \frac{|l|}{2N + 1} \right)
\] (2.47)
where \( \sigma^2_x(k + l, k) \) is the autocovariance of the stochastic process \( x(k) \). The variance of \( \hat{m}_{x,N} \) tends to zero if and only if
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{l=0}^{N} \sigma^2_x(k + l, k) \to 0
\]
The above condition is necessary and sufficient to guarantee that the process is mean-ergodic.

The ergodicity concept can be extended to higher order statistics. In particular, for second-order statistics we can define the process
\[
x_l(k) = x(k + l)x^*(k)
\] (2.48)
where the mean of this process corresponds to the autocorrelation of \( x(k) \), i.e., \( r_x(l) \). Mean-ergodicity of \( x_l(k) \) implies mean-square ergodicity of the autocorrelation of \( x(k) \).

The time average of \( x_l(k) \) is given by
\[
\hat{m}_{x_l,N} = \frac{1}{2N + 1} \sum_{k=-N}^{N} x_l(k)
\] (2.49)
that is an unbiased estimate of \( r_x(l) \). If the variance of \( \hat{m}_{x_l,N} \) tends to zero as \( N \) tends to infinity, the process \( x(k) \) is said to be mean-square ergodic of the autocorrelation, i.e.,
\[
\lim_{N \to \infty} E\{|\hat{m}_{x_l,N} - r_x(l)|^2\} = 0
\] (2.50)
The above condition is satisfied if and only if
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} E\{x(k + l)x^*(k)x(k + l + i)x^*(k + i)\} - r_x^2(l) = 0
\] (2.51)
where it is assumed that \( x(n) \) has stationary fourth-order moments. The concept of ergodicity can be extended to nonstationary processes [16], however, that is beyond the scope of this book.
2.3 THE CORRELATION MATRIX

Usually, adaptive filters utilize the available input signals at instant \( k \) in their updating equations. These inputs are the elements of the input signal vector denoted by 

\[
x(k) = [x_0(k) \ x_1(k) \ldots x_N(k)]^T
\]

The correlation matrix is defined as 

\[
R = E[x(k)x^H(k)],
\]

where \( x^H(k) \) is the Hermitian transposition of \( x(k) \), that means transposition followed by complex conjugation or vice versa. As will be noted, the characteristics of the correlation matrix play a key role in the understanding of properties of most adaptive-filtering algorithms. As a consequence, it is important to examine the main properties of the matrix \( R \). Some properties of the correlation matrix come from the statistical nature of the adaptive-filtering problem, whereas other properties derive from the linear algebra theory.

For a given input vector, the correlation matrix is given by

\[
R = 
\begin{bmatrix}
E[|x_0(k)|^2] & E[x_0(k)x_1^*(k)] & \cdots & E[x_0(k)x_N^*(k)] \\
E[x_1(k)x_0^*(k)] & E[|x_1(k)|^2] & \cdots & E[x_1(k)x_N^*(k)] \\
\vdots & \vdots & \ddots & \vdots \\
E[x_N(k)x_0^*(k)] & E[x_N(k)x_1^*(k)] & \cdots & E[|x_N(k)|^2]
\end{bmatrix}
= E[x(k)x^H(k)]
\] (2.52)

The main properties of the \( R \) matrix are listed below:

1. The matrix \( R \) is positive semidefinite.
   **Proof:**
   Given an arbitrary complex weight vector \( w \), we can form a signal given by 
   \[
y(k) = w^H x(k)
\]
   The magnitude squared of \( y(k) \) is 
   \[
y(k)y^*(k) = |y(k)|^2 = w^H x(k)x^H(k)w \geq 0
\]
   The mean-square (MS) value of \( y(k) \) is then given by 
   \[
   MS[y(k)] = E[|y(k)|^2] = w^H E[x(k)x^H(k)]w = w^H Rw \geq 0
\]
   Therefore, the matrix \( R \) is positive semidefinite. \( \square \)

Usually, the matrix \( R \) is positive definite, unless the signals that compose the input vector are linearly dependent. Linear dependent signals are rarely found in practice.
2. The matrix $R$ is Hermitian, i.e.,
\[ R = R^H \]  
\[ (2.53) \]

\textbf{Proof:}
\[
R^H = E\{[x(k)x^H(k)]^H\} = E[x(k)x^H(k)] = R
\]

3. A matrix is Toeplitz if the elements of the main diagonal and of any secondary diagonal are equal. When the input signal vector is composed of delayed versions of the same signal (that is, $x_i(k) = x_0(k-i)$, for $i = 1, 2, \ldots, N$) taken from a WSS process, matrix $R$ is Toeplitz.

\textbf{Proof:}
For the delayed signal input vector, with $x(k)$ WSS, matrix $R$ has the following form
\[
R = \begin{bmatrix}
  r_x(0) & r_x(1) & \cdots & r_x(N) \\
  r_x(-1) & r_x(0) & \cdots & r_x(N-1) \\
  \vdots & \vdots & \ddots & \vdots \\
  r_x(-N) & r_x(-N+1) & \cdots & r_x(0)
\end{bmatrix} \quad (2.54)
\]

By examining the right-hand side of the above equation, we can easily conclude that $R$ is Toeplitz.

Note that $r_x^*(i) = r_x(-i)$, what also follows from the fact that the matrix $R$ is Hermitian.

If matrix $R$ given by equation (2.54) is nonsingular for a given $N$, the input signal is said to be \textit{persistently exciting} of order $N+1$. This means that the power spectral density $R_x(e^{j\omega})$ is different from zero at least at $N+1$ points in the interval $0 < \omega \leq 2\pi$. It also means that a nontrivial $N$th-order FIR filter (with at least one nonzero coefficient) cannot filter $x(k)$ to zero. Note that a nontrivial filter, with $x(k)$ as input, would require at least $N+1$ zeros in order to generate an output with all samples equal to zero. The absence of persistence of excitation implies the misbehavior of some adaptive algorithms [17], [18]. The definition of persistence of excitation is not unique, and it is algorithm dependent (see the book by Johnson [17] for further details).

From now on in this section, we discuss some properties of the correlation matrix related to its eigenvalues and eigenvectors. A number $\lambda$ is an eigenvalue of the matrix $R$, with a corresponding eigenvector $q$, if and only if
\[
Rq = \lambda q \quad (2.55)
\]
or equivalently
\[
\text{det}(R - \lambda I) = 0 \quad (2.56)
\]
where $I$ is the $(N+1)$ by $(N+1)$ identity matrix. Equation (2.56) is called characteristic equation of $R$, and has $(N+1)$ solutions for $\lambda$. We denote the $(N+1)$ eigenvalues of $R$ by $\lambda_0, \lambda_1, \ldots, \lambda_N$. 
Note also that for every value of $\lambda$, the vector $q = 0$ satisfies equation (2.55), however we consider only those particular values of $\lambda$ that are linked to a nonzero eigenvector $q$.

Some important properties related to the eigenvalues and eigenvectors of $R$, that will be useful in the following chapters, are listed below.

1. The eigenvalues of $R^m$ are $\lambda^m_i$, for $i = 0, 1, 2, \ldots, N$.

   **Proof:**
   By premultiplying equation (2.55) by $R^{m-1}$, we obtain
   
   \[
   R^{m-1}Rq_i = R^{m-1}\lambda_i q_i = \lambda_i R^{m-2}Rq_i \\
   = \lambda_i R^{m-2}\lambda_i q_i = \lambda_i^2 R^{m-3}Rq_i \\
   = \cdots = \lambda_i^m q_i
   \]
   (2.57)

2. Suppose $R$ has $N + 1$ linearly independent eigenvectors $q_i$; then if we form a matrix $Q$ with columns consisting of the $q_i$’s, it follows that

   \[
   Q^{-1}RQ = \begin{bmatrix}
   \lambda_0 & 0 & \cdots & 0 \\
   0 & \lambda_1 & \vdots \\
   \vdots & 0 & \cdots & \vdots \\
   \vdots & \vdots & 0 \\
   0 & 0 & \cdots & \lambda_N \\
   \end{bmatrix} = \Lambda
   \]
   (2.58)

   **Proof:**
   
   \[
   RQ = R[q_0 \ q_1 \ \cdots \ q_N] = [\lambda_0 q_0 \ \lambda_1 q_1 \ \cdots \ \lambda_N q_N] \\
   = Q \begin{bmatrix}
   \lambda_0 & 0 & \cdots & 0 \\
   0 & \lambda_1 & \vdots \\
   \vdots & 0 & \cdots & \vdots \\
   \vdots & \vdots & 0 \\
   0 & 0 & \cdots & \lambda_N \\
   \end{bmatrix} = QA
   \]

   Therefore, since $Q$ is invertible because the $q_i$’s are linearly independent, we can show that

   \[
   Q^{-1}RQ = \Lambda
   \]

   $\square$
3. The nonzero eigenvectors $q_0, q_1, \ldots q_N$ that correspond to different eigenvalues are linearly independent.

**Proof:**

If we form a linear combination of the eigenvectors such that

$$a_0 q_0 + a_1 q_1 + \cdots + a_N q_N = 0$$  (2.59)

By multiplying the above equation by $R$ we have

$$a_0 R q_0 + a_1 R q_1 + \cdots + a_N R q_N = a_0 \lambda_0 q_0 + a_1 \lambda_1 q_1 + \cdots + a_N \lambda_N q_N = 0$$  (2.60)

Now by multiplying equation (2.59) by $\lambda_N$ and subtracting the result from equation (2.60), we obtain

$$a_0 (\lambda_0 - \lambda_N) q_0 + a_1 (\lambda_1 - \lambda_N) q_1 + \cdots + a_{N-1} (\lambda_{N-1} - \lambda_N) q_{N-1} = 0$$

By repeating the above steps, i.e., multiplying the above equation by $R$ in one instance and by $\lambda_{N-1}$ on the other instance, and subtracting the results, it yields

$$a_0 (\lambda_0 - \lambda_N)(\lambda_0 - \lambda_{N-1}) q_0 + a_1 (\lambda_1 - \lambda_N)(\lambda_1 - \lambda_{N-1}) q_1 + \cdots + a_{N-2} (\lambda_{N-2} - \lambda_{N-1}) q_{N-2} = 0$$

By repeating the same above steps several times, we end up with

$$a_0 (\lambda_0 - \lambda_N)(\lambda_0 - \lambda_{N-1}) \cdots (\lambda_0 - \lambda_1) q_0 = 0$$

Since we assumed $\lambda_0 \neq \lambda_1, \lambda_0 \neq \lambda_2, \ldots \lambda_0 \neq \lambda_N$, and $q_0$ was assumed nonzero, then $a_0 = 0$. The same line of thought can be used to show that $a_0 = a_1 = a_2 = \cdots = a_N = 0$ is the only solution for equation (2.59). Therefore, the eigenvectors corresponding to different eigenvalues are linearly independent.

Not all matrices are diagonalizable. A matrix of order $(N + 1)$ is diagonalizable if it possesses $(N + 1)$ linearly independent eigenvectors. A matrix with repeated eigenvalues can be diagonalized or not, depending on the linear dependency of the eigenvectors. A nondiagonalizable matrix is called defective [19].

4. Since the correlation matrix $R$ is Hermitian, i.e., $R^H = R$, its eigenvalues are real. These eigenvalues are equal to or greater than zero given that $R$ is positive semidefinite.

**Proof:**

First note that given an arbitrary complex vector $w$,

$$(w^H R w)^H = w^H R^H (w^H)^H = w^H R w$$

Therefore, $w^H R w$ is a real number. Assume now that $\lambda_i$ is an eigenvalue of $R$ corresponding to the eigenvector $q_i$, i.e., $R q_i = \lambda_i q_i$. By premultiplying this equation by $q_i^H$, it follows that

$$q_i^H R q_i = \lambda_i q_i^H q_i = \lambda_i \|q_i\|^2$$

where the operation $\|a\|^2 = |a_0|^2 + |a_1|^2 + \cdots + |a_N|^2$ is the Euclidean norm squared of the vector $a$, that is always real. Since the term on the left hand is also real, $\|q_i\|^2 \neq 0$, and $R$ is positive semidefinite, we can conclude that $\lambda_i$ is real and nonnegative.
2.3 The Correlation Matrix

Note that $Q$ is not unique since each $q_i$ can be multiplied by an arbitrary nonzero constant, and the resulting vector continues to be an eigenvector. For practical reasons, we consider only normalized eigenvectors having length one, that is

$$q_i^H q_i = 1 \quad \text{for } i = 0, 1, \ldots, N$$ (2.61)

5. If $R$ is a Hermitian matrix with different eigenvalues, the eigenvectors are orthogonal to each other. As a consequence, there is a diagonalizing matrix $Q$ that is unitary, i.e., $Q^H Q = I$.

Proof:
Given two eigenvalues $\lambda_i$ and $\lambda_j$, it follows that

$$R q_i = \lambda_i q_i$$

and

$$R q_j = \lambda_j q_j$$ (2.62)

Using the fact that $R$ is Hermitian and that $\lambda_i$ and $\lambda_j$ are real, then

$$q_i^H R = \lambda_i q_i^H$$

and by multiplying this equation on the right by $q_j$, we get

$$q_i^H R q_j = \lambda_i q_i^H q_j$$

Now by premultiplying equation (2.62) by $q_i^H$, it follows that

$$q_i^H R q_j = \lambda_j q_i^H q_j$$

Therefore,

$$\lambda_i q_i^H q_j = \lambda_j q_i^H q_j$$

Since $\lambda_i \neq \lambda_j$, it can be concluded that

$$q_i^H q_j = 0 \quad \text{for } i \neq j$$

If we form matrix $Q$ with normalized eigenvectors, matrix $Q$ is a unitary matrix.

\[\square\]

5We can also change the order in which the $q_i$’s compose matrix $Q$, but this fact is not relevant for the present discussion.
An important result is that any Hermitian matrix $\mathbf{R}$ can be diagonalized by a suitable unitary matrix $\mathbf{Q}$, even if the eigenvalues of $\mathbf{R}$ are not distinct. The proof is omitted here and can be found in [19]. Therefore, for Hermitian matrices with repeated eigenvalues it is always possible to find a complete set of orthonormal eigenvectors.

A useful form to decompose a Hermitian matrix that results from the last property is

$$\mathbf{R} = \mathbf{Q}\mathbf{\Lambda}\mathbf{Q}^H = \sum_{i=0}^{N} \lambda_i \mathbf{q}_i\mathbf{q}_i^H$$

(2.63)

that is known as spectral decomposition. From this decomposition, one can easily derive the following relation

$$\mathbf{w}^H\mathbf{R}\mathbf{w} = \sum_{i=0}^{N} \lambda_i \mathbf{w}^H\mathbf{q}_i\mathbf{q}_i^H\mathbf{w} = \sum_{i=0}^{N} \lambda_i |\mathbf{w}^H\mathbf{q}_i|^2$$

(2.64)

In addition, since $\mathbf{q}_i = \lambda_i \mathbf{R}^{-1}\mathbf{q}_i$, the eigenvectors of a matrix and of its inverse coincide, whereas the eigenvalues are reciprocals of each other. As a consequence,

$$\mathbf{R}^{-1} = \sum_{i=0}^{N} \frac{1}{\lambda_i} \mathbf{q}_i\mathbf{q}_i^H$$

(2.65)

Another consequence of the unitary property of $\mathbf{Q}$ for Hermitian matrices is that any Hermitian matrix can be written in the form

$$\mathbf{R} = \begin{bmatrix} \sqrt{\lambda_0} \mathbf{q}_0^H & \sqrt{\lambda_1} \mathbf{q}_1^H & \cdots & \sqrt{\lambda_N} \mathbf{q}_N^H \end{bmatrix} \begin{bmatrix} \sqrt{\lambda_0} \mathbf{q}_0 \\ \sqrt{\lambda_1} \mathbf{q}_1 \\ \vdots \\ \sqrt{\lambda_N} \mathbf{q}_N \end{bmatrix} = \mathbf{L}\mathbf{L}^H$$

(2.66)

6. The sum of the eigenvalues of $\mathbf{R}$ is equal to the trace of $\mathbf{R}$, and the product of the eigenvalues of $\mathbf{R}$ is equal to the determinant of $\mathbf{R}^6$.

**Proof:**

$$\text{tr}[\mathbf{Q}^{-1}\mathbf{R}\mathbf{Q}] = \text{tr}[\mathbf{A}]$$

where, $\text{tr}[\mathbf{A}] = \sum_{i=0}^{N} a_{ii}$. Since $\text{tr}[\mathbf{A}'\mathbf{A}] = \text{tr}[\mathbf{A}\mathbf{A}']$, we have

$$\text{tr}[\mathbf{Q}^{-1}\mathbf{R}\mathbf{Q}] = \text{tr}[\mathbf{R}\mathbf{Q}\mathbf{Q}^{-1}] = \text{tr}[\mathbf{R}\mathbf{I}] = \text{tr}[\mathbf{R}] = \sum_{i=0}^{N} \lambda_i$$

Also

$$\text{det}[\mathbf{Q}^{-1}\mathbf{R}\mathbf{Q}] = \text{det}[\mathbf{R}] \text{det}[\mathbf{Q}] \text{det}[\mathbf{Q}^{-1}] = \text{det}[\mathbf{R}] = \text{det}[\mathbf{A}] = \prod_{i=0}^{N} \lambda_i$$

This property is valid for any square matrix, but for more general matrices the proof differs from the one presented here.
7. The Rayleigh’s quotient defined as
\[ R = \frac{w^H R w}{w^H w} \] (2.67)
of a Hermitian matrix is bounded by the minimum and maximum eigenvalues, i.e.,
\[ \lambda_{\min} \leq R \leq \lambda_{\max} \] (2.68)
where the minimum and maximum values are reached when the vector \( w \) is chosen to be the eigenvector corresponding to the minimum and maximum eigenvalues, respectively.

**Proof:**
Suppose \( w = Qw' \), where \( Q \) is the matrix that diagonalizes \( R \), then
\[
R = \frac{w'^H Q^H R Q w'}{w'^H Q^H Q w'}
= \frac{w'^H \Lambda w'}{w'^H w'}
= \frac{\sum_{i=0}^{N} \lambda_i w_i'^2}{\sum_{i=0}^{N} w_i'^2}
\] (2.69)
It is then possible to show, see problem 14, that the minimum value for the above equation occurs when \( w_i = 0 \) for \( i \neq j \) and \( \lambda_j \) is the smallest eigenvalue. Identically, the maximum value for \( R \) occurs when \( w_i = 0 \) for \( i \neq l \), where \( \lambda_l \) is the largest eigenvalue.

There are several ways to define the norm of a matrix. In this book the norm of a matrix \( R \), denoted by \( \| R \| \), is defined by
\[
\| R \|^2 = \max_{w \neq 0} \frac{\| R w \|^2}{\| w \|^2} = \max_{w \neq 0} \frac{w^H R^H R w}{w^H w} \] (2.70)
Note that the norm of \( R \) is a measure of how a vector \( w \) grows in magnitude, when it is multiplied by \( R \).
When the matrix \( R \) is Hermitian, the norm of \( R \) is easily obtained by using the results of equations (2.57) and (2.68). The result is
\[ \| R \| = \lambda_{\max} \] (2.71)
where \( \lambda_{\max} \) is the maximum eigenvalue of \( R \).
A common problem that we encounter in adaptive filtering is the solution of a system of linear equations such as
\[ R w = p \] (2.72)
In case there is an error in the vector \( \mathbf{p} \), originated by quantization or estimation, how does it affect the solution of the system of linear equations? For a positive definite Hermitian matrix \( \mathbf{R} \), it can be shown [19] that the relative error in the solution of the above linear system of equations is bounded by

\[
\frac{\| \Delta \mathbf{w} \|}{\| \mathbf{w} \|} \leq \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \frac{\| \Delta \mathbf{p} \|}{\| \mathbf{p} \|}
\]

(2.73)

where \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are the maximum and minimum values of the eigenvalues of \( \mathbf{R} \), respectively. The ratio \( \lambda_{\text{max}}/\lambda_{\text{min}} \) is called condition number of a matrix, that is

\[
C = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} = \| \mathbf{R} \| \| \mathbf{R}^{-1} \|
\]

(2.74)

The value of \( C \) influences the convergence behavior of a number of adaptive-filtering algorithms, as will be seen in the following chapters. Large value of \( C \) indicates that the matrix \( \mathbf{R} \) is ill-conditioned, and that errors introduced by the manipulation of \( \mathbf{R} \) may be largely amplified. When \( C = 1 \), the matrix is perfectly conditioned. In case \( \mathbf{R} \) represents the correlation matrix of the input signal of an adaptive filter, with the input vector composed by uncorrelated elements of a delay line (see Fig. 2.1.b, and the discussions around it), then \( C = 1 \).

**Example 2.1**

Suppose the input signal vector is composed by a delay line with a single input signal, i.e.,

\[
\mathbf{x}(k) = [x(k) \, x(k-1) \ldots x(k-N)]^T
\]

Given the following input signals:

(a) 
\[
x(k) = n(k)
\]

(b) 
\[
x(k) = a \cos \omega_0 k + n(k)
\]

(c) 
\[
x(k) = \sum_{i=0}^{M} b_i n(k - i)
\]

(d) 
\[
x(k) = -a_1 x(k-1) + n(k)
\]

(e) 
\[
x(k) = a e^{j(\omega_0 k + n(k))}
\]

where \( n(k) \) is a white noise with zero mean and variance \( \sigma_n^2 \); in case (e) \( n(k) \) is uniformly distributed in the range \(-\pi\) to \( \pi \).
Calculate the autocorrelation matrix \( \mathbf{R} \) for \( N = 3 \).

**Solution:**

(a) In this case, we have that \( E[x(k)x(k - l)] = \sigma_n^2 \delta(l) \), where \( \delta(l) \) denotes an impulse sequence. Therefore,

\[
\mathbf{R} = E[\mathbf{x}(k)\mathbf{x}^T(k)] = \sigma_n^2 \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}
\] (2.75)

(b) In this example, \( n(k) \) is zero mean and uncorrelated with the deterministic cosine. The autocorrelation function can then be expressed as

\[
r(k, k - l) = E[a^2 \cos(\omega_0 k) \cos(\omega_0 (k - \omega_0 l) + n(k)n(k - l))]
= a^2 E[\cos(\omega_0 k) \cos(\omega_0 (k - \omega_0 l)) + \sigma_n^2 \delta(l)]
= a^2 \frac{1}{2} [\cos(\omega_0 l) + \cos(2\omega_0 k - \omega_0 l)] + \sigma_n^2 \delta(l)
\] (2.76)

where \( \delta(l) \) again denotes an impulse sequence. Since part of the input signal is deterministic and nonstationary, the autocorrelation is time dependent.

For the \( 3 \times 3 \) case the input signal correlation matrix \( \mathbf{R}(k) \) becomes

\[
a^2 \frac{1}{2} \begin{bmatrix}
1 + \cos 2\omega_0 k + \frac{2}{\pi} \sigma_n^2 & \cos \omega_0 + \cos \omega_0(2k - 1) & \cos 2\omega_0 + \cos 2\omega_0(k - 1) \\
\cos \omega_0 + \cos \omega_0(2k - 1) & 1 + \cos 2\omega_0(k - 1) & \frac{2}{\pi} \sigma_n^2 \cos \omega_0 + \cos \omega_0(2(k - 1) - 1) \\
\cos 2\omega_0 + \cos 2\omega_0(k - 1) & \cos \omega_0 + \cos \omega_0(2(k - 1) - 1) & 1 + \cos 2\omega_0(k - 2) + \frac{2}{\pi} \sigma_n^2
\end{bmatrix}
\]

(c) By exploring the fact that \( n(k) \) is a white noise, we can perform the following simplifications:

\[
r(l) = E[x(k)x(k - l)] = E \left[ \sum_{j=0}^{M-l} \sum_{i=0}^{M} b_{j} b_{i} n(k - i)n(k - l - j) \right]
= \sum_{j=0}^{M-l} b_{j} b_{l+j} E[n^2(k - l - j)] = \sigma_n^2 \sum_{j=0}^{M} b_{j} b_{l+j}
\] (2.77)

where from the third to the fourth relation we used the fact that \( E[n(k - i)n(k - l - j)] = 0 \) for \( i \neq l + j \). For \( M = 3 \), the correlation matrix has the following form

\[
\mathbf{R} = \sigma_n^2 \begin{bmatrix}
\sum_{i=0}^{3} b_i^2 & \sum_{i=0}^{3} b_i b_{i+1} & \sum_{i=0}^{3} b_i b_{i+2} & b_0 b_3 \\
\sum_{i=0}^{1} b_i b_{i+1} & \sum_{i=0}^{3} b_i^2 & \sum_{i=0}^{3} b_i b_{i+1} & \sum_{i=0}^{1} b_i b_{i+2} & \sum_{i=0}^{3} b_i b_{i+1} \\
\sum_{i=0}^{2} b_i b_{i+2} & \sum_{i=0}^{3} b_i b_{i+1} & \sum_{i=0}^{3} b_i^2 & \sum_{i=0}^{1} b_i b_{i+2} & \sum_{i=0}^{3} b_i b_{i+1} \\
b_0 b_3 & \sum_{i=0}^{3} b_i b_{i+1} & \sum_{i=0}^{3} b_i^2 & \sum_{i=0}^{1} b_i b_{i+2} & \sum_{i=0}^{3} b_i b_{i+1}
\end{bmatrix}
\] (2.78)
(d) By solving the difference equation, we can obtain the correlation between \( x(k) \) and \( x(k - l) \), that is
\[
x(k) = (-a_1)^l x(k - l) + \sum_{j=0}^{l-1} (-a_1)^j n(k - j)
\] (2.79)

Multiplying \( x(k - l) \) on both sides of the above equation and taking the expected value of the result, we obtain
\[
E[x(k)x(k - l)] = (-a_1)^l E[x^2(k - l)]
\] (2.80)
since \( x(k - l) \) is independent of \( n(k - j) \) for \( j \leq l - 1 \).

For \( l = 0 \), just calculate \( x^2(k) \) and apply the expectation operation to the result. The partial result is
\[
E[x^2(k)] = a_1^2 E[x^2(k - 1)] + E[n^2(k)]
\] (2.81)
therefore,
\[
E[x^2(k)] = \frac{\sigma_n^2}{1 - a_1^2}
\] (2.82)
assuming \( x(k) \) is WSS.

The elements of \( R \) are then given by
\[
r(l) = \frac{(-a_1)^{|l|}}{1 - a_1^2} \sigma_n^2
\] (2.83)
and the \( 3 \times 3 \) autocorrelation matrix becomes
\[
R = \frac{\sigma_n^2}{1 - a_1^2} \begin{bmatrix}
1 & -a_1 & a_1^2 \\
-a_1 & 1 & -a_1 \\
a_1^2 & -a_1 & 1
\end{bmatrix}
\]

(e) In this case, we are interested in calculating the autocorrelation of a complex sequence, that is
\[
r(l) = E[x(k)x^*(k - l)]
\]
\[
= a^2 E[e^{-j(\omega_0 l - n(k) + n(k-l))}]
\] (2.84)
By recalling the definition of expected value in equation (2.9), for \( l \neq 0 \),

\[
    r(l) = a^2 e^{j\omega_0 l} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j(-n_0+n_1)} p_{n(k),n(k-l)}(n_0,n_1) \, dn_0 \, dn_1
    
    = a^2 e^{j\omega_0 l} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-j(-n_0+n_1)} \frac{1}{2\pi} \frac{1}{2\pi} \, dn_0 \, dn_1
    
    = a^2 e^{j\omega_0 l} \frac{1}{4\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-j(-n_0+n_1)} \, dn_0 \, dn_1
    
    = a^2 e^{j\omega_0 l} \frac{1}{4\pi^2} \left[ \int_{-\pi}^{\pi} e^{j\pi_0} \, dn_0 \right] \left[ \int_{-\pi}^{\pi} e^{-j\pi_1} \, dn_1 \right]
    
    = a^2 e^{j\omega_0 l} \frac{1}{4\pi^2} \left[ \frac{e^{j\pi} - e^{-j\pi}}{j} \right] \left[ \frac{-e^{-j\pi} + e^{j\pi}}{j} \right]
    
    = -a^2 e^{j\omega_0 l} \frac{1}{\pi^2} (\sin \pi)(\sin \pi) = 0
\]

(2.85)

where in the fifth equality it is used the fact that \( n(k) \) and \( n(k-l) \), for \( l \neq 0 \), are independent.

For \( l = 0 \)

\[
    r(0) = E[x(k)x^*(k)] = a^2 e^{j(\omega_0 0)} = a^2
\]

Therefore,

\[
    r(l) = E[x(k)x^*(k-l)] = a^2 e^{j(\omega_0 l)} \delta(l)
\]

where in the \( 3 \times 3 \) case

\[
    R = \begin{bmatrix} a^2 & 0 & 0 \\ 0 & a^2 & 0 \\ 0 & 0 & a^2 \end{bmatrix}
\]

At the end it was verified the fact that when we have two exponential functions \((l \neq 0)\) with uniformly distributed white noise in the range of \(-k\pi\) to \(k\pi\) as exponents, these exponentials are nonorthogonal only if \( l = 0 \), where \( k \) is a positive integer.

\[
\square
\]

In the remaining part of this chapter and in the following chapters, we will treat the algorithms for real and complex signals separately. The derivations of the adaptive-filtering algorithms for complex signals are usually straightforward extensions of the real signal cases, and some of them are left as exercises.
### 2.4 Wiener Filter

One of the most widely used objective function in adaptive filtering is the mean-square error (MSE) defined as

\[
F[e(k)] = \xi(k) = E[e^2(k)] = E[d^2(k) - 2d(k)y(k) + y^2(k)]
\]  

(2.86)

where \(d(k)\) is the reference signal as illustrated in Fig. 1.1.

Suppose the adaptive filter consists of a linear combiner, i.e., the output signal is composed by a linear combination of signals coming from an array as depicted in Fig. 2.1.a. In this case,

\[
y(k) = \sum_{i=0}^{N} w_i(k)x_i(k) = w^T(k)x(k)
\]  

(2.87)

where \(x(k) = [x_0(k) x_1(k) \ldots x_N(k)]^T\) and \(w(k) = [w_0(k) w_1(k) \ldots w_N(k)]^T\) are the input signal and the adaptive-filter coefficient vectors, respectively.

In many applications, each element of the input signal vector consists of a delayed version of the same signal, that is: \(x_0(k) = x(k), x_1(k) = x(k-1), \ldots, x_N(k) = x(k-N)\). Note that in this case the signal \(y(k)\) is the result of applying an FIR filter to the input signal \(x(k)\).

Since most of the analyses and algorithms presented in this book apply equally to the linear combiner and the FIR filter cases, we will mostly consider the latter case throughout the rest of the book. The main reason for this decision is that the fast algorithms for the recursive least-squares solution, to be discussed in the forthcoming chapters, explore the fact that the input signal vector consists of the output of a delay line with a single input signal, and, as a consequence, are not applicable to the linear combiner case.

The most straightforward realization for the adaptive filter is through the direct-form FIR structure as illustrated in Fig. 2.1.b, with the output given by

\[
y(k) = \sum_{i=0}^{N} w_i(k)x(k-i) = w^T(k)x(k)
\]  

(2.88)

where \(x(k) = [x(k) x(k-1) \ldots x(k-N)]^T\) is the input vector representing a tapped-delay line, and \(w(k) = [w_0(k) w_1(k) \ldots w_N(k)]^T\) is the tap-weight vector.

In both the linear combiner and FIR filter cases, the objective function can be rewritten as

\[
E[e^2(k)] = \xi(k) = E\left[ d^2(k) - 2d(k)w^T(k)x(k) + w^T(k)x(k)x^T(k)w(k) \right]
\]

\[
= E[d^2(k)] - 2E[d(k)w^T(k)x(k)] + E[w^T(k)x(k)x^T(k)w(k)]
\]  

(2.89)

For a filter with fixed coefficients, the MSE function in a stationary environment is given by

\[
\xi = E[d^2(k)] - 2w^T E[d(k)x(k)] + w^T E[x(k)x^T(k)]w
\]

\[
= E[d^2(k)] - 2w^T \mathbf{p} + w^T \mathbf{R}w
\]  

(2.90)
2.4 Wiener Filter

\[
y(k) = d(k) = x_0(k) + x_1(k) + \cdots + x_N(k) + w_1(k) + w_N(k) + e(k)
\]

Figure 2.1 (a) Linear combiner; (b) Adaptive FIR filter.
where \( p = E[d(k)x(k)] \) is the cross-correlation vector between the desired and input signals, and \( R = E[x(k)x^T(k)] \) is the input signal correlation matrix. As can be noted, the objective function \( \xi \) is a quadratic function of the tap-weight coefficients which would allow a straightforward solution for \( w \) that minimizes \( \xi \), if vector \( p \) and matrix \( R \) are known. Note that matrix \( R \) corresponds to the Hessian matrix of the objective function defined in the previous chapter.

If the adaptive filter is implemented through an IIR filter, the objective function is a nonquadratic function of the filter parameters, turning the minimization problem into a much more difficult one. Local minima are likely to exist, rendering some solutions obtained by gradient-based algorithms unacceptable. Despite its disadvantages, adaptive IIR filters are needed in a number of applications where the order of a suitable FIR filter is too high. Typical applications include data equalization in communication channels and cancellation of acoustic echo, see Chapter 10.

The gradient vector of the MSE function related to the filter tap-weight coefficients is given by

\[
g_w = \frac{\partial \xi}{\partial w} = \left[ \frac{\partial \xi}{\partial w_0}, \frac{\partial \xi}{\partial w_1}, \ldots, \frac{\partial \xi}{\partial w_N} \right]^T
\]

\[
= -2p + 2Rw
\]

By equating the gradient vector to zero and assuming \( R \) is nonsingular, the optimal values for the tap-weight coefficients that minimize the objective function can be evaluated as follows:

\[
w_o = R^{-1}p
\]

This solution is called the Wiener solution. Unfortunately, in practice, precise estimations of \( R \) and \( p \) are not available. When the input and the desired signals are ergodic, one is able to use time averages to estimate \( R \) and \( p \), what is implicitly performed by most adaptive algorithms.

If we replace the optimal solution for \( w \) in the MSE expression, we can calculate the minimum MSE provided by the Wiener solution:

\[
\xi_{\text{min}} = E[d^2(k)] - 2w_o^T p + w_o^T R R^{-1} p
\]

\[
= E[d^2(k)] - w_o^T p
\]

The above equation indicates that the optimal set of parameters removes part of the power of the desired signal through the cross-correlation between \( x(k) \) and \( d(k) \), assuming both signals stationary. If the reference signal and the input signal are orthogonal, the optimal coefficients are equal to zero and the minimum MSE is \( E[d^2(k)] \). This result is expected since nothing can be done with the parameters in order to minimize the MSE if the input signal carries no information about the desired signal. In this case, if any of the taps is nonzero, it would only increase the MSE.

An important property of the Wiener filter can be deduced if we analyze the gradient of the error surface at the optimal solution. The gradient vector can be expressed as follows:

\[
g_w = \frac{\partial E[e^2(k)]}{\partial w} = E[2e(k)\frac{\partial e(k)}{\partial w}] = -E[2e(k)x(k)]
\]

\[\text{(2.94)}\]

\( \text{Some books define } g_w \text{ as } \left[ \frac{\partial \xi}{\partial w} \right]^T, \text{ here we follow the notation more widely used in the subject matter.} \)
With the coefficients set at their optimal values, i.e., at the Wiener solution, the gradient vector is equal to zero, implying that

\[ E[e(k)x(k)] = 0 \]  \hspace{1cm} (2.95)

or

\[ E[e(k)x(k - i)] = 0 \]  \hspace{1cm} (2.96)

for \( i = 0, 1, \ldots, N \). This means that the error signal is orthogonal to the elements of the input signal vector. In case either the error or the input signal has zero mean, the orthogonality property implies that \( e(k) \) and \( x(k) \) are uncorrelated.

The orthogonality principle also applies to the correlation between the output signal \( y(k) \) and the error \( e(k) \), when the tap weights are given by \( w = w_o \). By premultiplying the equation (2.95) by \( w^T_o \), the desired result follows:

\[ E[e(k)w^T_o x(k)] = E[e(k)y(k)] = 0 \]  \hspace{1cm} (2.97)

The gradient with respect to a complex parameter has not been defined. For our purposes the complex gradient vector can be defined as [25]

\[ g_{w(k)}\{F(e(k))\} = \frac{1}{2} \left\{ \frac{\partial F[e(k)]}{\partial \text{re}[w(k)]} - J \frac{\partial F[e(k)]}{\partial \text{im}[w(k)]} \right\} \]

where \( \text{re}[\cdot] \) and \( \text{im}[\cdot] \) indicate real and imaginary parts of \( [\cdot] \), respectively. Note that the partial derivatives are calculated for each element of \( w(k) \).

For the complex case the error signal and the MSE are, respectively, described by, see Appendix A for details,

\[ e(k) = d(k) - w^H(k)x(k) \]  \hspace{1cm} (2.98)

and

\[ \xi = E[|e(k)|^2] \\
= E[|d(k)|^2] - 2\text{re}\{w^H E[d^*(k)x(k)]\} + w^H E[x(k)x^H(k)]w \\
= E[|d(k)|^2] - 2\text{re}[w^H p] + w^H R w \]  \hspace{1cm} (2.99)

where \( p = E[d^*(k)x(k)] \) is the cross-correlation vector between the desired and input signals, and \( R = E[x(k)x^H(k)] \) is the input signal correlation matrix. The Wiener solution in this case is also given by equation (2.92).

**Example 2.2**

The input signal of a first-order adaptive filter is described by

\[ x(k) = \alpha_1 x_1(k) + \alpha_2 x_2(k) \]
where \( x_1(k) \) and \( x_2(k) \) are first-order AR processes and mutually uncorrelated having both unit variance. These signals are generated by applying distinct white noises to first-order filters whose poles are placed at \(-s_1\) and \(-s_2\), respectively.

(a) Calculate the autocorrelation matrix of the input signal.

(b) If the desired signal consists of \( x_2(k) \), calculate the Wiener solution.

Solution:

(a)

The models for the signals involved are described by

\[
x_i(k) = -s_i x_i(k - 1) + \kappa_i n_i(k)
\]

for \( i = 1, 2 \). According to equation (2.83) the autocorrelation of either \( x_i(k) \) is given by

\[
E[x_i(k)x_i(k - l)] = \kappa_i^2 \frac{(-s_i)^{|l|}}{1 - s_i^2} \sigma_{n,i}^2
\]

(2.100)

where \( \sigma_{n,i}^2 \) is the variance of \( n_i(k) \). Since each signal \( x_i(k) \) has unit variance, then by applying \( l = 0 \) to the above equation

\[
\kappa_i^2 = \frac{1 - s_i^2}{\sigma_{n,i}^2}
\]

(2.101)

Now by utilizing the fact that \( x_1(k) \) and \( x_2(k) \) are uncorrelated, the autocorrelation of the input signal is

\[
R = \begin{pmatrix}
\alpha_1^2 + \alpha_2^2 & -\alpha_1^2 s_1 - \alpha_2^2 s_2 \\
-\alpha_1^2 s_1 - \alpha_2^2 s_2 & \alpha_1^2 + \alpha_2^2
\end{pmatrix}
\]

\[
p = \begin{pmatrix}
\alpha_2 \\
-\alpha_2 s_2
\end{pmatrix}
\]

(b)

The Wiener solution can then be expressed as

\[
w_o = R^{-1} p
\]

\[
= \frac{1}{(\alpha_1^2 + \alpha_2^2)^2 - (\alpha_1^2 s_1 + \alpha_2^2 s_2)^2} \begin{pmatrix}
\alpha_1^2 + \alpha_2^2 & \alpha_1^2 s_1 + \alpha_2^2 s_2 \\
\alpha_1^2 s_1 + \alpha_2^2 s_2 & \alpha_1^2 + \alpha_2^2
\end{pmatrix} \begin{pmatrix}
\alpha_2 \\
-\alpha_2 s_2
\end{pmatrix}
\]

\[
= \frac{1}{(1 + \frac{\alpha_2^2}{\alpha_1^2})^2 - (s_1 + \frac{\alpha_2^2}{\alpha_1^2} s_2)^2} \begin{pmatrix}
1 + \frac{\alpha_2^2}{\alpha_1^2} s_1 + \frac{\alpha_2^2}{\alpha_1^2} s_2 \\
s_1 + \frac{\alpha_2^2}{\alpha_1^2} s_2 & 1 + \frac{\alpha_2^2}{\alpha_1^2}
\end{pmatrix} \begin{pmatrix}
\frac{\alpha_2}{\alpha_1^2} \\
\frac{\alpha_2}{\alpha_1^2} s_2
\end{pmatrix}
\]

\[
= \alpha_2 \begin{pmatrix}
\frac{1 - s_2}{\alpha_1^2 + \alpha_2^2 - s_1 s_2} & 0 \\
0 & \frac{1}{\alpha_1^2 + \alpha_2^2 + s_1 s_2}
\end{pmatrix} \begin{pmatrix}
\frac{1 - s_2}{2} \\
\frac{1 + s_2}{2}
\end{pmatrix}
\]
2.5 Linearly Constrained Wiener Filter

Let’s assume that in this example our task was to detect the presence of $x_2(k)$ in the input signal. For a fixed input-signal power, from this solution it is possible to observe that lower signal to interference at the input, that is lower $\frac{\sigma_2^2}{\sigma_1^2}$, leads to a Wiener solution vector with lower norm. This result reflects the fact that the Wiener solution tries to detect the desired signal at the same time it avoids enhancing the undesired signal, i.e., the interference $x_1(k)$.

\[
\mathbf{c}
\]

2.5 LINEARLY CONSTRAINED WIENER FILTER

In a number of applications, it is required to impose some linear constraints on the filter coefficients such that the optimal solution is the one that achieves the minimum MSE, provided the constraints are met. Typical constraints are: unity norm of the parameter vector; linear phase of the adaptive filter; prescribed gains at given frequencies.

In the particular case of an array of antennas the measured signals can be linearly combined to form a directional beam, where the signal impinging on the array in the desired direction will have higher gain. This application is called beamforming, where we specify gains at certain directions of arrival. It is clear that the array is introducing another dimension to the received data, namely spatial information. The weights in the antennas can be made adaptive leading to the so-called adaptive antenna arrays. This is the principle behind the concept of smart antennas, where a set of adaptive array processors filter the signals coming from the array, and direct the beam to several different directions where a potential communication is required. For example, in a wireless communication system we are able to form a beam for each subscriber according to its position, ultimately leading to minimization of noise from the environment and interference from other subscribers.

In order to develop the theory of linearly constrained optimal filters, let us consider the particular application of a narrowband beamformer required to pass without distortion all signals arriving at 90° with respect to the array of antennas. All other sources of signals shall be treated as interferers and must be attenuated as much as possible. Fig. 2.2 illustrates the application. Note that in case the signal of interest does not impinge the array at 90° with respect to the array, a steering operation in the constraint vector $\mathbf{c}$ (to be defined) has to be performed [22].

The optimal filter that satisfies the linear constraints is called the **linearly-constrained minimum-variance** (LCMV) filter.

If the desired signal source is sufficiently far from the array of antennas, then we may assume that the wavefronts are planar at the array. Therefore, the wavefront from the desired source will reach all antennas at the same instant, whereas the wavefront from the interferer will reach each antenna at different time instants. Taking the antenna with input signal $x_0$ as a time reference $t_0$, the wavefront will reach the $i$th antenna at [22]

\[
t_i = t_0 + \frac{i d \cos \theta}{c}
\]
where $\theta$ is the angle between the antenna array and the interferer direction of arrival, $d$ is the distance between neighboring antennas, and $c$ is the speed of propagation of the wave ($3 \times 10^8$ m/s).

For this particular case, the LCMV filter is the one that minimizes the array output signal energy

$$\xi = E[y^2(k)] = E[w^T x(k) x^T(k) w]$$

subject to:

$$\sum_{j=0}^{N} c_j w_j = f$$

where

$$w = [w_0 \ w_1 \ldots w_N]^T$$

$$x(k) = [x_0(k) \ x_1(k) \ldots x_N(k)]^T$$
and

\[ \mathbf{c} = [1 \ 1 \ldots 1]^T \]

is the constraint vector, since \( \theta = 90^\circ \). The desired gain is usually \( f = 1 \).

In the case the desired signal impinges the array at an angle \( \theta \) with respect to the array, the incoming signal reaches the \( i \)th antenna delayed by \( i \frac{d \cos \theta}{c} \) with respect to the 0th antenna [23]. Let’s consider the case of a narrowband array such that all antennas detect the impinging signal with the same amplitude when measured taking into consideration their relative delays, which are multiples of \( \frac{d \cos \theta}{c} \). In such a case the optimal receiver coefficients would be

\[ w_i = \frac{e^{j\omega \tau_i}}{N + 1} \quad (2.103) \]

for \( i = 0, 1, \ldots, N \), in order to add coherently the delays of the desired incoming signal at a given direction \( \theta \). The impinging signal appears at the \( i \)th antenna multiplied by \( e^{-j\omega \tau_i} \), considering the particular case of array configuration of Fig. 2.2. In this uniform linear array, the antenna locations are

\[ p_i = id \]

for \( i = 0, 1, \ldots, N \). Using the 0th antenna as reference, the signal will reach the array according to the following pattern

\[
\tilde{\mathbf{c}} = e^{j\omega t} \left[ 1 \ e^{-j\omega \frac{d \cos \theta}{c}} \ e^{-j\omega \frac{2d \cos \theta}{c}} \ldots \ e^{-j\omega \frac{Nd \cos \theta}{c}} \right]^T \\
= e^{j\omega t} \left[ 1 \ e^{-j\frac{2\pi}{\lambda}d \cos \theta} \ e^{-j\frac{2\pi}{\lambda}2d \cos \theta} \ldots \ e^{-j\frac{2\pi}{\lambda}Nd \cos \theta} \right]^T
\]

(2.104)

where the equality \( \omega = \frac{2\pi}{\lambda} \) was employed, with \( \lambda \) being the wavelength corresponding to the frequency \( \omega \).

By defining the variable \( \psi(\omega, \theta) = \frac{2\pi}{\lambda}d \cos \theta \), we can describe the output signal of the beamformer as

\[
y = e^{j\omega t} \sum_{i=0}^{N} w_i e^{-j\psi(\omega, \theta)i} = e^{j\omega t} H(\omega, \theta)
\]

(2.105)

where \( H(\omega, \theta) \) modifies the amplitude and phase of transmitted signal at a given frequency \( \omega \). Note that the shaping function \( H(\omega, \theta) \) depends on the impinging angle.

For the sake of illustration, if the antenna separation is \( d = \frac{\lambda}{2} \), \( \theta = 60^\circ \), and \( N \) is odd, then the constraint vector would be

\[
\mathbf{c} = \left[ 1 \ e^{-j\frac{\pi}{2}} \ e^{-j\pi} \ldots e^{-j\frac{N\pi}{2}} \right]^T \\
= \left[ 1 \ -1 \ -1 \ldots e^{-j\frac{N\pi}{2}} \right]^T
\]

(2.106)
Using the method of Lagrange multipliers, we can rewrite the constrained minimization problem described in equation (2.102) as

\[ \xi_c = E[w^T x(k)x^T(k)w] + \lambda(e^T w - f) \]  

(2.107)

The gradient of \( \xi_c \) with respect to \( w \) is equal to

\[ g_w = 2Rw + \lambda e \]  

(2.108)

where \( R = E[x(k)x^T(k)] \). For a positive definite matrix \( R \), the value of \( w \) that satisfies \( g_w = 0 \) is unique and minimizes \( \xi_c \). Denoting \( w_o \) as the optimal solution, we have

\[
\begin{align*}
2Rw_o + \lambda e &= 0 \\
2e^T w_o + \lambda e^T R^{-1} e &= 0 \\
2f + \lambda e^T R^{-1} e &= 0
\end{align*}
\]

where in order to obtain the second equality, we premultiply the first equation by \( e^T R^{-1} \). Therefore,

\[ \lambda = -2(e^T R^{-1} e)^{-1} f \]

and the LCMV filter is

\[ w_o = R^{-1} e(e^T R^{-1} e)^{-1} f \]  

(2.109)

If more constraints need to be satisfied by the filter, these can be easily incorporated in a constraint matrix and in a gain vector, such that

\[ C^T w = f \]  

(2.110)

In this case, the LCMV filter is given by

\[ w_o = R^{-1} p + R^{-1} C(C^T R^{-1} C)^{-1} (f - C^T R^{-1} p) \]  

(2.111)

If there is a desired signal, the natural objective is the minimization of the MSE, not the output energy as in the narrowband beamformer. In this case, it is straightforward to modify equation (2.107) and obtain the optimal solution

\[ w_o = R^{-1} p + R^{-1} C(C^T R^{-1} C)^{-1} (f - C^T R^{-1} p) \]  

(2.112)

where \( p = E[d(k) x(k)] \) see problem 20.

In the case of complex input signals and constraints the optimal solution is given by

\[ w_o = R^{-1} p + R^{-1} C(C^H R^{-1} C)^{-1} (f - C^H R^{-1} p) \]  

(2.113)

where \( C^H w = f \).
2.5 Linearly Constrained Wiener Filter

2.5.1 The Generalized Sidelobe Canceller

An alternative implementation to the direct-form constrained adaptive filter showed above is called the generalized sidelobe canceller (GSC) (see Fig. 2.3) [20].

For this structure the input signal vector is transformed by a matrix

\[
T = [C \ B] \tag{2.114}
\]

where \( C \) is the constraint matrix and \( B \) is a blocking matrix that spans the null space of \( C \), i.e., matrix \( B \) satisfies

\[
B^T C = 0 \tag{2.115}
\]

The output signal \( y(k) \) shown in Fig. 2.3 is formed as

\[
y(k) = w_u^T C^T x(k) + w_l^T B^T x(k) \\
= (Cw_u + Bw_l)^T x(k) \\
= (Tw)^T x(k) \\
= w^T x(k) \tag{2.116}
\]

where \( w = [w_u^T \ w_l^T]^T \) and \( \bar{w} = Tw \).

The linear constraints are satisfied if \( C^T \bar{w} = f \). But as \( C^T B = 0 \), then the condition to be satisfied becomes

\[
C^T \bar{w} = C^T Cw_u = f \tag{2.117}
\]

Therefore, for the GSC structure shown in Fig. 2.3 there is a necessary condition that the upper part of the coefficient vector, \( w_u \), should be initialized as

\[
w_u = (C^T C)^{-1} f \tag{2.118}
\]

Minimization of the output energy is achieved with a proper choice of \( w_l \). In fact, we transformed a constrained optimization problem into an unconstrained one, which in turn can be solved with the

![Figure 2.3](image-url) - The generalized sidelobe canceller.
classical linear Wiener filter, i.e.,

$$\begin{align*}
\min_{w_l} E[y^2(k)] &= \min_{w_l} E\{[y_u(k) + w_l^T x_l(k)]^2\} \\
&= w_{l,o} \\
&= -R_l^{-1} p_l
\end{align*}$$

(2.119)

where

$$R_l = E[x_l(k)x_l^T(k)]$$
$$= E[B^T x(k)x^T(k)B]$$
$$= B^T[x(k)x^T(k)]B$$
$$= B^T RB$$

(2.120)

and

$$p_l = E[y_u(k) x_l(k)] = E[x_l(k) y_u(k)]$$
$$= E[B^T x(k) w_u^T C^T x(k)]$$
$$= E[B^T x(k) x^T(k) Cw_u]$$
$$= B^T E[x(k) x^T(k)] Cw_u$$
$$= B^T RCw_u$$
$$= B^T RC(C^T C)^{-1} f$$

(2.121)

where in the above derivations we utilized the results and definitions from equations (2.116) and (2.118).

Using the equations (2.120), (2.121), and (2.118), it is possible to show that

$$w_{l,o} = -(B^T RB)^{-1} B^T RC(C^T C)^{-1} f$$

(2.122)

Given that $w_{l,o}$ is the solution to an unconstrained minimization problem of transformed quantities, any unconstrained adaptive filter can be used to estimate recursively this optimal solution. The drawback in the implementation of the GSC structure comes from the transformation of the input signal vector via a constraint matrix and a blocking matrix. Although in theory any matrix with linearly independent columns that spans the null space of $C$ can be employed, in many cases the computational complexity resulting from the multiplication of $B$ by $x(k)$ can be prohibitive. Furthermore, if the transformation matrix $T$ is not orthogonal, finite-precision effects may yield an overall unstable system. A simple solution that guarantees orthogonality in the transformation and low computational complexity can be obtained with a Householder transformation [21].

### 2.6 MEAN-SQUARE ERROR SURFACE

The mean-square error is a quadratic function of the parameters $w$. Assuming a given fixed $w$, the MSE is not a function of time and can be expressed as

$$\xi = \sigma_d^2 - 2w^T p + w^T Rw$$

(2.123)
where \( \sigma_d^2 \) is the variance of \( d(k) \) assuming it has zero-mean. The MSE is a quadratic function of the tap weights forming a hyperparaboloid surface. The MSE surface is convex and has only positive values. For two weights, the surface is a paraboloid. Fig. 2.4 illustrates the MSE surface for a numerical example where \( w \) has two coefficients. If the MSE surface is intersected by a plane parallel to the \( w \) plane, placed at a level superior to \( \xi_{\text{min}} \), the intersection consists of an ellipse representing equal MSE contours as depicted in Fig. 2.5. Note that in this figure we showed three distinct ellipses, corresponding to different levels of MSE. The ellipses of constant MSE are all concentric.

In order to understand the properties of the MSE surface, it is convenient to define a translated coefficient vector as follows:

\[
\Delta w = w - w_o \quad (2.124)
\]

The MSE can be expressed as a function of \( \Delta w \) as follows:

\[
\xi = \sigma_d^2 - w_o^T p + w_o^T p - 2w^T p + w^T R w = \xi_{\text{min}} - \Delta w^T p - w^T R w_o + w^T R w = \xi_{\text{min}} - \Delta w^T p + w^T R \Delta w = \xi_{\text{min}} - w_o^T R \Delta w + w^T R \Delta w = \xi_{\text{min}} + \Delta w^T R \Delta w \quad (2.125)
\]

where we used the results of equations (2.92) and (2.93). The corresponding error surface contours are depicted in Fig. 2.6.
Figure 2.5 Contours of the MSE surface.

Figure 2.6 Translated contours of the MSE surface.
By employing the diagonalized form of $R$, the last equation can be rewritten as follows:

$$
\xi = \xi_{\min} + \Delta w^T Q \Lambda Q^T \Delta w \\
= \xi_{\min} + v^T \Lambda v \\
= \xi_{\min} + \sum_{i=0}^{N} \lambda_i v_i^2
$$

(2.126)

where $v = Q^T \Delta w$ are the rotated parameters.

The above form for representing the MSE surface is an uncoupled form, in the sense that each component of the gradient vector of the MSE with respect to the rotated parameters is a function of a single parameter, that is

$$
g_v[\xi] = [2\lambda_0 v_0 \ 2\lambda_1 v_1 \ldots \ 2\lambda_N v_N]^T
$$

This property means that if all $v_i$'s are zero except one, the gradient direction coincides with the nonzero parameter axis. In other words, the rotated parameters represent the principal axes of the hyperellipse of constant MSE, as illustrated in Fig. 2.7. Note that since the rotated parameters are the result of the projection of the original parameter vector $\Delta w$ on the eigenvectors $q_i$ direction, it is straightforward to conclude that the eigenvectors represent the principal axes of the constant MSE hyperellipses.

The matrix of second derivatives of $\xi$ as related to the rotated parameters is $\Lambda$. We can note that the gradient will be steeper in the principal axes corresponding to larger eigenvalues. This is the direction, in the two axes case, where the ellipse is narrow.

## 2.7 Bias and Consistency

The correct interpretation of the results obtained by the adaptive-filtering algorithm requires the definitions of bias and consistency. An estimate is considered unbiased if the following condition is satisfied

$$
E[w(k)] = w_o
$$

(2.127)

The difference $E[w(k)] - w_o$ is called the bias in the parameter estimate.

An estimate is considered consistent if

$$
w(k) \rightarrow w_o \text{ as } k \rightarrow \infty
$$

(2.128)

Note that since $w(k)$ is a random variable, it is necessary to define in which sense the limit is taken. Usually, the limit with probability one is employed. In the case of identification, a system is considered identifiable if the given parameter estimates are consistent. For a more formal treatment on this subject refer to [18].
2.8 NEWTON ALGORITHM

In the context of the MSE minimization discussed in the previous section, see equation (2.123), the coefficient-vector updating using the Newton method is performed as follows:

$$w(k+1) = w(k) - \mu R^{-1}g_w(k)$$  \hspace{1cm} (2.129)

where its derivation originates from equation (1.4). Assuming the true gradient and the matrix $R$ are available, the coefficient-vector updating can be expressed as

$$w(k+1) = w(k) - \mu R^{-1}[ -2p + 2Rw(k)] = (I - 2\mu I)w(k) + 2\mu w_o$$ \hspace{1cm} (2.130)

where if $\mu = 1/2$, the Wiener solution is reached in one step.

The Wiener solution can be approached using a Newton-like search algorithm, by updating the adaptive-filter coefficients as follows:

$$w(k+1) = w(k) - \mu \hat{R}^{-1}(k)\hat{g}_w(k)$$ \hspace{1cm} (2.131)

where $\hat{R}^{-1}(k)$ is an estimate of $R^{-1}$ and $\hat{g}_w(k)$ is an estimate of $g_w$, both at instant $k$. The parameter $\mu$ is the convergence factor that regulates the convergence rate. Newton-based algorithms present, in general, fast convergence. However, the estimate of $R^{-1}$ is computationally intensive and can become numerically unstable if special care is not taken. These factors made the steepest-descent-based algorithms more popular in adaptive-filtering applications.
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2.9 STEEPEST-DESCENT ALGORITHM

In order to get a practical feeling of a problem that is being solved using the steepest-descent algorithm, we assume that the optimal coefficient vector, i.e., the Wiener solution, is \( w_o \), and that the reference signal is not corrupted by measurement noise\(^8\).

The main objective of the present section is to study the rate of convergence, the stability, and the steady-state behavior of an adaptive filter whose coefficients are updated through the steepest-descent algorithm. It is worth mentioning that the steepest-descent method can be considered an efficient gradient-type algorithm, in the sense that it works with the true gradient vector, and not with an estimate of it. Therefore, the performance of other gradient-type algorithms can at most be close to the performance of the steepest-descent algorithm. When the objective function is the MSE, the difficult task of obtaining the matrix \( R \) and the vector \( p \) impairs the steepest-descent algorithm from being useful in adaptive-filtering applications. Its performance, however, serves as a benchmark for gradient-based algorithms.

The steepest-descent algorithm updates the coefficients in the following general form

\[
\mathbf{w}(k + 1) = \mathbf{w}(k) - \mu \mathbf{g}_w(k)
\]

where the above expression is equivalent to equation (1.6). It is worth noting that several alternative gradient-based algorithms available replace \( \mathbf{g}_w(k) \) by an estimate \( \hat{\mathbf{g}}_w(k) \), and they differ in the way the gradient vector is estimated. The true gradient expression is given in equation (2.91) and, as can be noted, it depends on the vector \( p \) and the matrix \( R \), that are usually not available.

Substituting equation (2.91) in equation (2.132), we get

\[
\mathbf{w}(k + 1) = \mathbf{w}(k) - 2\mu \mathbf{Rw}(k) + 2\mu \mathbf{p}
\]

Now, some of the main properties related to the convergence behavior of the steepest-descent algorithm in stationary environment are described. First, an analysis is required to determine the influence of the convergence factor \( \mu \) in the convergence behavior of the steepest-descent algorithm.

The error in the adaptive-filter coefficients when compared to the Wiener solution is defined as

\[
\Delta \mathbf{w}(k) = \mathbf{w}(k) - \mathbf{w}_o
\]

The steepest-descent algorithm can then be described in an alternative way, that is:

\[
\Delta \mathbf{w}(k + 1) = \Delta \mathbf{w}(k) - 2\mu [\mathbf{Rw}(k) - \mathbf{Rw}_o]
\]

\[
= \Delta \mathbf{w}(k) - 2\mu \mathbf{R} \Delta \mathbf{w}(k)
\]

\[
= (\mathbf{I} - 2\mu \mathbf{R}) \Delta \mathbf{w}(k)
\]

where the relation \( \mathbf{p} = \mathbf{Rw}_o \) (see equation (2.92)) was employed. It can be shown from the above equation that

\[
\Delta \mathbf{w}(k + 1) = (\mathbf{I} - 2\mu \mathbf{R})^{k+1} \Delta \mathbf{w}(0)
\]

\(^8\)Noise added to the reference signal originated from environment and/or thermal noise.
or

$$w(k + 1) = w_o + (I - 2\mu R)^{k+1}[w(0) - w_o] \quad (2.137)$$

The equation (2.135) premultiplied by \(Q^T\), where \(Q\) is the unitary matrix that diagonalizes \(R\) through a similarity transformation, yields

$$Q^T \Delta w(k + 1) = (I - 2\mu Q^T RQ)^T Q^T \Delta w(k)$$

$$= v(k + 1)$$

$$= (I - 2\mu \Lambda)v(k)$$

$$= \begin{bmatrix} 1 - 2\mu \lambda_o & 0 & \cdots & 0 \\ 0 & 1 - 2\mu \lambda_1 & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 - 2\mu \lambda_N \end{bmatrix} v(k) \quad (2.138)$$

In the above equation, \(v(k + 1) = Q^T \Delta w(k + 1)\) is the rotated coefficient-vector error. Using induction, equation (2.138) can be rewritten as

$$v(k + 1) = (I - 2\mu \Lambda)^{k+1}v(0)$$

$$= \begin{bmatrix} (1 - 2\mu \lambda_o)^{k+1} & 0 & \cdots & 0 \\ 0 & (1 - 2\mu \lambda_1)^{k+1} & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & (1 - 2\mu \lambda_N)^{k+1} \end{bmatrix} v(0) \quad (2.139)$$

This equation shows that in order to guarantee the convergence of the coefficients, each element \(1 - 2\mu \lambda_i\) must have an absolute value less than one. As a consequence, the convergence factor of the steepest-descent algorithm must be chosen in the range

$$0 < \mu < \frac{1}{\lambda_{\text{max}}} \quad (2.140)$$

where \(\lambda_{\text{max}}\) is the largest eigenvalue of \(R\). In this case, all the elements of the diagonal matrix in equation (2.139) tend to zero as \(k \to \infty\), resulting in \(v(k + 1) \to 0\) for large \(k\).

The \(\mu\) value in the above range guarantees that the coefficient vector approaches the optimum coefficient vector \(w_o\). It should be mentioned that if matrix \(R\) has large eigenvalue spread, the convergence speed of the coefficients will be primarily dependent on the value of the smallest eigenvalue. Note that the slowest decaying element in equation (2.139) is given by \((1 - 2\mu \lambda_{\text{min}})^{k+1}\).

The MSE presents a transient behavior during the adaptation process, that can be analyzed in a straightforward way if we employ the diagonalized version of \(R\). Recalling from equation (2.125) that

$$\xi(k) = \xi_{\text{min}} + \Delta w^T(k)R \Delta w(k) \quad (2.141)$$
the MSE can then be simplified as follows:

\[
\xi(k) = \xi_{\text{min}} + \Delta w^T(k) Q \Lambda Q^T \Delta w(k)
\]

\[
= \xi_{\text{min}} + v^T(k) \Lambda v(k)
\]

\[
= \xi_{\text{min}} + \sum_{i=0}^{N} \lambda_i v_i^2(k)
\]

(2.142)

If we apply the result of equation (2.139) in equation (2.142), it can be shown that the following relation results

\[
\xi(k) = \xi_{\text{min}} + v^T(k-1)(I - 2\mu \Lambda) \Lambda (I - 2\mu \Lambda)v(k-1)
\]

\[
= \xi_{\text{min}} + \sum_{i=0}^{N} \lambda_i (1 - 2\mu \lambda_i)^{2k} v_i^2(0)
\]

(2.143)

The analyses presented in this section show that before the steepest-descent algorithm reaches the steady-state behavior, there is a transient period where the error is usually high and the coefficients are far from the Wiener solution. As can be seen from equation (2.139), in the case of the adaptive-filter coefficients, the convergence will follow \((N + 1)\) geometric decaying curves with ratios \(r_{wi} = (1 - 2\mu \lambda_i)\). Each of these curves can be approximated by an exponential envelope with time constant \(\tau_{wi}\) as follows [5]:

\[
r_{wi} = e^{-\frac{1}{\tau_{wi}}} = 1 - \frac{1}{\tau_{wi}} + \frac{1}{2!\tau_{wi}^2} + \cdots
\]

(2.144)

In general, \(r_{wi}\) is slightly smaller than one, specially in the cases of slowly decreasing modes that correspond to small values \(\lambda_i\) and \(\mu\). Therefore,

\[
r_{wi} = (1 - 2\mu \lambda_i) \approx 1 - \frac{1}{\tau_{wi}}
\]

(2.145)

then

\[
\tau_{wi} \approx \frac{1}{2\mu \lambda_i}
\]

for \(i = 0, 1, \ldots, N\).

For the convergence of the MSE, the range of values of \(\mu\) is the same to guarantee the convergence of the coefficients. In this case, due to the exponent \(2k\) in equation (2.143), the geometric decaying curves have ratios given by \(r_{ei} = (1 - 4\mu \lambda_i)\), that can be approximated by exponential envelopes with time constants given by

\[
\tau_{ei} \approx \frac{1}{4\mu \lambda_i}
\]

(2.146)

for \(i = 0, 1, \ldots, N\), where it was considered that \(4\mu^2 \lambda_i^2 \ll 1\). In the convergence of both the error and the coefficients, the time required for the convergence depends on the ratio of the eigenvalues of the input signal. Further discussions on convergence properties that apply to gradient-type algorithms can be found in Chapter 3.
Example 2.3

The matrix $\mathbf{R}$ and the vector $\mathbf{p}$ are known for a given experimental environment:

$$
\mathbf{R} = \begin{bmatrix}
1 & 0.4045 \\
0.4045 & 1 \\
\end{bmatrix}
$$

$$
\mathbf{p} = \begin{bmatrix}
0 & 0.2939
\end{bmatrix}^T
$$

$$
E[\mathbf{d}^2(k)] = 0.5
$$

(a) Deduce the equation for the MSE.

(b) Choose a small value for $\mu$, and starting the parameters at $[-1 \ -2]^T$ plot the convergence path of the steepest-descent algorithm in the MSE surface.

(c) Repeat the previous item for the Newton algorithm starting at $[0 \ -2]^T$.

Solution:

(a) The MSE function is given by

$$
\xi = E[\mathbf{d}^2(k)] - 2w^T \mathbf{p} + \mathbf{w}^T \mathbf{R} \mathbf{w}
$$

$$
= \sigma_d^2 - 2[w_1 \ w_2] \begin{bmatrix}
0 & 0.2939 \\
0.2939 & 1
\end{bmatrix} + [w_1 \ w_2] \begin{bmatrix}
1 & 0.4045 \\
0.4045 & 1
\end{bmatrix} [w_1 \ w_2]
$$

After performing the algebraic calculations, we obtain the following result

$$
\xi = 0.5 + w_1^2 + w_2^2 + 0.8090w_1w_2 - 0.5878w_2
$$

(b) The steepest-descent algorithm was applied to minimize the MSE using a convergence factor $\mu = 0.1/\lambda_{\text{max}}$, where $\lambda_{\text{max}} = 1.4045$. The convergence path of the algorithm in the MSE surface is depicted in Fig. 2.8. As can be noted, the path followed by the algorithm first approaches the main axis (eigenvector) corresponding to the smaller eigenvalue, and then follows toward the minimum in a direction increasingly aligned with this main axis.

(c) The Newton algorithm was also applied to minimize the MSE using a convergence factor $\mu = 0.1/\lambda_{\text{max}}$. The convergence path of the Newton algorithm in the MSE surface is depicted in Fig. 2.9. The Newton algorithm follows a straight path to the minimum.

\[\square\]
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Figure 2.8 Convergence path of the steepest-descent algorithm.

Figure 2.9 Convergence path of the Newton algorithm.
2.10 APPLICATIONS REVISITED

In this section, we give a brief introduction to the typical applications where the adaptive-filtering algorithms are required, including a discussion of where in the real world these applications are found. The main objective of this section is to illustrate how the adaptive-filtering algorithms, in general, and the ones presented in the book, in particular, are applied to solve practical problems. It should be noted that the detailed analysis of any particular application is beyond the scope of this book. Nevertheless, a number of specific references are given for the interested reader. The distinctive feature of each application is the way the adaptive filter input signal and the desired signal are chosen. Once these signals are determined, any known properties of them can be used to understand the expected behavior of the adaptive filter when attempting to minimize the chosen objective function (for example, the MSE, $\xi$).

2.10.1 System Identification

The typical set up of the system identification application is depicted in Fig. 2.10. A common input signal is applied to the unknown system and to the adaptive filter. Usually, the input signal is a wideband signal, in order to allow the adaptive filter to converge to a good model of the unknown system.

Assume the unknown system has impulse response given by $h(k)$, for $k = 0, 1, 2, 3, \ldots, \infty$, and zero for $k < 0$. The error signal is then given by

$$e(k) = d(k) - y(k) = \sum_{l=0}^{\infty} h(l)x(k - l) - \sum_{i=0}^{N} w_i(k)x(k - i)$$  \hspace{1cm} (2.147)

where $w_i(k)$ are the coefficients of the adaptive filter.
Assuming that $x(k)$ is a white noise, the MSE for a fixed $w$ is given by

$$\xi = E\{h^T x_\infty(k) - w^T x_{N+1}(k)\}^2$$

$$= E\left[ h^T x_\infty(k) x_\infty^T(k) h - 2h^T x_\infty(k) x_{N+1}^T(k) w + w^T x_{N+1}(k) x_{N+1}^T(k) w \right]$$

$$= \sigma_x^2 \sum_{i=0}^\infty h^2(i) - 2\sigma_x^2 h^T \begin{bmatrix} I_{N+1} \\ 0_{\infty \times (N+1)} \end{bmatrix} w + w^T R_{N+1} w$$

(2.148)

where $x_\infty(k)$ and $x_{N+1}(k)$ are the input signal vector with infinite and finite lengths, respectively.

By calculating the derivative of $\xi$ with respect to the coefficients of the adaptive filter, it follows that

$$w_o = h_{N+1}$$

(2.149)

where

$$h_{N+1}^T = h^T \begin{bmatrix} I_{N+1} \\ 0_{\infty \times (N+1)} \end{bmatrix}$$

(2.150)

If the input signal is a white noise, the best model for the unknown system is a system whose impulse response coincides with the $N + 1$ first samples of the unknown system impulse response. In the cases where the impulse response of the unknown system is of finite length and the adaptive filter is of sufficient order (i.e., it has enough number of parameters), the MSE becomes zero if there is no measurement noise (or channel noise). In practical applications the measurement noise is unavoidable, and if it is uncorrelated with the input signal, the expected value of the adaptive-filter coefficients will coincide with the unknown-system impulse response samples. The output error will of course be the measurement noise. We can observe that the measurement noise introduces a variance in the estimates of the unknown system parameters.

Some real world applications of the system identification scheme include modeling of multipath communication channels [36], control systems [28], seismic exploration [37], and cancellation of echo caused by hybrids in some communication systems [38]-[42], just to mention a few.

### 2.10.2 Signal Enhancement

In the signal enhancement application, the reference signal consists of a desired signal $x(k)$ that is corrupted by an additive noise $n_1(k)$. The input signal of the adaptive filter is a noise signal $n_2(k)$ that is correlated with the interference signal $n_1(k)$, but uncorrelated with $x(k)$. Fig. 2.11 illustrates the configuration of the signal enhancement application. In practice, this configuration is found in acoustic echo cancellation for auditoriums [45], hearing aids, noise cancellation in hydrophones [44], cancelling of power line interference in electrocardiography [28], and in other applications. The cancelling of echo caused by the hybrid in some communication systems can also be considered a signal enhancement problem [28].

In this application, the error signal is given by

$$e(k) = x(k) + n_1(k) - \sum_{l=0}^N w_l n_2(k - l) = x(k) + n_1(k) - y(k)$$

(2.151)
The resulting MSE is then given by

\[ E[e^2(k)] = E[x^2(k)] + E\{[n_1(k) - y(k)]^2\} \]

(2.152)

where it was assumed that \( x(k) \) is uncorrelated with \( n_1(k) \) and \( n_2(k) \). The above equation shows that if the adaptive filter, having \( n_2(k) \) as the input signal, is able to perfectly predict the signal \( n_1(k) \), the minimum MSE is given by

\[ \xi_{\min} = E[x^2(k)] \]

(2.153)

where the error signal, in this situation, is the desired signal \( x(k) \).

The effectiveness of the signal enhancement scheme depends on the high correlation between \( n_1(k) \) and \( n_2(k) \). In some applications, it is useful to include a delay of \( L \) samples in the reference signal or in the input signal, such that their relative delay yields a maximum cross-correlation between \( y(k) \) and \( n_1(k) \), reducing the MSE. This delay provides a kind of synchronization between the signals involved. An example exploring this issue will be presented in the following chapters.

### 2.10.3 Signal Prediction

In the signal prediction application, the adaptive-filter input consists of a delayed version of the desired signal as illustrated in Fig. 2.12. The MSE is given by

\[ \xi = E\{[x(k) - w^T x(k - L)]^2\} \]

(2.154)
The minimization of the MSE leads to an FIR filter, whose coefficients are the elements of $w$. This filter is able to predict the present sample of the input signal using as information old samples such as $x(k - L), x(k - L - 1), \ldots, x(k - L - N)$. The resulting FIR filter can then be considered a model for the signal $x(k)$ when the MSE is small. The minimum MSE is given by

$$\xi_{\text{min}} = r(0) - w^T \begin{bmatrix} r(L) \\ r(L + 1) \\ \vdots \\ r(L + N) \end{bmatrix}$$

(2.155)

where $w_o$ is the optimum predictor coefficient vector and $r(l) = E[x(k)x(k - l)]$ for a stationary process.

A typical predictor’s application is in linear prediction coding of speech signals [43], where the predictor’s task is to estimate the speech parameters. These parameters $w$ are part of the coding information that is transmitted or stored along with other information inherent to the speech characteristics, such as pitch period, among others.

The adaptive signal predictor is also used for adaptive line enhancement (ALE), where the input signal is a narrowband signal (predictable) added to a wideband signal. After convergence, the predictor output will be an enhanced version of the narrowband signal.

Yet another application of the signal predictor is the suppression of narrowband interference in a wideband signal. The input signal, in this case, has the same general characteristics of the ALE. However, we are now interested in removing the narrowband interferer. For such an application, the output signal of interest is the error signal [45].

### 2.10.4 Channel Equalization

As can be seen from Fig. 2.13, channel equalization or inverse filtering consists of estimating a transfer function to compensate for the linear distortion caused by the channel. From another point of view, the objective is to force a prescribed dynamic behavior for the cascade of the channel (unknown system) and the adaptive filter, determined by the input signal. The first interpretation is more appropriate in communications, where the information is transmitted through dispersive channels [35], [41]. The second interpretation is appropriate for control applications, where the inverse filtering scheme generates control signals to be used in the unknown system [28].

In the ideal situation, where $n(k) = 0$ and the equalizer has sufficient order, the error signal is zero if

$$W(z)H(z) = z^{-L}$$

(2.156)
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where $W(z)$ and $H(z)$ are the equalizer and unknown system transfer functions, respectively. Therefore, the ideal equalizer has the following transfer function

$$W(z) = \frac{z^{-L}}{H(z)}$$

(2.157)

From the above equation, we can conclude that if $H(z)$ is an IIR transfer function with nontrivial numerator and denominator polynomials, $W(z)$ will also be IIR. If $H(z)$ is an all-pole model, $W(z)$ is FIR. If $H(z)$ is an all-zero model, $W(z)$ is an all-pole transfer function.

By applying the inverse $Z$-transform to equation (2.156), we can conclude that the optimal equalizer impulse response convolved with the channel impulse response produces as a result an impulse. This means that for zero additional error in the channel, the output signal $y(k)$ restores $x(k - L)$ and, therefore, one can conclude that a deconvolution process took place.

The delay in the reference signal plays an important role in the equalization process. Without the delay, the desired signal is $x(k)$, whereas the signal $y(k)$ will be mainly influenced by old samples of the input signal, since the unknown system is usually causal. As a consequence, the equalizer should also perform the task of predicting $x(k)$ simultaneously with the main task of equalizing the channel. The introduction of a delay alleviates the prediction task, leaving the equalizer free to invert the channel response. A rule of thumb for choosing the delay was proposed and analyzed in [28], where it was conjectured that the best delay should be close to half the time span of the equalizer. In practice, the reader should try different delays.

In the case the unknown system is not of minimum phase, i.e., its transfer function has zeros outside the unit circle of the $Z$ plane, the optimum equalizer is either stable and noncausal, or unstable and causal. Both solutions are unacceptable. The noncausal stable solution could be better approximated by a causal FIR filter when the delay is included in the desired signal. The delay forces a time shift in the ideal impulse response of the equalizer, allowing the time span, where most of the energy is concentrated, to be in the causal region.

If channel noise signal is present and is uncorrelated with the channel’s input signal, the error signal and $y(k)$ will be accordingly noisier. However, it should be noticed that the adaptive equalizer, in the process of reducing the MSE, disturbs the optimal solution by trying to reduce the effects of $n(k)$. Therefore, in a noisy environment the equalizer transfer function is not exactly the inverse of $H(z)$. 

Figure 2.13  Channel equalization.
In practice, the noblest use of the adaptive equalizer is to compensate for the distortion caused by the transmission channel in a communication system. The main distortions caused by the channels are high attenuation and intersymbol interference (ISI). The ISI is generated when different frequency components of the transmitted signals arrive at different times at the receiver, a phenomenon caused by the nonlinear group delay of the channel [35]. For example, in a digital communication system, the time-dispersive channel extends a transmitted symbol beyond the time interval allotted to it, interfering in the past and future symbols. Under severe ISI, when short symbol space is used, the number of symbols causing ISI is large.

The channel impulse response is a time spread sequence described by \( h(k) \) with the received signal being given by

\[
re(k + J) = x(k)h(J) + \sum_{l=-\infty, l\neq k}^{k+J} x(l)h(k + J - l) + n(k + J)
\]

(2.158)

where \( J \) denotes the channel time delay (including the sampler phase). The first term of the above equation corresponds to the desired information, the second term is the interference of the symbols sent before and after \( x(k) \). The third term accounts for channel noise. Obviously only the neighboring symbols have significant influence in the second term of the above equation. The elements of the second term involving \( x(l) \), for \( l > k \), are called pre-cursor ISI since they are caused by components of the data signal that reach the receiver before their cursor. On the other hand, the elements involving \( x(l) \), for \( l < k \), are called post-cursor ISI.

In many situations, the ISI is reduced by employing an equalizer consisting of an adaptive FIR filter of appropriate length. The adaptive equalizer attempts to cancel the ISI in the presence of noise. In digital communication, a decision device is placed after the equalizer in order to identify the symbol at a given instant. The equalizer coefficients are updated in two distinct circumstances by employing different reference signals. During the equalizer training period, a previously chosen training signal is transmitted through the channel and a properly delayed version of this signal, that is prestored in the receiver end, is used as reference signal. The training signal is usually a pseudo-noise sequence long enough to allow the equalizer to compensate for the channel distortions. After convergence, the error between the adaptive-filter output and the decision device output is utilized to update the coefficients. The resulting scheme is the decision-directed adaptive equalizer. It should be mentioned that in some applications no training period is available. Usually, in this case, the decision-directed error is used all the time.

A more general equalizer scheme is the decision-feedback equalizer (DFE) illustrated in Fig. 2.14. The DFE is widely used in situations where the channel distortion is severe [35], [46]. The basic idea is to feed back, via a second FIR filter, the decisions made by the decision device that is applied to the equalized signal. The second FIR filter is preceded by a delay, otherwise there is a delay-free loop around the decision device. Assuming the decisions were correct, we are actually feeding back the symbols \( x(l) \), for \( l < k \), of equation (2.158). The DFE is able to cancel the post-cursor ISI for a number of past symbols (depending on the order of the FIR feedback filter), leaving more freedom for the feedforward section to take care of the remaining terms of the ISI. Some known characteristics of the DFE are [35]:

\[
re(k + J) = x(k)h(J) + \sum_{l=-\infty, l\neq k}^{k+J} x(l)h(k + J - l) + n(k + J)
\]
The signals that are fed back are symbols, being noise free and allowing computational savings.

- The noise enhancement is reduced, if compared with the feedforward-only equalizer.
- Short time recovery when incorrect decisions are made.
- Reduced sensitivity to sampling phase.

![Figure 2.14 Decision-feedback equalizer.](image)

The DFE operation starts with a training period where a known sequence is transmitted through the channel, and the same sequence is used at the receiver as the desired signal. The delay introduced in the training signal is meant to compensate for the delay the transmitted signal faces when passing through the channel. During the training period the error signal, which consists of the difference between the delayed training signal and signal \( y(k) \), is minimized by adapting the coefficients of the forward and feedback filters. After this period, there is no training signal and the desired signal will consist of the decision device output signal. Assuming the decisions are correct, this blind way of performing the adaptation is the best solution to keep track of small changes in the channel behavior.

**Example 2.4**

In this example we will verify the effectiveness of the Wiener solution in environments related to the applications of noise cancellation, prediction, equalization, and identification.

(a) In a noise cancellation environment a sinusoid is corrupted by noise as follows

\[
d(k) = \cos \omega_0 k + n_1(k)
\]
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with

\[ n_1(k) = -an_1(k - 1) + n(k) \]

where \(|a| < 1\) and \(n(k)\) is a zero-mean white noise with variance \(\sigma_n^2 = 1\). The input signal of the Wiener filter is described by

\[ n_2(k) = -bn_2(k - 1) + n(k) \]

where \(|b| < 1\).

(b) In a prediction case the input signal is modeled as

\[ x(k) = -ax(k - 1) + n(k) \]

with \(n(k)\) being a white noise with unit variance and \(|a| < 1\).

(c) In an equalization problem a zero-mean white noise signal \(s(k)\) with variance \(c\) is transmitted through a channel with an AR model described by

\[ \hat{x}(k) = -a\hat{x}(k - 1) + s(k) \]

with \(|a| < 1\) and the received signal given by

\[ x(k) = \hat{x}(k) + n(k) \]

whereas \(n(k)\) is a zero-mean white noise with variance \(d\) and uncorrelated with \(s(k)\).

(d) In a system identification problem a zero-mean white noise signal \(x(k)\) with variance \(c\) is employed as the input signal to identify an AR system whose model is described by

\[ v(k) = -av(k - 1) + x(k) \]

where \(|a| < 1\) and the desired signal is given by

\[ d(k) = v(k) + n(k) \]

Repeat the problem if the system to be identified is an MA whose model is described by

\[ v(k) = -ax(k - 1) + x(k) \]

For all these cases describe the Wiener solution with two coefficients and comment on the results.

Solution:

Some results used in the examples are briefly reviewed. A \(2 \times 2\) matrix inversion is performed as

\[ R^{-1} = \begin{bmatrix} \frac{1}{r_{11}r_{22} - r_{12}r_{21}} & \frac{-r_{12}}{r_{11}r_{22} - r_{12}r_{21}} \\ \frac{-r_{21}}{r_{11}r_{22} - r_{12}r_{21}} & \frac{r_{22}}{r_{11}r_{22} - r_{12}r_{21}} \end{bmatrix} \]
where \( r_{ij} \) is the element of row \( i \) and column \( j \) of the matrix \( \mathbf{R} \). For two first-order AR modeled signals \( x(k) \) and \( v(k) \), whose poles are respectively placed at \(-a\) and \(-b\) with the same white noise input with unit variance, their cross-correlations are given by\(^9\)

\[
E[x(k)v(k-l)] = \frac{(-a)^l}{1-ab}
\]

for \( l > 0 \), and

\[
E[x(k)v(k-l)] = \frac{(-b)^{-l}}{1-ab}
\]

for \( l < 0 \), are frequently required in the following solutions.

(a)

The input signal in this case is given by \( n_2(k) \), whereas the desired signal is given by \( d(k) \). The elements of the correlation matrix are computed as

\[
E[n_2(k)n_2(k-l)] = \frac{(-b)^{|l|}}{1-b^2}
\]

The expression for the cross-correlation vector is given by

\[
\mathbf{p} = \begin{bmatrix}
E[(\cos \omega_0 k + n_1(k))n_2(k)] \\
E[(\cos \omega_0 k + n_1(k))n_2(k-1)]
\end{bmatrix}
\]

\[
= \begin{bmatrix}
E[n_1(k)n_2(k)] \\
E[n_1(k)n_2(k-1)]
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{1}{1-ab} \sigma_n^2 \\
-\frac{1}{1-ab} \sigma_n^2
\end{bmatrix} = \begin{bmatrix}
\frac{1}{1-ab} \\
\frac{-a}{1-ab}
\end{bmatrix}
\]

where in the last expression we substituted \( \sigma_n^2 = 1 \).

The coefficients corresponding to the Wiener solution are given by

\[
\mathbf{w}_o = \mathbf{R}^{-1} \mathbf{p} = \begin{bmatrix}
1 & b \\
b & 1
\end{bmatrix} \begin{bmatrix}
\frac{1}{1-ab} \\
\frac{-a}{1-ab}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{b-a} \\
\frac{b}{1-ab}
\end{bmatrix}
\]

The special case where \( a = 0 \) provides a quite illustrative solution. In this case

\[
\mathbf{w}_o = \begin{bmatrix}
1 \\
b
\end{bmatrix}
\]

such that the error signal is given by

\[
e(k) = d(k) - y(k) = \cos \omega_0 k + n(k) - \mathbf{w}_o^T \begin{bmatrix}
n_2(k) \\
n_2(k-1)
\end{bmatrix}
\]

\[
= \cos \omega_0 k + n(k) - n_2(k) - bn_2(k-1)
\]

\[
= \cos \omega_0 k + n(k) + bn_2(k-1) - n(k) - bn_2(k-1) = \cos \omega_0 k
\]

\(^9\)Assuming \( x(k) \) and \( v(k) \) are jointly WSS.
As can be observed the cosine signal is fully recovered since the Wiener filter was able to restore \( n(k) \) and remove it from the desired signal.

(b)

In the prediction case the input signal is \( x(k) \) and the desired signal is \( x(k + L) \). Since

\[
E[x(k)x(k - L)] = \frac{(-a)^{|L|}}{1 - a^2}
\]

the input signal correlation matrix is

\[
R = \begin{bmatrix}
E[x^2(k)] & E[x(k)x(k - 1)] \\
E[x(k)x(k - 1)] & E[x^2(k - 1)]
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{1}{1 - a^2} & \frac{a}{1 - a^2} \\
\frac{a}{1 - a^2} & \frac{1}{1 - a^2}
\end{bmatrix}
\]

Vector \( p \) is described by

\[
p = \begin{bmatrix}
E[x(k + L)x(k)] \\
E[x(k + L)x(k - 1)]
\end{bmatrix}
= \begin{bmatrix}
\frac{(-a)^{|L|}}{1 - a^2} \\
\frac{(-a)^{|L|}}{1 - a^2}
\end{bmatrix}
\]

The expression for the optimal coefficient vector is easily derived.

\[
w_o = R^{-1}p = (1 - a^2) \begin{bmatrix}
\frac{1}{1 - a^2} & \frac{a}{1 - a^2} \\
\frac{a}{1 - a^2} & \frac{1}{1 - a^2}
\end{bmatrix} \begin{bmatrix}
\frac{(-a)^{|L|}}{1 - a^2} \\
\frac{(-a)^{|L|}}{1 - a^2}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
(-a)^L \\
0
\end{bmatrix}
\]

where in the above equation the value of \( L \) is considered positive. The predictor result tells us that an estimate \( \hat{x}(k + L) \) of \( x(k + L) \) can be obtained as

\[
\hat{x}(k + L) = (-a)^L x(k)
\]

According to our model for the signal \( x(k) \), the actual value of \( x(k + L) \) is

\[
x(k + L) = (-a)^L x(k) + \sum_{i=0}^{L-1} (-a)^i n(k - i)
\]

The results show that if \( x(k) \) is an observed data at a given instant of time, the best estimate of \( x(k + L) \) in terms of \( x(k) \) is to average out the noise as follows

\[
\hat{x}(k + L) = (-a)^L x(k) + E[\sum_{i=0}^{L-1} (-a)^i n(k - i)] = (-a)^L x(k)
\]
since $E[n(k-i)] = 0$.

(c)

In this equalization problem, matrix $R$ is given by

$$R = \begin{bmatrix} E[x^2(k)] & E[x(k)x(k-1)] \\ E[x(k)x(k-1)] & E[x^2(k-1)] \end{bmatrix} = \begin{bmatrix} \frac{1}{1-a^2}c + d & -\frac{a}{1-a^2}c \\ -\frac{a}{1-a^2}c & \frac{1}{1-a^2}c + d \end{bmatrix}$$

By utilizing as desired signal $s(k-L)$ and recalling that it is a white noise and uncorrelated with the other signals involved in the experiment, the cross-correlation vector between the input and desired signals has the following expression

$$p = \begin{bmatrix} E[x(k)s(k-L)] \\ E[x(k-1)s(k-L)] \end{bmatrix} = \begin{bmatrix} (-1)^La^Lc \\ (-1)^La^{L-1}a^{L-1}c \end{bmatrix}$$

The coefficients of the underlying Wiener solution are given by

$$w_o = R^{-1}p = \begin{bmatrix} \frac{1}{1-a^2}c + d \\ \frac{a}{1-a^2}c \end{bmatrix} \begin{bmatrix} (-1)^La^Lc \\ (-1)^La^{L-1}a^{L-1}c \end{bmatrix} = \begin{bmatrix} \frac{c}{1-a^2} + d - \frac{a}{1-a^2}d - \frac{a^2}{1-a^2} \end{bmatrix}$$

If there is no additional noise, i.e. $d = 0$, the above result becomes

$$w_o = \begin{bmatrix} \frac{c}{1-a^2} \end{bmatrix}$$

That is, the Wiener solution is just correcting the gain of the previously received component of the input signal, namely $x(k-1)$, while not using its most recent component $x(k)$. This happens because the desired signal $s(k-L)$ at instant $k$ has a defined correlation with any previously received symbol. On the other hand, if the signal $s(k)$ is a colored noise the Wiener filter would have a nonzero first coefficient in a noiseless environment. In case there is environmental noise, the solution tries to find a perfect balance between the desired signal modeling and the noise amplification.

(d)

In the system identification example the input signal correlation matrix is given by

$$R = \begin{bmatrix} c & 0 \\ 0 & c \end{bmatrix}$$

With the desired signal $d(k)$, the cross-correlation vector is described as

$$p = \begin{bmatrix} E[x(k)d(k)] \\ E[x(k-1)d(k)] \end{bmatrix} = \begin{bmatrix} c \\ -ca \end{bmatrix}$$
The coefficients of the underlying Wiener solution are given by

\[ w_0 = R^{-1}p = \begin{bmatrix} \frac{1}{c} & 0 \\ 0 & \frac{1}{c} \end{bmatrix} \begin{bmatrix} c \\ -ca \end{bmatrix} = \begin{bmatrix} 1 \\ -a \end{bmatrix} \]

Note that this solution represents the best way a first-order FIR model can approximate an IIR model, since

\[ W_0(z) = 1 - az^{-1} \]

and

\[ \frac{1}{1 + az^{-1}} = 1 - az^{-1} + a^2z^{-2} + \ldots \]

On the other hand, if the unknown model is the described FIR model such as \( v(k) = -ax(k-1) + x(k) \), the Wiener solution remains the same and corresponds exactly to the unknown system model.

In all these examples, the environmental signals are considered wide-sense stationary and their statistics assumed known. In a practical situation, not only the statistics might be unknown but the environments are usually nonstationary as well. In these situations, the adaptive filters come into play since their coefficients vary with time according to measured signals from the environment.

\[ \square \]

### 2.10.5 Digital Communication System

For illustration, a general digital communication scheme over a channel consisting of a subscriber line (telephone line, for example) is shown in Fig. 2.15. In either end, the input signal is first coded and conditioned by a transmit filter. The filter shapes the pulse and limits in band the signal that is actually transmitted. The signal then crosses the hybrid to travel through a dual duplex channel. The hybrid is an impedance bridge used to transfer the transmit signal into the channel with minimal leakage to the near-end receiver. The imperfections of the hybrid cause echo that should be properly canceled.

In the channel, the signal is corrupted by white noise and crosstalk (leakage of signals being transmitted by other subscribers). After crossing the channel and the far-end hybrid, the signal is filtered by the receive filter that attenuates high-frequency noise and also acts as an antialiasing filter. Subsequently, we have a joint DFE and echo canceller, where the forward filter and echo canceller outputs are subtracted. The result after subtracting the decision feedback output is applied to the decision device. After passing through the decision device, the symbol is decoded.

Other schemes for data transmission in subscriber line exist [41]. The one shown here is for illustration purposes, having as special feature the joint equalizer and echo canceller strategy. The digital subscriber line (DSL) structure shown here has been used in integrated services digital network (ISDN) basic access, that allows a data rate of 144 Kbits/s [41]. Also, a similar scheme is employed
Figure 2.15  General digital communication transceiver.
in the high bit rate digital subscriber line (HDSL) [40], [47] that operates over short and conditioned loops [48], [49]. The latter system belongs to a broad class of digital subscriber line collectively known as XDSL.

2.11 CONCLUDING REMARKS

In this chapter, we described some of the concepts underlying the adaptive filtering theory. The material presented here forms the basis to understand the behavior of most adaptive-filtering algorithms in a practical implementation. The basic concept of the MSE surface searching algorithms was briefly reviewed, serving as a starting point for the development of a number of practical adaptive-filtering algorithms to be presented in the following chapters. We illustrated through several examples the expected Wiener solutions in a number of distinct situations. In addition, we presented the basic concepts of linearly-constrained Wiener filter required in array signal processing. The theory and practice of adaptive signal processing is also the main subject of some excellent books such as [27]-[34].
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2.13 PROBLEMS

1. Suppose the input signal vector is composed by a delay line with a single input signal, compute the correlation matrix for the following input signals:
2.13 Problems

(a) 
\[ x(k) = \sin\left(\frac{\pi}{6}k\right) + \cos\left(\frac{\pi}{4}k\right) + n(k) \]

(b) 
\[ x(k) = a_n(k) \cos(\omega_0 k) + n_2(k) \]

(c) 
\[ x(k) = a_n(k) \sin(\omega_0 k + n_2(k)) \]

(d) 
\[ x(k) = -a_1 x(k - 1) - a_2 x(k - 2) + n(k) \]

(e) 
\[ x(k) = \sum_{i=0}^{4} 0.25 n(k - i) \]

(f) 
\[ x(k) = a_n(k)e^{j\omega_0 k} \]

In all cases, \( n(k) \), \( n_1(k) \), and \( n_2(k) \) are white noise processes, with zero mean and with variances \( \sigma_n^2 \), \( \sigma_{n_1}^2 \), and \( \sigma_{n_2}^2 \), respectively. These random signals are considered independent.

2. Consider two complex random processes represented by \( x(k) \) and \( y(k) \).
   (a) Derive \( \sigma_{xy}^2(k, l) = E[(x(k) - m_x(k))(y(l) - m_y(l))] \) as a function of \( r_{xy}(k, l) \), \( m_x(k) \) and \( m_y(l) \).
   (b) Repeat (a) if \( x(k) \) and \( y(k) \) are jointly WSS.
   (c) Being \( x(k) \) and \( y(k) \) orthogonal, in which conditions are they not correlated?

3. For the correlation matrices given below, calculate their eigenvalues, eigenvectors, and conditioning numbers.
   (a)
   \[
   R = \frac{1}{4} \begin{bmatrix}
   4 & 3 & 2 & 1 \\
   3 & 4 & 3 & 2 \\
   2 & 3 & 4 & 3 \\
   1 & 2 & 3 & 4
   \end{bmatrix}
   \]
   (b)
   \[
   R = \begin{bmatrix}
   1 & 0.95 & 0.9025 & 0.857375 \\
   0.95 & 1 & 0.95 & 0.9025 \\
   0.9025 & 0.95 & 1 & 0.95 \\
   0.857375 & 0.9025 & 0.95 & 1
   \end{bmatrix}
   \]
   (c)
   \[
   R = 50\sigma_n^2 \begin{bmatrix}
   1 & 0.9899 & 0.98 & 0.970 \\
   0.9899 & 1 & 0.9899 & 0.98 \\
   0.98 & 0.9899 & 1 & 0.9899 \\
   0.970 & 0.98 & 0.9899 & 1
   \end{bmatrix}
   \]
4. For the correlation matrix given below, calculate its eigenvalues and eigenvectors, and form the matrix \( Q \).

\[
R = \begin{bmatrix}
1 & 0.5 & 0.25 & 0.125 \\
0.5 & 1 & 0.5 & 0.25 \\
0.25 & 0.5 & 1 & 0.5 \\
0.125 & 0.25 & 0.5 & 1 \\
\end{bmatrix}
\]

5. The input signal of a second-order adaptive filter is described by

\[
x(k) = \alpha_1 x_1(k) + \alpha_2 x_2(k)
\]

where \( x_1(k) \) and \( x_2(k) \) are first-order AR processes and uncorrelated between themselves having both unit variance. These signals are generated by applying distinct white noises to first-order filters whose poles are placed at \( a \) and \(-b\), respectively.

(a) Calculate the autocorrelation matrix of the input signal.
(b) If the desired signal consists of \( \gamma x_2(k) \), calculate the Wiener solution.

6. The input signal of a first-order adaptive filter is described by

\[
x(k) = \sqrt{2} x_1(k) + x_2(k) + 2 x_3(k)
\]

where \( x_1(k) \) and \( x_2(k) \) are first-order AR processes and uncorrelated between themselves having both unit variance. These signals are generated by applying distinct white noises to first-order filters whose poles are placed at \(-0.5\) and \( \frac{\sqrt{2}}{2} \), respectively. The signal \( x_3(k) \) is a white noise with unit variance and uncorrelated with \( x_1(k) \) and \( x_2(k) \).

(a) Calculate the autocorrelation matrix of the input signal.
(b) If the desired signal consists of \( \frac{1}{2} x_3(k) \), calculate the Wiener solution.

7. Repeat the previous problem if the signal \( x_3(k) \) is exactly the white noise that generated \( x_2(k) \).

8. In a prediction case a sinusoid is corrupted by noise as follows

\[
x(k) = \cos \omega_0 k + n_1(k)
\]

with

\[
n_1(k) = -a n_1(k - 1) + n(k)
\]

where \( |a| < 1 \). For this case describe the Wiener solution with two coefficients and comment on the results.
9. Generate the ARMA processes \( x(k) \) described below. Calculate the variance of the output signal and the autocorrelation for lags 1 and 2. In all cases, \( n(k) \) is zero-mean Gaussian white noise with variance 0.1.

(a) 
\[
x(k) = 1.9368x(k - 1) - 0.9519x(k - 2) + n(k) - 1.8894n(k - 1) + n(k - 2)
\]

(b) 
\[
x(k) = -1.9368x(k - 1) - 0.9519x(k - 2) + n(k) + 1.8894n(k - 1) + n(k - 2)
\]

Hint: For white noise generation consult for example [14], [15].

10. Generate the AR processes \( x(k) \) described below. Calculate the variance of the output signal and the autocorrelation for lags 1 and 2. In all cases, \( n(k) \) is zero-mean Gaussian white noise with variance 0.05.

(a) 
\[
x(k) = -0.8987x(k - 1) - 0.9018x(k - 2) + n(k)
\]

(b) 
\[
x(k) = 0.057x(k - 1) + 0.889x(k - 2) + n(k)
\]

11. Generate the MA processes \( x(k) \) described below. Calculate the variance of the output signal and the autocovariance matrix. In all cases, \( n(k) \) is zero-mean Gaussian white noise with variance 1.

(a) 
\[
x(k) = 0.0935n(k) + 0.3027n(k - 1) + 0.4n(k - 2) + 0.3027n(k - 4) + 0.0935n(k - 5)
\]

(b) 
\[
x(k) = n(k) - n(k - 1) + n(k - 2) - n(k - 4) + n(k - 5)
\]

(c) 
\[
x(k) = n(k) + 2n(k - 1) + 3n(k - 2) + 2n(k - 4) + n(k - 5)
\]

12. Show that a process generated by adding two AR processes is in general an ARMA process.

13. Determine if the following processes are mean ergodic:

(a) 
\[
x(k) = a_n(k) \cos(\omega_0k) + n_2(k)
\]

(b) 
\[
x(k) = a_n(k) \sin(\omega_0k + n_2(k))
\]

(c) 
\[
x(k) = a_n(k)e^{2j\omega_0k}
\]

In all cases, \( n(k), n_1(k), \) and \( n_2(k) \) are white noise processes, with zero mean and with variances \( \sigma_n^2, \sigma_n^2, \) and \( \sigma_n^2, \) respectively. These random signals are considered independent.
14. Show that the minimum (maximum) value of equation (2.69) occurs when \( w_i = 0 \) for \( i \neq j \) and \( \lambda_j \) is the smallest (largest) eigenvalue, respectively.

15. Suppose the matrix \( R \) and the vector \( p \) are known for a given experimental environment. Compute the Wiener solution for the following cases:

(a) \[
R = \frac{1}{4} \begin{bmatrix}
4 & 3 & 2 & 1 \\
3 & 4 & 3 & 2 \\
2 & 3 & 4 & 3 \\
1 & 2 & 3 & 4
\end{bmatrix}
\]

\[
p = \left[ \begin{array}{cccc}
1 & 3 & 2 & 1
\end{array} \right]^T
\]

(b) \[
R = \begin{bmatrix}
1 & 0.8 & 0.64 & 0.512 \\
0.8 & 1 & 0.8 & 0.64 \\
0.64 & 0.8 & 1 & 0.8 \\
0.512 & 0.64 & 0.8 & 1
\end{bmatrix}
\]

\[
p = \frac{1}{4} \left[ 0.4096 \ 0.512 \ 0.64 \ 0.8 \right]^T
\]

(c) \[
R = \frac{1}{3} \begin{bmatrix}
3 & -2 & 1 \\
-2 & 3 & -2 \\
1 & -2 & 3
\end{bmatrix}
\]

\[
p = \left[ -2 \ 1 \ -\frac{1}{2} \right]^T
\]

16. For the environments described in the previous problem, derive the updating formula for the steepest-descent method. Considering that the adaptive-filter coefficients are initially zero, calculate their values for the first ten iterations.

17. Repeat the previous problem using the Newton method.

18. Calculate the spectral decomposition for the matrices \( R \) of problem 15.

19. Calculate the minimum MSE for the examples of problem 15 considering that the variance of the reference signal is given by \( \sigma_d^2 \).
20. Derive equation (2.112).

21. Derive the constraint matrix $C$ and the gain vector $f$ that impose the condition of linear phase onto the linearly constrained Wiener filter.

22. Show that the optimal solutions of the LCMV filter and the GSC filter with minimum norm are equivalent and related according to $w_{\text{LCMV}} = Tw_{\text{GSC}}$, where $T = [C \ B]$ is a full-rank transformation matrix with $C^TB = 0$ and

$$w_{\text{LCMV}} = R^{-1}C(C^TR^{-1}C)^{-1}f$$

and

$$w_{\text{GSC}} = \begin{bmatrix} (C^TC)^{-1}f \\ -(B^TRB)^{-1}B^TC(C^TC)^{-1}f \end{bmatrix}$$

23. Calculate the time constants of the MSE and of the coefficients for the examples of problem 15 considering that the steepest-descent algorithm was employed.

24. For the examples of problem 15, describe the equations for the MSE surface.

25. Using the spectral decomposition of a Hermitian matrix show that

$$R^{\frac{1}{2}} = QA^{\frac{1}{2}}Q^H = \sum_{i=0}^{N} \lambda_i^{\frac{1}{2}} q_i q_i^H$$

26. Derive the complex steepest-descent algorithm.

27. Derive the Newton algorithm for complex signals.

28. In a signal enhancement application, assume that $n_1(k) = n_2(k) * h(k)$, where $h(k)$ represents the impulse response of an unknown system. Also, assume that some small leakage of the signal $x(k)$, given by $h'(k) * x(k)$, is added to the adaptive-filter input. Analyze the consequences of this phenomenon.

29. In the equalizer application, calculate the optimal equalizer transfer function when the channel noise is present.
3

THE LEAST-MEAN-SQUARE (LMS) ALGORITHM

3.1 INTRODUCTION

The least-mean-square (LMS) is a search algorithm in which a simplification of the gradient vector computation is made possible by appropriately modifying the objective function [1]-[2]. The LMS algorithm, as well as others related to it, is widely used in various applications of adaptive filtering due to its computational simplicity [3]-[7]. The convergence characteristics of the LMS algorithm are examined in order to establish a range for the convergence factor that will guarantee stability. The convergence speed of the LMS is shown to be dependent on the eigenvalue spread of the input signal correlation matrix [2]-[6]. In this chapter, several properties of the LMS algorithm are discussed including the misadjustment in stationary and nonstationary environments [2]-[9] and tracking performance [10]-[12]. The analysis results are verified by a large number of simulation examples. Appendix B, section B.1, complements this chapter by analyzing the finite-wordlength effects in LMS algorithms.

The LMS algorithm is by far the most widely used algorithm in adaptive filtering for several reasons. The main features that attracted the use of the LMS algorithm are low computational complexity, proof of convergence in stationary environment, unbiased convergence in the mean to the Wiener solution, and stable behavior when implemented with finite-precision arithmetic. The convergence analysis of the LMS presented here utilizes the independence assumption.

3.2 THE LMS ALGORITHM

In Chapter 2 we derived the optimal solution for the parameters of the adaptive filter implemented through a linear combiner, which corresponds to the case of multiple input signals. This solution leads to the minimum mean-square error in estimating the reference signal \(d(k)\). The optimal (Wiener) solution is given by

\[
\mathbf{w}_o = \mathbf{R}^{-1}\mathbf{p}
\]

where \(\mathbf{R} = E[\mathbf{x}(k)\mathbf{x}^T(k)]\) and \(\mathbf{p} = E[d(k)\mathbf{x}(k)]\), assuming that \(d(k)\) and \(\mathbf{x}(k)\) are jointly wide-sense stationary.
If good estimates of matrix $R$, denoted by $\hat{R}(k)$, and of vector $p$, denoted by $\hat{p}(k)$, are available, a steepest-descent-based algorithm can be used to search the Wiener solution of equation (3.1) as follows:

$$w(k+1) = w(k) - \mu \hat{g}_w(k)$$

\[
= w(k) + 2\mu (\hat{p}(k) - \hat{R}(k)w(k))
\]

(3.2)

for $k = 0, 1, 2, \ldots$, where $\hat{g}_w(k)$ represents an estimate of the gradient vector of the objective function with respect to the filter coefficients.

One possible solution is to estimate the gradient vector by employing instantaneous estimates for $R$ and $p$ as follows:

$$\hat{R}(k) = x(k)x^T(k)$$

$$\hat{p}(k) = d(k)x(k)$$

(3.3)

The resulting gradient estimate is given by

$$\hat{g}_w(k) = -2d(k)x(k) + 2x(k)x^T(k)w(k)$$

$$= 2x(k)(-d(k) + x^T(k)w(k))$$

$$= -2e(k)x(k)$$

(3.4)

Note that if the objective function is replaced by the instantaneous square error $e^2(k)$, instead of the MSE, the above gradient estimate represents the true gradient vector since

$$\frac{\partial e^2(k)}{\partial w} = 
\begin{bmatrix}
2e(k) \frac{\partial e(k)}{\partial w_0(k)} & 2e(k) \frac{\partial e(k)}{\partial w_1(k)} & \ldots & 2e(k) \frac{\partial e(k)}{\partial w_N(k)}
\end{bmatrix}^T$$

$$= -2e(k)x(k)$$

$$= \hat{g}_w(k)$$

(3.5)

The resulting gradient-based algorithm is known\(^1\) as the least-mean-square (LMS) algorithm, whose updating equation is

$$w(k+1) = w(k) + 2\mu e(k)x(k)$$

(3.6)

where the convergence factor $\mu$ should be chosen in a range to guarantee convergence.

Fig. 3.1 depicts the realization of the LMS algorithm for a delay line input $x(k)$. Typically, one iteration of the LMS requires $N + 2$ multiplications for the filter coefficient updating and $N + 1$ multiplications for the error generation. The detailed description of the LMS algorithm is shown in the table denoted as Algorithm 3.1.

It should be noted that the initialization is not necessarily performed as described in Algorithm 3.1, where the coefficients of the adaptive filter were initialized with zeros. For example, if a rough idea of the optimal coefficient value is known, these values could be used to form $w(0)$ leading to a reduction in the number of iterations required to reach the neighborhood of $w_o$.

\(^1\)Because it minimizes the mean of the squared error.
3.3 Some Properties of the LMS Algorithm

In this section, the main properties related to the convergence behavior of the LMS algorithm in a stationary environment are described. The information contained here is essential to understand the influence of the convergence factor $\mu$ in various convergence aspects of the LMS algorithm.

3.3.1 Gradient Behavior

As shown in Chapter 2, see equation (2.91), the ideal gradient direction required to perform a search on the MSE surface for the optimum coefficient vector solution is

$$ g_w(k) = 2\{ E [x(k)x^T(k)] w(k) - E [d(k)x(k)] \} $$

$$ = 2[Rw(k) - p] \quad (3.7) $$
Chapter 3 The Least-Mean-Square (LMS) Algorithm

Algorithm 3.1
LMS Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x(0) = w(0) = [0 \ 0 \ldots \ 0]^T )</td>
</tr>
</tbody>
</table>

Do for \( k \geq 0 \)

\[
e(k) = d(k) - x^T(k)w(k)
\]

\[
w(k+1) = w(k) + 2\mu e(k)x(k)
\]

In the LMS algorithm, instantaneous estimates of \( R \) and \( p \) are used to determine the search direction, i.e.,

\[
\hat{g}_w(k) = 2 \left[ x(k)x^T(k)w(k) - d(k)x(k) \right]
\]

(3.8)

As can be expected, the direction determined by equation (3.8) is quite different from that of equation (3.7). Therefore, by using the more computationally attractive gradient direction of the LMS algorithm, the convergence behavior is not the same as that of the steepest-descent algorithm.

On average, it can be said that the LMS gradient direction has the tendency to approach the ideal gradient direction since for a fixed coefficient vector \( w \)

\[
E[\hat{g}_w(k)] = 2 \left\{ E \left[ x(k)x^T(k) \right] w - E \left[ d(k)x(k) \right] \right\}
\]

\[= g_w \] (3.9)

hence, vector \( \hat{g}_w(k) \) can be interpreted as an unbiased instantaneous estimate of \( g_w \). In an ergodic environment, if, for a fixed \( w \) vector, \( \hat{g}_w(k) \) is calculated for a large number of inputs and reference signals, the average direction tends to \( g_w \), i.e.,

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{i=1}^{M} \hat{g}_w(k+i) \to g_w
\] (3.10)

3.3.2 Convergence Behavior of the Coefficient Vector

Assume that an unknown FIR filter with coefficient vector given by \( w_o \) is being identified by an adaptive FIR filter of the same order, employing the LMS algorithm. Measurement white noise \( n(k) \) with zero mean and variance \( \sigma_n^2 \) is added to the output of the unknown system.
The error in the adaptive-filter coefficients as related to the ideal coefficient vector \( w_o \), in each iteration, is described by the \( N+1 \)-length vector

\[
\Delta w(k) = w(k) - w_o
\]  

(3.11)

With this definition, the LMS algorithm can alternatively be described by

\[
\Delta w(k+1) = \Delta w(k) + 2\mu e(k)x(k)
\]

\[
= \Delta w(k) + 2\mu x(k) \left[ x^T(k)w_o + n(k) - x^T(k)w(k) \right]
\]

\[
= \Delta w(k) + 2\mu x(k) \left[ e_o(k) - x^T(k)\Delta w(k) \right]
\]

\[
= \left[ I - 2\mu x^T(k) \right] \Delta w(k) + 2\mu e_o(k)x(k)
\]  

(3.12)

where \( e_o(k) \) is the optimum output error given by

\[
e_o(k) = d(k) - w_o^T x(k)
\]

\[
= w_o^T x(k) + n(k) - w_o^T x(k)
\]

\[
= n(k)
\]  

(3.13)

The expected error in the coefficient vector is then given by

\[
E[\Delta w(k+1)] = E\left\{ \left[ I - 2\mu x(k)x^T(k) \right] \Delta w(k) \right\} + 2\mu E[e_o(k)x(k)]
\]  

(3.14)

If it is assumed that the elements of \( x(k) \) are statistically independent of the elements of \( \Delta w(k) \) and \( e_o(k) \), equation (3.14) can be simplified as follows:

\[
E[\Delta w(k+1)] = \left\{ I - 2\mu E[x(k)x^T(k)] \right\} E[\Delta w(k)]
\]

\[
= (I - 2\mu R) E[\Delta w(k)]
\]  

(3.15)

The first assumption is justified if we assume that the deviation in the parameters is dependent on previous input signal vectors only, whereas in the second assumption we also considered that the error signal at the optimal solution is orthogonal to the elements of the input signal vector. The above expression leads to

\[
E[\Delta w(k+1)] = (I - 2\mu R)^{k+1} E[\Delta w(0)]
\]  

(3.16)

Equation (3.15) premultiplied by \( Q^T \), where \( Q \) is the unitary matrix that diagonalizes \( R \) through a similarity transformation, yields

\[
E\left[ Q^T \Delta w(k+1) \right] = (I - 2\mu Q^T R Q) E\left[ Q^T \Delta w(k) \right]
\]

\[
= E\left[ \Delta w'(k+1) \right]
\]

\[
= (I - 2\mu \Lambda) E\left[ \Delta w'(k) \right]
\]

\[
= \begin{bmatrix}
1 - 2\mu \lambda_0 & 0 & \cdots & 0 \\
0 & 1 - 2\mu \lambda_1 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 - 2\mu \lambda_N
\end{bmatrix}
\]

\[
E\left[ \Delta w'(k) \right]
\]  

(3.17)
where $\Delta \mathbf{w}'(k+1) = \mathbf{Q}^T \Delta \mathbf{w}(k+1)$ is the rotated-coefficient error vector. The applied rotation yielded an equation where the driving matrix is diagonal, making it easier to analyze the equation’s dynamic behavior. Alternatively, the above relation can be expressed as

$$E[\Delta \mathbf{w}'(k+1)] = (\mathbf{I} - 2\mu \Lambda)^{k+1} E[\Delta \mathbf{w}'(0)]$$

$$= \begin{bmatrix}
(1 - 2\mu \lambda_0)^{k+1} & 0 & \cdots & 0 \\
0 & (1 - 2\mu \lambda_1)^{k+1} & \cdots & \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & (1 - 2\mu \lambda_N)^{k+1}
\end{bmatrix} E[\Delta \mathbf{w}'(0)]$$

(3.18)

This equation shows that in order to guarantee convergence of the coefficients in the mean, the convergence factor of the LMS algorithm must be chosen in the range

$$0 < \mu < \frac{1}{\lambda_{\text{max}}}$$

(3.19)

where $\lambda_{\text{max}}$ is the largest eigenvalue of $\mathbf{R}$. Values of $\mu$ in this range guarantees that all elements of the diagonal matrix in equation (3.18) tend to zero as $k \to \infty$, since $-1 < (1 - 2\mu \lambda_i) < 1$, for $i = 0, 1, \ldots, N$. As a result $E[\Delta \mathbf{w}'(k+1)]$ tends to zero for large $k$.

The choice of $\mu$ as above explained ensures that the mean value of the coefficient vector approaches the optimum coefficient vector $\mathbf{w}_o$. It should be mentioned that if the matrix $\mathbf{R}$ has a large eigenvalue spread, it is advisable to choose a value for $\mu$ much smaller than the upper bound. As a result, the convergence speed of the coefficients will be primarily dependent on the value of the smallest eigenvalue, responsible for the slowest mode in equation (3.18).

The key assumption for the above analysis is the so-called independence theory [4], which considers all vectors $\mathbf{x}(i)$, for $i = 0, 1, \ldots, k$, statistically independent. This assumption allowed us to consider $\Delta \mathbf{w}(k)$ independent of $\mathbf{x}(k)\mathbf{x}^T(k)$ in equation (3.14). Such an assumption, despite not being rigorously valid especially when $\mathbf{x}(k)$ consists of the elements of a delay line, leads to theoretical results that are in good agreement with the experimental results.

### 3.3.3 Coefficient-Error-Vector Covariance Matrix

In this subsection, we derive the expressions for the second-order statistics of the errors in the adaptive-filter coefficients. Since for large $k$ the mean value of $\Delta \mathbf{w}(k)$ is zero, the covariance of the coefficient-error vector is defined as

$$\text{cov}[\Delta \mathbf{w}(k)] = E[\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)] = E\{[\mathbf{w}(k) - \mathbf{w}_o][\mathbf{w}(k) - \mathbf{w}_o]^T\}$$

(3.20)
3.3 Some Properties of the LMS Algorithm

By replacing equation (3.12) in (3.20) it follows that

\[
\text{cov}[\Delta w(k + 1)] = E[\{I - 2\mu x(k)x^T(k)\} \Delta w(k) \Delta w^T(k) [I - 2\mu x(k)x^T(k)]^T + [I - 2\mu x(k)x^T(k)] \Delta w(k) 2\mu \epsilon_o(k)x^T(k) + 2\mu \epsilon_o(k)x(k) \Delta w^T(k) [I - 2\mu x(k)x^T(k)]^T + 4\mu^2 \epsilon_o^2(k)x(k)x^T(k)]
\]

(3.21)

By considering \(\epsilon_o(k)\) independent of \(\Delta w(k)\) and orthogonal to \(x(k)\), the second and third terms on the right-hand side of the above equation can be eliminated. The details of this simplification can be carried out by describing each element of the eliminated matrices explicitly. In this case,\n
\[
\text{cov}[\Delta w(k + 1)] = \text{cov}[\Delta w(k)] + E[-2\mu x(k)x^T(k) \Delta w(k) \Delta w^T(k) - 2\mu \Delta w(k) \Delta w^T(k)x(k)x^T(k) + 4\mu^2 x(k)x^T(k) \Delta w(k) \Delta w^T(k)x(k)x^T(k) + 4\mu^2 \epsilon_o^2(k)x(k)x^T(k)]
\]

(3.22)

In addition, assuming that \(\Delta w(k)\) and \(x(k)\) are independent, equation (3.22) can be rewritten as

\[
\text{cov}[\Delta w(k + 1)] = \text{cov}[\Delta w(k)] - 2\mu E[x(k)x^T(k)]E[\Delta w(k) \Delta w^T(k)] - 2\mu E[\Delta w(k) \Delta w^T(k)]E[x(k)x^T(k)] + 4\mu^2 E[x(k)x^T(k)]E[\Delta w(k) \Delta w^T(k)]x(k)x^T(k) + 4\mu^2 E[\epsilon_o^2(k)]E[x(k)x^T(k)]
\]

\[
= \text{cov}[\Delta w(k)] - 2\mu \text{cov}[\Delta w(k)]R + 4\mu^2 A + 4\mu^2 \sigma_n^2 R
\]

(3.23)

The calculation of \(A = E \{x(k)x^T(k)E[\Delta w(k) \Delta w^T(k)]x(k)x^T(k)\}\) involves fourth-order moments and the result can be obtained by expanding the matrix inside the operation \(E[:]\) as described in [4] and [13] for jointly Gaussian input signal samples. The result is

\[
A = 2R \text{cov}[\Delta w(k)]R + R \text{tr}\{R \text{cov}[\Delta w(k)]\}
\]

(3.24)

where \(\text{tr}[.].\) denotes trace of \([.].\). Equation (3.23) is needed to calculate the excess mean-square error caused by the noisy estimate of the gradient employed by the LMS algorithm. As can be noted, \(\text{cov}[\Delta w(k + 1)]\) does not tend to \(0\) as \(k \to \infty\), due to the last term in equation (3.23) that provides an excitation in the dynamic matrix equation.

A more useful form for equation (3.23) can be obtained by premultiplying and postmultiplying it by \(Q^T\) and \(Q\) respectively, yielding

\[
Q^T \text{cov}[\Delta w(k + 1)]Q = Q^T \text{cov}[\Delta w(k)]Q - 2\mu Q^T RQ Q^T \text{cov}[\Delta w(k)]Q - 2\mu Q^T \text{cov}[\Delta w(k)]QQ^T RQ + 8\mu^2 Q^T RQ Q^T \text{cov}[\Delta w(k)]QQ^T RQ + 4\mu^2 Q^T RQ Q^T \text{tr}\{RQQ^T \text{cov}[\Delta w(k)]\}Q + 4\mu^2 \sigma_n^2 Q^T RQ
\]

(3.25)
where we used the equality \( Q^TQ = QQ^T = I \). Using the fact that \( Q^T \text{tr} [B] Q = \text{tr} [Q^T B Q] I \) for any \( B \),

\[
\text{cov}[\Delta \mathbf{w}'(k+1)] = \text{cov}[\Delta \mathbf{w}'(k)] - 2\mu \Lambda \text{cov}[\Delta \mathbf{w}'(k)] - 2\mu \text{cov}[\Delta \mathbf{w}'(k)] \Lambda \\
+ 8\mu^2 \Lambda \text{cov}[\Delta \mathbf{w}'(k)] \Lambda + 4\mu^2 \Lambda \text{tr} \{\Lambda \text{cov}[\Delta \mathbf{w}'(k)]\} + 4\mu^2 \sigma_n^2 \Lambda
\]

(3.26)

where \( \text{cov}[\Delta \mathbf{w}'(k)] = E[Q^T \Delta \mathbf{w}(k) \Delta \mathbf{w}^T(k) Q] \).

As will be shown in subsection 3.3.6, only the diagonal elements of \( \text{cov}[\Delta \mathbf{w}'(k)] \) contribute to the excess MSE in the LMS algorithm. By defining \( \mathbf{v}'(k) \) as a vector with elements consisting of the diagonal elements of \( \text{cov}[\Delta \mathbf{w}'(k)] \), and \( \Lambda \) as a vector consisting of the eigenvalues of \( \mathbf{R} \), the following relation can be derived from the above equations

\[
\mathbf{v}'(k+1) = (I - 4\mu \Lambda + 8\mu^2 \Lambda^2 + 4\mu^2 \Lambda \lambda^T) \mathbf{v}'(k) + 4\mu^2 \sigma_n^2 \Lambda
\]

(3.27)

where the elements of \( \mathbf{B} \) are given by

\[
b_{ij} = \begin{cases} 
1 - 4\mu \lambda_i + 8\mu^2 \lambda_i^2 + 4\mu^2 \lambda_j^2 & \text{for } i = j \\
4\mu^2 \lambda_i \lambda_j & \text{for } i \neq j
\end{cases}
\]

(3.28)

The value of the convergence factor \( \mu \) must be chosen in a range that guarantees the convergence of \( \mathbf{v}'(k) \). Since matrix \( \mathbf{B} \) is symmetric, it has only real-valued eigenvalues. Also since all entries of \( \mathbf{B} \) are also non-negative, the maximum among the sum of elements in any row of \( \mathbf{B} \) represents an upper bound to the maximum eigenvalue of \( \mathbf{B} \) and to the absolute value of any other eigenvalue, see pages 53 and 63 of [14] or the Gershgorin theorem in [15]. As a consequence, a sufficient condition to guarantee convergence is to force the sum of the elements in any row of \( \mathbf{B} \) to be kept in the range

\[
0 < \sum_{j=0}^N b_{ij} < 1
\]

(3.29)

the critical values of \( \mu \) are those for which the above equation approaches 1, as for any \( \mu \) the expression is always positive. This will occur only if the last three terms of equation (3.29) approach zero, that is

\[
-4\mu \lambda_i + 8\mu^2 \lambda_i^2 + 4\mu^2 \lambda_i \sum_{j=0}^N \lambda_j \approx 0
\]

After simple manipulation the stability condition obtained is

\[
0 < \mu < \frac{1}{2\lambda_{\text{max}}} + \frac{\sum_{j=0}^N \lambda_j}{\sum_{j=0}^N \lambda_j} < \frac{1}{\sum_{j=0}^N \lambda_j} = \frac{1}{\text{tr} [\mathbf{R}]}
\]

(3.30)

where the last and simpler expression is more widely used in practice because \( \text{tr} [\mathbf{R}] \) is quite simple to estimate since it is related with the Euclidean norm squared of the input signal vector, whereas an
estimate $\lambda_{\text{max}}$ is much more difficult to obtain. It will be shown in equation (3.45) that $\mu$ controls the speed of convergence of the MSE.

The upper bound obtained for the value of $\mu$ is important from the practical point of view, because it gives us an indication of the maximum value of $\mu$ that could be used in order to achieve convergence of the coefficients. However, the reader should be advised that the given upper bound is somewhat optimistic due to the approximations and assumptions made. In most cases, the value of $\mu$ should not be chosen close to the upper bound.

### 3.3.4 Behavior of the Error Signal

In this subsection, the mean value of the output error in the adaptive filter is calculated, considering that the unknown system model has infinite impulse response and there is measurement noise. The error signal, when an additional measurement noise is accounted for, is given by

$$e(k) = d'(k) - w^T(k)x(k) + n(k) \quad (3.31)$$

where $d'(k)$ is the desired signal without measurement noise. For a given known input vector $x(k)$, the expected value of the error signal is

$$E[e(k)] = E[d'(k)] - E[w^T(k)x(k)] + E[n(k)]$$

$$= E[d'(k)] - w_o^T x(k) + E[n(k)] \quad (3.32)$$

where $w_o$ is the optimal solution, i.e., the Wiener solution for the coefficient vector. Note that the input signal vector was assumed known in the above equation, in order to expose what can be expected if the adaptive filter converges to the optimal solution. If $d'(k)$ was generated through an infinite impulse response system, a residue error remains in the subtraction of the first two terms due to undermodeling (adaptive FIR filter with insufficient number of coefficients), i.e.,

$$E[e(k)] = E \left[ \sum_{i=N+1}^{\infty} h(i)x(k-i) \right] + E[n(k)] \quad (3.33)$$

where $h(i)$, for $i = N + 1, \ldots, \infty$, are the coefficients of the process that generated the part of $d'(k)$ not identified by the adaptive filter. If the input signal and $n(k)$ have zero mean, then $E[e(k)] = 0$.

### 3.3.5 Minimum Mean-Square Error

In this subsection, the minimum MSE is calculated for undermodeling situations and in the presence of additional noise. Let’s assume again the undermodeling case where the adaptive filter has less coefficients than the unknown system in a system identification setup. In this case we can write

$$d(k) = h^T x_\infty(k) + n(k)$$

$$= \begin{bmatrix} w_o^T & h^T \end{bmatrix} \begin{bmatrix} x(k) \\ \bar{x}_\infty(k) \end{bmatrix} + n(k) \quad (3.34)$$
where \( \mathbf{w}_o \) is a vector containing the first \( N + 1 \) coefficients of the unknown system impulse response, \( \overline{\mathbf{h}} \) contains the remaining elements of \( \mathbf{h} \). The output signal of an adaptive filter with \( N + 1 \) coefficients is given by

\[
y(k) = \mathbf{w}^T(k)\mathbf{x}(k)
\]

In this setup the MSE has the following expression

\[
\xi = E\{d^2(k) - 2\mathbf{w}_o^T \mathbf{x}(k)\mathbf{w}^T(k)\mathbf{x}(k) - 2\overline{\mathbf{h}}^T \mathbf{x}_\infty(k)\mathbf{w}^T(k)\mathbf{x}(k) - 2[\mathbf{w}^T(k)\mathbf{x}(k)]n(k) + [\mathbf{w}^T(k)\mathbf{x}(k)]^2\}
\]

\[
= E\left[d^2(k) - 2[\mathbf{w}^T(k) \mathbf{0}_\infty^T] \begin{bmatrix} \mathbf{x}(k) \\
\overline{\mathbf{x}}(k) \end{bmatrix} \begin{bmatrix} \mathbf{w}_o^T \\
\overline{\mathbf{h}}^T \end{bmatrix} \begin{bmatrix} \mathbf{x}(k) \\
\overline{\mathbf{x}}(k) \end{bmatrix} \right] + [\mathbf{w}^T(k)\mathbf{x}(k)]^2
\]

\[
= E[d^2(k)] - 2[\mathbf{w}^T(k) \mathbf{0}_\infty^T] \mathbf{R}_\infty \begin{bmatrix} \mathbf{w}_o \\
\overline{\mathbf{h}} \end{bmatrix} + \mathbf{w}^T(k)\mathbf{R}\mathbf{w}(k) \tag{3.35}
\]

where

\[
\mathbf{R}_\infty = E\left\{\begin{bmatrix} \mathbf{x}(k) \\
\overline{\mathbf{x}}(k) \end{bmatrix} \begin{bmatrix} \mathbf{x}^T(k) \\
\overline{\mathbf{x}}^T(\infty) \end{bmatrix}\right\}
\]

and \( \mathbf{0}_\infty \) is an infinite length vector whose elements are zeros. By calculating the derivative of \( \xi \) with respect to the coefficients of the adaptive filter, it follows that (see derivations around equations (2.91) and (2.148))

\[
\hat{\mathbf{w}}_o = \mathbf{R}^{-1}\text{trunc}\{\mathbf{p}_\infty\}_{N+1} = \mathbf{R}^{-1}\text{trunc}\left\{\mathbf{R}_\infty \begin{bmatrix} \mathbf{w}_o \\
\overline{\mathbf{h}} \end{bmatrix}\right\}_{N+1}
\]

\[
= \mathbf{R}^{-1}\text{trunc}\{\mathbf{R}_\infty \mathbf{h}\}_{N+1} \tag{3.36}
\]

where \( \text{trunc}\{\mathbf{a}\}_{N+1} \) represents a vector generated by retaining the first \( N + 1 \) elements of \( \mathbf{a} \). It should be noticed that the results of equations (3.35) and (3.36) are algorithm independent.

The minimum mean-square error can be obtained from equation (3.35), when assuming the input signal is a white noise uncorrelated with the additional noise signal, that is

\[
\xi_{\text{min}} = E[e^2(k)]_{\text{min}} = \sum_{i=N+1}^{\infty} h^2(i)E[x^2(k - i)] + E[n^2(k)]
\]

\[
= \sum_{i=N+1}^{\infty} h^2(i)\sigma_x^2 + \sigma_n^2 \tag{3.37}
\]

This minimum error is achieved when it is assumed that the adaptive-filter multiplier coefficients are frozen at their optimum values, refer to equation (2.148) for similar discussion. In case the adaptive filter has sufficient order to model the process that generated \( d(k) \), the minimum MSE that can be achieved is equal to the variance of the additional noise, given by \( \sigma_n^2 \). The reader should note that the effect of undermodeling discussed in this subsection generates an excess MSE with respect to \( \sigma_n^2 \).
3.3.6 Excess Mean-Square Error and Misadjustment

The result of the previous subsection assumes that the adaptive-filter coefficients converge to their optimal values, but in practice this is not so. Although the coefficient vector on average converges to \( \mathbf{w}_o \), the instantaneous deviation \( \Delta \mathbf{w}(k) = \mathbf{w}(k) - \mathbf{w}_o \), caused by the noisy gradient estimates, generates an excess MSE. The excess MSE can be quantified as described in the present subsection.

The output error at instant \( k \) is given by

\[
e(k) = d(k) - \mathbf{w}_o^T \mathbf{x}(k) - \Delta \mathbf{w}^T(k) \mathbf{x}(k)
\]

and by the orthogonality principle

\[
e^2(k) = e_o^2(k) - 2e_o(k)\Delta \mathbf{w}^T(k) \mathbf{x}(k) + \Delta \mathbf{w}^T(k) \mathbf{x}(k) \mathbf{x}^T(k) \Delta \mathbf{w}(k)
\] (3.38)

The so-called independence theory assumes that the vectors \( \mathbf{x}(k) \), for all \( k \), are statistically independent, allowing a simple mathematical treatment for the LMS algorithm. As mentioned before, this assumption is in general not true, especially in the case where \( \mathbf{x}(k) \) consists of the elements of a delay line. However, even in this case the use of the independence assumption is justified by the agreement between the analytical and the experimental results. With the independence assumption, \( \Delta \mathbf{w}(k) \) can be considered independent of \( \mathbf{x}(k) \), since only previous input vectors are involved in determining \( \Delta \mathbf{w}(k) \). By using the assumption and applying the expected value operator to equation (3.39), we have

\[
\xi(k) = E[e^2(k)]
\]

\[
\xi_{\min} - 2E[\Delta \mathbf{w}^T(k)]E[e_o(k)\mathbf{x}(k)] + E[\mathbf{w}^T(k)\mathbf{x}(k)\mathbf{x}^T(k)\Delta \mathbf{w}(k)]
\]

\[
\xi_{\min} - 2E[\mathbf{w}^T(k)]E[e_o(k)\mathbf{x}(k)] + E\{\mathbf{x}(k)\mathbf{x}^T(k)\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)\}
\]

\[
\xi_{\min} - 2E[\mathbf{w}^T(k)]E[e_o(k)\mathbf{x}(k)] + E\{\mathbf{x}(k)\mathbf{x}^T(k)\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)\}
\] (3.40)

where in the fourth equality we used the property \( \text{tr}[\mathbf{A} \cdot \mathbf{B}] = \text{tr}[\mathbf{B} \cdot \mathbf{A}] \). The last term of the above equation can be rewritten as

\[
\text{tr}\{E[\mathbf{x}(k)\mathbf{x}^T(k)]E[\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)]\}
\]

Since \( \mathbf{R} = E[\mathbf{x}(k)\mathbf{x}^T(k)] \) and by the orthogonality principle \( E[e_o(k)\mathbf{x}(k)] = 0 \), the above equation can be simplified as follows:

\[
\xi(k) = \xi_{\min} + E[\Delta \mathbf{w}^T(k)\mathbf{R}\Delta \mathbf{w}(k)]
\] (3.41)

The excess in the MSE is given by

\[
\Delta \xi(k) \equiv \xi(k) - \xi_{\min} = E[\Delta \mathbf{w}^T(k)\mathbf{R}\Delta \mathbf{w}(k)]
\]

\[
E\{\text{tr}[\mathbf{R}\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)]\}
\]

\[
\text{tr}\{E[\mathbf{R}\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)]\}
\] (3.42)

By using the fact that \( \mathbf{Q}\mathbf{Q}^T = \mathbf{I} \), the following relation results

\[
\Delta \xi(k) = \text{tr}\{E[\mathbf{Q}\mathbf{Q}^T\Delta \mathbf{w}(k)\Delta \mathbf{w}^T(k)]\}
\]

\[
= \text{tr}\{\mathbf{Q}\Lambda \text{cov}[\Delta \mathbf{w}(k)]\mathbf{Q}^T\}
\] (3.43)
Therefore,
\[
\Delta \xi(k) = \text{tr}\{\mathbf{A} \text{ cov}[\Delta \mathbf{w}'(k)]\}
\]  
(3.44)

From equation (3.27), it is possible to show that
\[
\Delta \xi(k) = \sum_{i=0}^{N} \lambda_i v'_i(k) = \mathbf{\lambda}^T \mathbf{v}'(k)
\]  
(3.45)

Since
\[
v'_i(k + 1) = (1 - 4\mu\lambda_i + 8\mu^2\lambda_i^2)v'_i(k) + 4\mu^2\lambda_i \sum_{j=0}^{N} \lambda_j v'_j(k) + 4\mu^2\sigma^2_n \lambda_i
\]  
(3.46)

and \(v'_i(k + 1) \approx v'_i(k)\) for large \(k\), we can apply a summation operation to the above equation in order to obtain
\[
\sum_{j=0}^{N} \lambda_j v'_j(k) = \frac{\mu\sigma^2_n \sum_{i=0}^{N} \lambda_i + 2\mu \sum_{i=0}^{N} \lambda_i^2 v'_i(k)}{1 - \mu \sum_{i=0}^{N} \lambda_i}
\]
\[
\approx \frac{\mu\sigma^2_n \sum_{i=0}^{N} \lambda_i}{1 - \mu \sum_{i=0}^{N} \lambda_i}
\]
\[
= \frac{\mu\sigma^2_n \text{tr}[\mathbf{R}]}{1 - \mu \text{tr}[\mathbf{R}]}
\]  
(3.47)

where the term \(2\mu \sum_{i=0}^{N} \lambda_i^2 v'_i(k)\) was considered very small as compared to the remaining terms of the numerator. This assumption is not easily justifiable, but is valid for small values of \(\mu\).

The excess mean-square error can then be expressed as
\[
\xi_{\text{exc}} = \lim_{k \to \infty} \Delta \xi(k) \approx \frac{\mu\sigma^2_n \text{tr}[\mathbf{R}]}{1 - \mu \text{tr}[\mathbf{R}]}
\]  
(3.48)

This equation, for very small \(\mu\), can be approximated by
\[
\xi_{\text{exc}} \approx \mu\sigma^2_n \text{tr}[\mathbf{R}] = \mu(N + 1)\sigma^2_n \sigma^2_x
\]  
(3.49)

where \(\sigma^2_x\) is the input signal variance and \(\sigma^2_n\) is the additional-noise variance.

The misadjustment \(M\), defined as the ratio between the \(\xi_{\text{exc}}\) and the minimum MSE, is a common parameter used to compare different adaptive signal processing algorithms. For the LMS algorithm, the misadjustment is given by
\[
M \triangleq \frac{\xi_{\text{exc}}}{\xi_{\text{min}}} \approx \frac{\mu \text{tr}[\mathbf{R}]}{1 - \mu \text{tr}[\mathbf{R}]}
\]  
(3.50)
3.3 Some Properties of the LMS Algorithm

3.3.7 Transient Behavior

Before the LMS algorithm reaches the steady-state behavior, a number of iterations are spent in the transient part. During this time, the adaptive-filter coefficients and the output error change from their initial values to values close to that of the corresponding optimal solution.

In the case of the adaptive-filter coefficients, the convergence in the mean will follow \((N + 1)\) geometric decaying curves with ratios \(r_{wi} = (1 - 2\mu\lambda_i)\). Each of these curves can be approximated by an exponential envelope with time constant \(\tau_{wi}\) as follows (see equation (3.18)) [2]:

\[
r_{wi} = e^{-\frac{1}{\tau_{wi}}} = 1 - \frac{1}{\tau_{wi}} + \frac{1}{2!\tau_{wi}^2} + \cdots
\]

(3.51)

where for each iteration, the decay in the exponential envelope is equal to the decay in the original geometric curve. In general, \(r_{wi}\) is slightly smaller than one, especially for the slowly decreasing modes corresponding to small \(\lambda_i\) and \(\mu\). Therefore,

\[
r_{wi} = (1 - 2\mu\lambda_i) \approx 1 - \frac{1}{\tau_{wi}}
\]

(3.52)

then

\[
\tau_{wi} = \frac{1}{2\mu\lambda_i}
\]

for \(i = 0, 1, \ldots, N\). Note that in order to guarantee convergence of the tap coefficients in the mean, \(\mu\) must be chosen in the range \(0 < \mu < 1/\lambda_{\text{max}}\) (see equation (3.19)).

According to equation (3.30), for the convergence of the MSE the range of values for \(\mu\) is \(0 < \mu < 1/\text{tr}[R]\), and the corresponding time constant can be calculated from matrix \(B\) in equation (3.27), by considering the terms in \(\mu^2\) small as compared to the remaining terms in matrix \(B\). In this case, the geometric decaying curves have ratios given by \(r_{ei} = (1 - 4\mu\lambda_i)\) that can be fitted to exponential envelopes with time constants given by

\[
\tau_{ei} = \frac{1}{4\mu\lambda_i}
\]

(3.53)

for \(i = 0, 1, \ldots, N\). In the convergence of both the error and the coefficients, the time required for the convergence depends on the ratio of eigenvalues of the input signal correlation matrix.

Returning to the tap coefficients case, if \(\mu\) is chosen to be approximately \(1/\lambda_{\text{max}}\) the corresponding time constant for the coefficients is given by

\[
\tau_{wi} \approx \frac{\lambda_{\text{max}}}{2\lambda_i} \leq \frac{\lambda_{\text{max}}}{2\lambda_{\text{min}}}
\]

(3.54)

Since the mode with the highest time constant takes longer to reach convergence, the rate of convergence is determined by the slowest mode given by \(\tau_{w_{\text{max}}} = \lambda_{\text{max}}/(2\lambda_{\text{min}})\). Suppose the convergence is considered achieved when the slowest mode provides an attenuation of 100, i.e.,

\[
e^{-\frac{k}{\tau_{w_{\text{max}}}}} = 0.01
\]
this requires the following number of iterations in order to reach convergence:

\[ k \approx 4.6 \frac{\lambda_{\text{max}}}{2\lambda_{\text{min}}} \]

The above situation is quite optimistic because \( \mu \) was chosen to be high. As mentioned before, in practice we should choose the value of \( \mu \) much smaller than the upper bound. For an eigenvalue spread approximating one, according to equation (3.30) let’s choose \( \mu \) smaller than \( 1/[(N + 3)\lambda_{\text{max}}] \).\(^2\) In this case, the LMS algorithm will require at least

\[ k \approx 4.6 \frac{(N + 3)\lambda_{\text{max}}}{2\lambda_{\text{min}}} \approx 2.3(N + 3) \]

iterations to achieve convergence in the coefficients.

The analytical results presented in this section are valid for stationary environments. The LMS algorithm can also operate in the case of nonstationary environments, as shown in the following section.

### 3.4 LMS ALGORITHM BEHAVIOR IN NONSTATIONARY ENVIRONMENTS

In practical situations, the environment in which the adaptive filter is embedded may be nonstationary. In these cases, the input signal autocorrelation matrix and/or the cross-correlation vector, denoted respectively by \( R(k) \) and \( p(k) \), are/is varying with time. Therefore, the optimal solution for the coefficient vector is also a time-varying vector given by \( w_o(k) \).

Since the optimal coefficient vector is not fixed, it is important to analyze if the LMS algorithm will be able to track changes in \( w_o(k) \). It is also of interest to learn how the tracking error in the coefficients given by \( E[w(k)] - w_o(k) \) will affect the output MSE. It will be shown later that the excess MSE caused by lag in the tracking of \( w_o(k) \) can be separated from the excess MSE caused by the measurement noise, and therefore, without loss of generality, in the following analysis the additional noise will be considered zero.

The coefficient-vector updating in the LMS algorithm can be written in the following form

\[
w(k + 1) = w(k) + 2\mu x(k)e(k) = w(k) + 2\mu x(k)[d(k) - x^T(k)w(k)] \quad (3.55)
\]

Since

\[
d(k) = x^T(k)w_o(k) \quad (3.56)
\]

the coefficient updating can be expressed as follows:

\[
w(k + 1) = w(k) + 2\mu x(k)[x^T(k)w_o(k) - x^T(k)w(k)] \quad (3.57)
\]

\(^2\)This choice also guarantees the convergence of the MSE.
Now assume that an ensemble of a nonstationary adaptive identification process has been built, where the input signal in each experiment is taken from the same stochastic process. The input signal is considered stationary. This assumption results in a fixed $R$ matrix, and the nonstationarity is caused by the desired signal that is generated by applying the input signal to a time-varying system. With these assumptions, by using the expected value operation to the ensemble, with the coefficient updating in each experiment given by equation (3.57), and additionally assuming that $w(k)$ is independent of $x(k)$ yields

$$E[w(k+1)] = E[w(k)] + 2\mu E[x(k)x^T(k)]w_o(k) - 2\mu E[x(k)x^T(k)]E[w(k)]$$
$$= E[w(k)] + 2\mu R\{w_o(k) - E[w(k)]\}$$

(3.58)

If the lag in the coefficient vector is defined by

$$l_w(k) = E[w(k)] - w_o(k)$$

(3.59)

equation (3.58) can be rewritten as

$$l_w(k + 1) = (I - 2\mu R)l_w(k) - w_o(k + 1) + w_o(k)$$

(3.60)

In order to simplify our analysis, we can premultiply the above equation by $Q^T$, resulting in a decoupled set of equations given by

$$l'_w(k + 1) = (I - 2\mu \Lambda)l'_w(k) - w'_o(k + 1) + w'_o(k)$$

(3.61)

where the vectors with superscript are the original vectors projected onto the transformed space. As can be noted, each element of the lag-error vector is determined by the following relation

$$l'_i(k + 1) = (1 - 2\mu \lambda_i)l'_i(k) - w'_oi(k + 1) + w'_oi(k)$$

(3.62)

where $l'_i(k)$ is the $i$th element of $l'_w(k)$. By properly interpreting the above equation, we can say that the lag is generated by applying the transformed instantaneous optimal coefficient to a first-order discrete-time lag filter denoted as $L''_i(z)$, i.e.,

$$L'_i(z) = \frac{z - 1}{z - 1 + 2\mu \lambda_i}W'_o(z) = L''_i(z)W'_o(z)$$

(3.63)

The discrete-time filter transient response converges with a time constant of the exponential envelope given by

$$\tau_i = \frac{1}{2\mu \lambda_i}$$

(3.64)

which is of course different for each individual tap. Therefore, the tracking ability of the coefficients in the LMS algorithm is dependent on the eigenvalues of the input signal correlation matrix.

The lag in the adaptive-filter coefficients leads to an excess mean-square error. In order to calculate the excess MSE, suppose that each element of the optimal coefficient vector is modeled as a first-order Markov process. This nonstationary situation can be considered somewhat simplified as compared with some real practical situations. However, it allows a manageable mathematical analysis while
retaining the essence of handling the more complicated cases. The first-order Markov process is described by

\[ w_o(k) = \lambda_w w_o(k-1) + n_w(k) \]  

(3.65)

where \( n_w(k) \) is a vector whose elements are zero-mean white noise processes with variance \( \sigma_w^2 \), and \( \lambda_w < 1 \). Note that \( (1 - 2\mu\lambda_i) < \lambda_w < 1 \), for \( i = 0, 1, \ldots, N \), since the optimal coefficients values must vary slower than the adaptive-filter tracking speed, i.e., \( \frac{1}{2\mu\lambda_i} < \frac{1}{1-\lambda_w} \). This model may not represent an actual system when \( \lambda_w \to 1 \), since the \( E[w_o(k)w_o^T(k)] \) will have unbounded elements if, for example, \( n_w(k) \) is not exactly zero mean. A more realistic model would include a factor \( (1 - \lambda_w)^p \), for \( p \geq 1 \), multiplying \( n_w(k) \) in order to guarantee that \( E[w_o(k)w_o^T(k)] \) is bounded. In the following discussions, this case will not be considered since the corresponding results can be easily derived (see problem 14).

From equations (3.62) and (3.63), we can infer that the lag-error vector elements are generated by applying a first-order discrete-time system to the elements of the unknown system coefficient vector, both in the transformed space. On the other hand, the coefficients of the unknown system are generated by applying each element of the noise vector \( n_w(k) \) to a first-order all-pole filter, with the pole placed at \( \lambda_w \). For the unknown coefficient vector with the above model, the lag-error vector elements can be generated by applying each element of the transformed noise vector \( n'_w(k) = Q^T n_w(k) \) to a discrete-time filter with transfer function

\[ H_i(z) = \frac{-(z - 1)}{(z - 1 + 2\mu\lambda_i)(z - \lambda_w)} \]  

(3.66)

This transfer function consists of a cascade of the lag filter \( L''_i(z) \) with the all-pole filter representing the first-order Markov process as illustrated in Fig. 3.2. Using the inverse \( Z \)-transform, the variance of the elements of the vector \( l'_w(k) \) can then be calculated by

\[ E[l'_i^2(k)] = \frac{1}{2\pi j} \oint H_i(z)H_i(z^{-1})\sigma_w^2 z^{-1} dz \]

\[ = \left[ \frac{1}{(1 - \lambda_w - 2\mu\lambda_i)(1 - \lambda_w + 2\mu\lambda_i\lambda_w)} \right] \left[ \frac{-\mu\lambda_i}{1 - \mu\lambda_i} + \frac{1 - \lambda_w}{1 + \lambda_w} \right] \sigma_w^2 \]  

(3.67)

If \( \lambda_w \) is considered very close to 1, it is possible to simplify the above equation as

\[ E[l'_i^2(k)] \approx \frac{\sigma_w^2}{4\mu\lambda_i(1 - \mu\lambda_i)} \]  

(3.68)

\[ n'_w_i(k) \rightarrow L''_i(z) \rightarrow \frac{z}{z - \lambda_w} \rightarrow l'_i(k) \]  

Figure 3.2 Lag model in nonstationary environment.
Any error in the coefficient vector of the adaptive filter as compared to the optimal coefficient filter generates an excess MSE (see equation (3.41)). Since the lag is one source of error in the adaptive-filter coefficients, then the excess MSE due to lag is given by

\[ \xi_{\text{lag}} = E[l_k^T R_l(k)] 
= E[\text{tr}[R_l(k)l_k]] 
= \text{tr}[E[R_l(k)l_k]] 
= \sum_{i=0}^{N} \lambda_i E[l_i^2(k)] 
\approx \frac{\sigma_w^2}{4\mu} \sum_{i=0}^{N} \frac{1}{1 - \mu \lambda_i} \]  
\tag{3.69}

If \( \mu \) is very small, the MSE due to lag tends to infinity indicating that the LMS algorithm, in this case, cannot track any change in the environment. On the other hand, for \( \mu \) appropriately chosen the algorithm can track variations in the environment leading to an excess MSE. This excess MSE depends on the variance of the optimal coefficient disturbance and on the values of the input signal autocorrelation matrix eigenvalues, as indicated in equation (3.69). On the other hand, if \( \mu \) is very small and \( \lambda_W \) is not very close to 1, the approximation for equation (3.67) becomes

\[ E[l_i^2(k)] \approx \frac{\sigma_w^2}{1 - \lambda_W^2} \]  
\tag{3.70}

As a result the MSE due to lag is given by

\[ \xi_{\text{lag}} \approx \frac{(N + 1)\sigma_w^2}{1 - \lambda_W^2} \]  
\tag{3.71}

It should be noticed that \( \lambda_W \) closer to 1 than the modes of the adaptive filter is the common operation region, therefore the result of equation (3.71) is not discussed further.

Now we analyze how the error due to lag interacts with the error generated by the noisy calculation of the gradient in the LMS algorithm. The overall error in the taps is given by

\[ \Delta w(k) = w(k) - w_o(k) = \{w(k) - E[w(k)]\} + \{E[w(k)] - w_o(k)\} \]  
\tag{3.72}

where the first error in the above equation is due to the additional noise and the second is the error due to lag. The overall excess MSE can then be expressed as

\[ \xi_{\text{total}} = E[(w(k) - w_o(k))^T R(w(k) - w_o(k))] 
\approx E[(w(k) - E[w(k)])^T R(w(k) - E[w(k)])] 
+ E[(E[w(k)] - w_o(k))^T R(E[w(k)] - w_o(k))] \]  
\tag{3.73}

since \( 2E[(w(k) - E[w(k)])^T R(E[w(k)] - w_o(k))] \approx 0 \), if we consider the fact that \( w_o(k) \) is kept fixed in each experiment of the ensemble. As a consequence, an estimate for the overall excess MSE
can be obtained by adding the results of equations (3.48) and (3.69), i.e.,

\[ \xi_{\text{total}} \approx \frac{\mu \sigma_n^2 \text{tr}[R]}{1 - \mu \text{tr}[R]} + \frac{\sigma_w^2}{4\mu} \sum_{i=0}^{N} \frac{1}{1 - \mu \lambda_i} \]  

(3.74)

If small \( \mu \) is employed, the above equation can be simplified as follows:

\[ \xi_{\text{total}} \approx \mu \sigma_n^2 \text{tr}[R] + \frac{\sigma_w^2}{4\mu} (N + 1) \]  

(3.75)

Differentiating the above equation with respect to \( \mu \) and setting the result to zero yields an optimum value for \( \mu \) given by

\[ \mu_{\text{opt}} = \sqrt{\frac{(N + 1)\sigma_w^2}{4\sigma_n^2 \text{tr}[R]}} \]  

(3.76)

The \( \mu_{\text{opt}} \) is supposed to lead to the minimum excess MSE. However, the user should bear in mind that the \( \mu_{\text{opt}} \) can only be used if it satisfies stability conditions, and if its value can be considered small enough to validate equation (3.75). Also this value is optimum only when quantization effects are not taken into consideration, where for short-wordlength implementation the best \( \mu \) should be chosen following the guidelines given in the Appendix B. It should also be mentioned that the study of the misadjustment due to nonstationarity of the environment is considerably more complicated when the input signal and the desired signal are simultaneously nonstationary [8], [10]-[17]. Therefore, the analysis presented here is only valid if the assumptions made are valid. However, the simplified analysis provides a good sample of the LMS algorithm behavior in a nonstationary environment and gives a general indication of what can be expected in more complicated situations.

The results of the analysis of the previous sections are obtained assuming that the algorithm is implemented with infinite precision\(^3\). However, the widespread use of adaptive-filtering algorithms in real-time requires their implementation with short wordlength, in order to meet the speed requirements. When implemented with short-wordlength precision the LMS algorithm behavior can be very different from what is expected in infinite precision. In particular, when the convergence factor \( \mu \) tends to zero it is expected that the minimum mean-square error is reached in steady state; however, due to quantization effects the MSE tends to increase significantly if \( \mu \) is reduced below a certain value. In fact, the algorithm can stop updating some filter coefficients if \( \mu \) is not chosen appropriately. Appendix B, section B.1, presents detailed analysis of the quantization effects in the LMS algorithm.

### 3.5 COMPLEX LMS ALGORITHM

The LMS algorithm for complex signals, which often appear in communications applications, is derived in Appendix A. References [18]-[19] provide details related to complex differentiation required to generate algorithms working in environments with complex signals.

\(^3\)This is an abuse of language, by infinite precision we mean very long wordlength.
By recalling that the LMS algorithm utilizes instantaneous estimates of matrix $R$, denoted by $\hat{R}(k)$, and of vector $p$, denoted by $\hat{p}(k)$, given by

$$\hat{R}(k) = x(k)x^H(k)$$
$$\hat{p}(k) = d^*(k)x(k)$$  (3.77)

The actual objective function being minimized is the instantaneous square error $|e(k)|^2$. According to the derivations in section A.3, the expression of the gradient estimate is

$$\hat{g}_w \{ e(k)e^*(k) \} = -e^*(k)x(k)$$  (3.78)

By utilizing the output error definition for the complex environment case and the instantaneous gradient expression, the updating equations for the complex LMS algorithm are described by

$$\begin{cases}
e(k) = d(k) - w^H(k)x(k) \\
w(k + 1) = w(k) + \mu_c e^*(k)x(k)
\end{cases}$$  (3.79)

If the convergence factor $\mu_c = 2\mu$, the expressions for the coefficient updating equation of the complex and real cases have the same form and the analysis results for the real case equally applies to the complex case\(^4\).

An iteration of the complex LMS requires $N + 2$ complex multiplications for the filter coefficient updating and $N + 1$ complex multiplications for the error generation. In a non-optimized form each complex multiplication requires four real multiplications. The detailed description of the complex LMS algorithm is shown in the table denoted as Algorithm 3.2. As for any adaptive-filtering algorithm, the initialization is not necessarily performed as described in Algorithm 3.2, where the coefficients of the adaptive filter are started with zeros.

### 3.6 EXAMPLES

In this section, a number of examples are presented in order to illustrate the use of the LMS algorithm as well as to verify theoretical results presented in the previous sections.

#### 3.6.1 Analytical Examples

Some analytical tools presented so far are employed to characterize two interesting types of adaptive-filtering problems. The problems are also solved with the LMS algorithm.

**Example 3.1**

A Gaussian white noise with unit variance colored by a filter with transfer function

\(^4\)The missing factor 2 here originates from the term $\frac{1}{2}$ in definition of the gradient that we opted to use in order to be coherent with most literature, in actual implementation the factor 2 of the real case is usually incorporated to the $\mu$.\)
Algorithm 3.2
Complex LMS Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0) = w(0) = [0 0 \ldots 0]^T$</td>
</tr>
<tr>
<td>Do for $k \geq 0$</td>
</tr>
<tr>
<td>$e(k) = d(k) - w^H(k)x(k)$</td>
</tr>
<tr>
<td>$w(k + 1) = w(k) + \mu c e^*(k)x(k)$</td>
</tr>
</tbody>
</table>

$H_{in}(z) = \frac{1}{z - 0.5}$

is transmitted through a communication channel with model given by

$H_c(z) = \frac{1}{z + 0.8}$

and with the channel noise being Gaussian white noise with variance $\sigma^2_n = 0.1$.

Fig. 3.3 illustrates the experimental environment. Note that $x'(k)$ is generated by first applying Gaussian white noise with variance $\sigma^2_{in} = 1$ to a filter with transfer function $H_{in}(z)$. The result is applied to a communication channel with transfer function $H_c(z)$, and then Gaussian channel noise with variance $\sigma^2_n = 0.1$ is added. On the other hand, $d(k)$ is generated by applying the same Gaussian noise with variance $\sigma^2_{in} = 1$ to the filter with transfer function $H_{in}(z)$, with the result delayed by $L$ samples.

(a) Determine the best value for the delay $L$.

(b) Compute the Wiener solution.

(c) Choose an appropriate value for $\mu$ and plot the convergence path for the LMS algorithm on the MSE surface.

(d) Plot the learning curves of the MSE and the filter coefficients in a single run as well as for the average of 25 runs.
Solution:

(a) In order to determine $L$, we will examine the behavior of the cross-correlation between the adaptive-filter input signal denoted by $x'(k)$ and the reference signal $d(k)$.

\[
\begin{align*}
\text{Figure 3.3} & \quad \text{Channel equalization of Example 3.1.}
\end{align*}
\]

The cross-correlation between $d(k)$ and $x'(k)$ is given by

\[
p(i) = E[d(k)x'(k - i)] = \frac{1}{2\pi j} \oint H_{in}(z)z^{-L}z^{-1}H_{in}(z^{-1})H_{c}(z^{-1})\sigma_{in}^{2} \frac{dz}{z}
\]

where the integration path is a counterclockwise closed contour corresponding to the unit circle.

The contour integral of the above equation can be solved through the Cauchy’s residue theorem. For $L = 0$ and $L = 1$, the general solution is

\[
p(0) = E[d(k)x'(k)] = \sigma_{in}^{2} [0.5^{-L+1} \frac{1}{0.75} \frac{1}{1.4}]
\]

where in order to obtain $p(0)$, we computed the residue at the pole located at 0.5. The values of the cross-correlation for $L = 0$ and $L = 1$ are respectively

\[
p(0) = 0.47619
\]

\[
p(0) = 0.95238
\]

For $L = 2$, we have that

\[
p(0) = \sigma_{in}^{2} [0.5^{-L+1} \frac{1}{0.75} \frac{1}{1.4} - 2] = -0.09522
\]

where in this case we computed the residues at the poles located at 0.5 and at 0, respectively. For $L = 3$, we have

\[
p(0) = \sigma_{in}^{2} [0.5^{-L+1} \frac{1}{1.05} - 3.4] = 0.4095
\]
From the above analysis, we see that the strongest correlation between \( x'(k) \) and \( d(k) \) occurs for \( L = 1 \). For this delay, the equalization is more effective. As a result, from the above calculations, we can obtain the elements of vector \( p \) as follows:

\[
p = \begin{bmatrix}
p(0) \\
p(1)
\end{bmatrix} = \begin{bmatrix}
0.9524 \\
0.4762
\end{bmatrix}
\]

Note that \( p(1) \) for \( L = 1 \) is equal to \( p(0) \) for \( L = 0 \).

The elements of the correlation matrix of the adaptive-filter input signal are calculated as follows:

\[
r(i) = E[x'(k)x'(k - i)] \\
= \frac{1}{2\pi j} \oint H_{in}(z)H_c(z)z^iH_{in}(z^{-1})H_c(z^{-1})\sigma^2_{in} \frac{dz}{z} + \sigma^2_n \delta(i) \\
= \frac{1}{2\pi j} \oint \frac{1}{z - 0.5} + \frac{1}{z + 0.8}z^i \frac{dz}{1 - 0.5z} + \frac{\sigma^2_{in}}{z^2} \frac{dz}{z} + \sigma^2_n \delta(i)
\]

where again the integration path is a counterclockwise closed contour corresponding to the unit circle, and \( \delta(i) \) is the unitary impulse. Solving the contour integral equation, we obtain

\[
r(0) = E[x'^2(k)] \\
= \sigma^2_{in} \left[ \frac{1}{1.3} \frac{0.5}{0.75} \frac{1}{1.4} + \frac{-1}{1.3} \frac{-0.8}{1.4} \frac{1}{0.36} \right] + \sigma^2_n = 1.6873
\]

where the in order to obtain \( r(0) \), we computed the residues at the poles located at 0.5 and -0.8, respectively. Similarly, we have that

\[
r(1) = E[x'(k)x'(k - 1)] \\
= \sigma^2_{in} \left[ \frac{1}{1.3} \frac{1}{0.75} \frac{1}{1.4} + \frac{-1}{1.3} \frac{1}{1.4} \frac{1}{0.36} \right] = -0.7937
\]

where again we computed the residues at the poles located at 0.5 and -0.8, respectively.

The correlation matrix of the adaptive-filter input signal is given by

\[
R = \begin{bmatrix}
1.6873 & -0.7937 \\
-0.7937 & 1.6873
\end{bmatrix}
\]

(b) The coefficients corresponding to the Wiener solution are given by

\[
w_o = R^{-1}p = 0.45106 \begin{bmatrix}
1.6873 \\
0.7937
\end{bmatrix} \begin{bmatrix}
0.9524 \\
0.4762
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0.8953 \\
0.7034
\end{bmatrix}
\]

(c) The LMS algorithm is applied to minimize the MSE using a convergence factor \( \mu = 1/40\text{tr}[R] \), where \( \text{tr}[R] = 3.3746 \). The value of \( \mu \) is 0.0074. This small value of the convergence factor allows a
smooth convergence path. The convergence path of the algorithm on the MSE surface is depicted in Fig. 3.4. As can be noted, the path followed by the LMS algorithm looks like a noisy steepest-descent path. It first approaches the main axis (eigenvector) corresponding to the smaller eigenvalue, and then follows toward the minimum in a direction increasingly aligned with this main axis.

(d) The learning curves of the MSE and the filter coefficients, in a single run are depicted in Fig. 3.5. The learning curves of the MSE and the filter coefficients, obtained by averaging the results of 25 runs, are depicted in Fig. 3.6. As can be noted, these curves are less noisy than in the single run case.

Figure 3.4 Convergence path on the MSE surface.

The adaptive-filtering problems discussed so far assumed that the signals taken from the environment were stochastic signals. Also, by assuming these signals were ergodic, we have shown that the adaptive filter is able to approach the Wiener solution by replacing the ensemble average by time averages. In conclusion, we can assume that the solution reached by the adaptive filter is based on time averages of the cross-correlations of the environment signals.

For example, if the environment signals are periodic deterministic signals, the optimal solution depends on the time average of the related cross-correlations computed over one period of the signals.
Figure 3.5  (a) Learning curve of the instantaneous squared error (b) Learning curves of the coefficients, a - first coefficient, b - second coefficient, c - optimal value for the first coefficient, d - optimal value of the second coefficient.
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Figure 3.6  (a) Learning curve of the MSE (b) Learning curves of the coefficients. Average of 25 runs. a - first coefficient, b - second coefficient, c - optimal value of the first coefficient, d - optimal value of the second coefficient.
Note that in this case, the solution obtained using an ensemble average would be time varying since we are dealing with a nonstationary problem. The following examples illustrate this issue.

**Example 3.2**

Suppose in an adaptive-filtering environment, the input signal consists of

\[ x(k) = \cos(\omega_0 k) \]

The desired signal is given by

\[ d(k) = \sin(\omega_0 k) \]

where \( \omega_0 = \frac{2\pi}{M} \). In this case \( M = 7 \).

Compute the optimal solution for a first-order adaptive filter.

**Solution:**

In this example, the signals involved are deterministic and periodic. If the adaptive-filter coefficients are fixed, the error is a periodic signal with period \( M \). In this case, the objective function that will be minimized by the adaptive filter is the average value of the squared error defined by

\[
\bar{E}[e^2(k)] = \frac{1}{M} \sum_{m=0}^{M-1} [e^2(k - m)] \\
= \bar{E}[d^2(k)] - 2w^T \bar{p} + w^T \bar{R}w
\]  

(3.80)

where

\[
\bar{R} = \begin{bmatrix}
\bar{E}[\cos^2(\omega_0 k)] & \bar{E}[\cos(\omega_0 k) \cos(\omega_0 (k - 1))] \\
\bar{E}[\cos(\omega_0 k) \cos(\omega_0 (k - 1))] & \bar{E}[\cos^2(\omega_0 k)]
\end{bmatrix}
\]

and

\[
\bar{p} = \begin{bmatrix}
\bar{E}[\sin(\omega_0 k) \cos(\omega_0 k)] \\
\bar{E}[\sin(\omega_0 k) \cos(\omega_0 (k - 1))]
\end{bmatrix}^T
\]

The expression for the optimal coefficient vector can be easily derived.

\[
w_o = \bar{R}^{-1} \bar{p}
\]

Now the above results are applied to the problem described. The elements of the vector \( \bar{p} \) are calculated as follows:
The elements of the correlation matrix of the adaptive-filter input signal are calculated as follows:

\[ \bar{r}(i) = \bar{E}[x(k)x(k - i)] \]

\[ = \frac{1}{M} \sum_{m=0}^{M-1} \left[ \cos(\omega_0(k - m)) \cos(\omega_0(k - m - i)) \right] \]

where

\[ \bar{r}(0) = \bar{E}[\cos^2(\omega_0(k))] = 0.5 \]
\[ \bar{r}(1) = \bar{E}[\cos(\omega_0(k)) \cos(\omega_0(k - 1))] = 0.3117 \]

The correlation matrix of the adaptive-filter input signal is given by

\[ \bar{R} = \begin{bmatrix} 0.5 & 0.3117 \\ 0.3117 & 0.5 \end{bmatrix} \]

The coefficients corresponding to the optimal solution are given by

\[ \bar{w}_o = \bar{R}^{-1} \bar{p} = \begin{bmatrix} -0.7972 \\ 1.2788 \end{bmatrix} \]

Example 3.3

(a) Assume the input and desired signals are deterministic and periodic with period \( M \). Study the LMS algorithm behavior.

(b) Choose an appropriate value for \( \mu \) in the previous example and plot the convergence path for the LMS algorithm on the average error surface.
Solution:

(a) It is convenient at this point to recall the coefficient updating of the LMS algorithm

\[ w(k + 1) = w(k) + 2\mu x(k) e(k) = w(k) + 2\mu x(k) \left[ d(k) - x^T(k)w(k) \right] \]

This equation can be rewritten as

\[ w(k + 1) = \left[ I - 2\mu x(k)x^T(k) \right] w(k) + 2\mu d(k)x(k) \]  

(3.81)

The solution of equation (3.81), as a function of the initial values of the adaptive-filter coefficients, is given by

\[ w(k + 1) = \prod_{i=0}^{k} \left[ I - 2\mu x(i)x^T(i) \right] w(0) + \sum_{i=0}^{k} \prod_{j=i+1}^{k} \left[ I - 2\mu x(j)x^T(j) \right] 2\mu d(i)x(i) \]  

(3.82)

where we define that \( \prod_{j=k+1}^{k} [ \cdot ] = 1 \) for the second product.

Assuming the value of the convergence factor \( \mu \) is small enough to guarantee that the LMS algorithm will converge, the first term on the right-hand side of the above equation will vanish as \( k \to \infty \). The resulting expression for the coefficient vector is given by

\[ w(k + 1) = \sum_{i=0}^{k} \prod_{j=i+1}^{k} \left[ I - 2\mu x(j)x^T(j) \right] 2\mu d(i)x(i) \]

The analysis of the above solution is not straightforward. Following an alternative path based on averaging the results in a period \( M \), we can reach conclusive results.

Let us define the average value of the adaptive-filter parameters as follows:

\[ \overline{w(k + 1)} = \frac{1}{M} \sum_{m=0}^{M-1} w(k + 1 - m) \]

Similar definition can be applied to the remaining parameters of the algorithm.

Considering that the signals are deterministic and periodic, we can apply the average operation to equation (3.81). The resulting equation is

\[ \overline{w(k + 1)} = \frac{1}{M} \sum_{m=0}^{M-1} \left[ I - 2\mu x(k - m)x^T(k - m) \right] w(k - m) + \frac{1}{M} \sum_{m=0}^{M-1} 2\mu d(k - m)x(k - m) \]

\[ = \left[ I - 2\mu x(k)x^T(k) \right] w(k) + 2\mu d(k)x(k) \]  

(3.83)

For large \( k \) and small \( \mu \), it is expected that the parameters converge to the neighborhood of the optimal solution. In this case, we can consider that \( \overline{w(k + 1)} \approx w(k) \) and that the following approximation
is valid

\[ \mathbf{x}(k)\mathbf{x}^T(k)\mathbf{w}(k) \approx \mathbf{x}(k)\mathbf{x}^T(k) - \mathbf{w}(k) \]

since the parameters after convergence wander around the optimal solution. Using these approximations in (3.83), the average values of the parameters in the LMS algorithm for periodic signals are given by

\[ \mathbf{w}(k) \approx \mathbf{x}(k)\mathbf{x}^T(k)^{-1}d(k)\mathbf{x}(k) = \mathbf{R}^{-1}\mathbf{p} \]

(b) The LMS algorithm is applied to minimize the squared error of the problem described in Example 3.2 using a convergence factor \( \mu = 1/100\text{tr}[\mathbf{R}] \), where \( \text{tr}[\mathbf{R}] = 1 \). The value of \( \mu \) is 0.01. The convergence path of the algorithm on the MSE surface is depicted in Fig. 3.7. As can be verified, the parameters generated by the LMS algorithm approach the optimal solution.

![Convergence path on the MSE surface.](image)

**Example 3.4**

The leaky LMS algorithm has the following updating equation

\[ \mathbf{w}(k + 1) = (1 - 2\mu\gamma)\mathbf{w}(k) + 2\mu e(k)\mathbf{x}(k) \]  \hspace{1cm} (3.84)

where \( 0 < \gamma << 1 \).
(a) Compute the range of values of $\mu$ such that the coefficients converge in average.

(b) What is the objective function this algorithm actually minimizes?

(c) What happens to the filter coefficients if the error and/or input signals become zero?

Solution:

(a) By utilizing the error expression we generate the coefficient updating equation given by

\[
\mathbf{w}(k+1) = \{\mathbf{I} - 2\mu[\mathbf{x}(k)\mathbf{x}^T(k) + \gamma \mathbf{I}]\}\mathbf{w}(k) + 2\mu d(k)\mathbf{x}(k)
\]

By applying the expectation operation it follows that

\[
E[\mathbf{w}(k+1)] = \{\mathbf{I} - 2\mu[\mathbf{R} + \gamma \mathbf{I}]\} E[\mathbf{w}(k)] + 2\mu \mathbf{p}
\]

The inclusion of $\gamma$ is equivalent to add a white noise to the input signal $x(n)$, such that a value of $\gamma$ is added to the eigenvalues of the input signal autocorrelation matrix. As a result, the condition for the stability in the mean for the coefficients is expressed as

\[
0 < \mu < \frac{1}{\lambda_{\text{max}} + \gamma}
\]

The coefficients converge to a biased solution with respect to the Wiener solution and are given by

\[
E[\mathbf{w}(k)] = [\mathbf{R} + \gamma \mathbf{I}]^{-1} \mathbf{p}
\]

for $k \to \infty$.

(b) Equation (3.84) can be rewritten in a form that helps us to recognize the gradient expression.

\[
\mathbf{w}(k+1) = \mathbf{w}(k) + 2\mu(-\gamma \mathbf{w}(k) + e(k)\mathbf{x}(k))
\]

\[
= \mathbf{w}(k) - 2\mu(\gamma \mathbf{w}(k) - d(k)\mathbf{x}(k) + \mathbf{x}(k)\mathbf{x}^T(k)\mathbf{w}(k))
\]

(3.85)

By inspection we observe that in this case the gradient is described by

\[
\mathbf{g}_w(k) = 2\gamma \mathbf{w}(k) - 2e(k)\mathbf{x}(k) = 2\gamma \mathbf{w}(k) - 2d(k)\mathbf{x}(k) + 2\mathbf{x}(k)\mathbf{x}^T(k)\mathbf{w}(k)
\]

The corresponding objective function that is indeed minimized is given by

\[
\xi(k) = \{\gamma ||\mathbf{w}(k)||^2 + e^2(k)\}
\]

(c) For zero input or zero error signal after some initial iterations, the dynamic updating equation (3.84) has zero excitation. Since the eigenvalues of the transition matrix $\{\mathbf{I} - 2\mu[\mathbf{x}(k)\mathbf{x}^T(k) + \gamma \mathbf{I}]\}$ are smaller than one, then the adaptive-filter coefficients will tend to zero for large $k$. 

\[\Box\]
3.6 Examples

3.6.2 System Identification Simulations

In this subsection, a system identification problem is described and solved by using the LMS algorithm. In the following chapters the same problem will be solved using other algorithms presented in the book. For the FIR adaptive filters the following identification problem is posed:

Example 3.5

An adaptive-filtering algorithm is used to identify a system with impulse response given below.

\[ h = [0.1 \ 0.3 \ 0.0 \ -0.2 \ -0.4 \ -0.7 \ -0.4 \ -0.2]^T \]

Consider three cases for the input signal: colored noises with variance \( \sigma_x^2 = 1 \) and eigenvalue spread of their correlation matrix equal to 1.0, 20, and 80, respectively. The measurement noise is Gaussian white noise uncorrelated with the input and with variance \( \sigma_n^2 = 10^{-4} \). The adaptive filter has 8 coefficients.

(a) Run the algorithm and comment on the convergence behavior in each case.

(b) Measure the misadjustment in each example and compare with the theoretical results where appropriate.

(c) Considering that fixed-point arithmetic is used, run the algorithm for a set of experiments and calculate the expected values for \( ||\Delta w(k)Q||^2 \) and \( \xi(k)Q \) for the following case:

- Additional noise: white noise with variance \( \sigma_n^2 = 0.0015 \)
- Coefficient wordlength: \( b_c = 16 \) bits
- Signal wordlength: \( b_d = 16 \) bits
- Input signal: Gaussian white noise with variance \( \sigma_x^2 = 1.0 \)

(d) Repeat the previous experiment for the following cases

- \( b_c = 12 \) bits, \( b_d = 12 \) bits.
- \( b_c = 10 \) bits, \( b_d = 10 \) bits.

(e) Suppose the unknown system is a time-varying system whose coefficients are first-order Markov processes with \( \lambda_W = 0.99 \) and \( \sigma_w^2 = 0.0015 \). The initial time-varying-system multiplier coefficients are the ones above described. The input signal is Gaussian white noise with variance \( \sigma_x^2 = 1.0 \), and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of \( n_w(k) \), with variance \( \sigma_n^2 = 0.01 \). Simulate the experiment described, measure the total excess MSE, and compare to the calculated results.
Solution:

(a) The colored input signal is generated by applying Gaussian white noise, with variance $\sigma_v^2$, to a first-order filter with transfer function

$$H(z) = \frac{z}{z - a}$$

As can be shown from the equation (2.83), the input signal correlation matrix in this case is given by

$$R = \frac{\sigma_v^2}{1 - a^2} \begin{bmatrix} 1 & a & \cdots & a^7 \\ a & 1 & \cdots & a^6 \\ \vdots & \vdots & \ddots & \vdots \\ a^7 & a^6 & \cdots & 1 \end{bmatrix}$$

The proper choice of the value of $a$, in order to obtain the desired eigenvalue spread, is not a straightforward task. Some guidelines are now discussed. For example, if the adaptive filter is of first order, the matrix $R$ is two by two with eigenvalues

$$\lambda_{\text{max}} = \frac{\sigma_v^2}{1 - a^2} (1 + a)$$

and

$$\lambda_{\text{min}} = \frac{\sigma_v^2}{1 - a^2} (1 - a)$$

respectively. In this case, the choice of $a$ is straightforward.

In general, it can be shown that

$$\frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \leq \frac{|H_{\text{max}}(e^{j\omega})|^2}{|H_{\text{min}}(e^{j\omega})|^2}$$

For a very large order adaptive filter, the eigenvalue spread approaches

$$\frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \approx \frac{|H_{\text{max}}(e^{j\omega})|^2}{|H_{\text{min}}(e^{j\omega})|^2} = \left\{ \frac{1 + a}{1 - a} \right\}^2$$

where the details to reach this result can be found in page 124 of [20].

Using the above relations as guidelines, we reached the correct values of $a$. These values are $a = 0.6894$ and $a = 0.8702$ for eigenvalue spreads of 20 and 80, respectively.

Since the variance of the input signal should be unity, the variance of the Gaussian white noise that produces $x(k)$ should be given by

$$\sigma_v^2 = 1 - a^2$$
3.6 Examples

For the LMS algorithm, we first calculate the upper bound for $\mu$ ($\mu_{\text{max}}$) to guarantee the algorithm stability, and run the algorithm for $\mu_{\text{max}}$, $\mu_{\text{max}}/5$, and $\mu_{\text{max}}/10$.

In this example, the LMS algorithm does not converge for $\mu = \mu_{\text{max}} \approx 0.1$. The convergence behavior for $\mu_{\text{max}}/5$ and $\mu_{\text{max}}/10$ are illustrated through the learning curves depicted in Fig. 3.8, where in this case the eigenvalue spread is 1. Each curve is obtained by averaging the results of 200 independent runs. As can be noticed, the reduction of the convergence factor leads to a reduction in the convergence speed. Also note that for $\mu = 0.02$ the estimated MSE is plotted only for the first 400 iterations, enough to display the convergence behavior. In all examples the tap coefficients are initialized with zero. Fig. 3.9 illustrates the learning curves for the various eigenvalue spreads, where in each case the convergence factor is $\mu_{\text{max}}/5$. As expected the convergence rate is reduced for a high eigenvalue spread.

![Learning curves for the LMS algorithm with convergence factors $\mu_{\text{max}}/5$ and $\mu_{\text{max}}/10$.](image)

(b) The misadjustment is measured and compared with the results obtained from the following relation

$$ M = \frac{\mu (N + 1) \sigma_x^2}{1 - \mu (N + 1) \sigma_x^2} $$

Also, for the present problem we calculated the time constants $\tau_{wi}$ and $\tau_{ei}$, and the expected number of iterations to achieve convergence using the relations

$$ \tau_{wi} \approx \frac{1}{2 \mu \lambda_i} $$
Table 3.1 illustrates the obtained results. As can be noted the analytical results agree with the experimental results, especially those related to the misadjustment. The analytical results related to the convergence time are optimistic as compared with the measured results. These discrepancies are mainly due to the approximations in the analysis.

(c), (d) The LMS algorithm is implemented employing fixed-point arithmetic using 16, 12, and 10 bits for data and coefficient wordlengths. The chosen value of $\mu$ is 0.01. The learning curves for the MSE are depicted in Fig. 3.10. Fig. 3.11 depicts the evolution of $||\Delta w(k)Q||^2$ with the number of iterations. The experimental results show that the algorithm still works for such limited precision. In Table 3.2, we present a summary of the results obtained from simulation experiments and a comparison with the results predicted by the theory. The experimental results are obtained by averaging the results of 200 independent runs. The relations employed to calculate the theoretical results shown in Table 3.2 correspond to equations (B.26) and (B.32) derived in Appendix B. These relations are repeated here for convenience:

$$E[||\Delta w(k)Q||^2] = \frac{\mu(\sigma_n^2 + \sigma_e^2)(N + 1)}{1 - \mu(N + 1)\sigma_x^2} + \frac{(N + 1)\sigma_w^2}{4\mu\sigma_x^2[1 - \mu(N + 1)\sigma_x^2]}$$
### Table 3.1  Evaluation of the LMS Algorithm

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\Delta_{\text{max}}$</th>
<th>$\Delta_{\text{min}}$</th>
<th>Misadjustment</th>
<th>$\tau_{e_{\text{max}}}$</th>
<th>$\tau_{w_{\text{max}}}$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>1</td>
<td>0.2027</td>
<td>Experiment</td>
<td>0.1905</td>
<td>12.5</td>
<td>25</td>
</tr>
<tr>
<td>0.01280</td>
<td>20</td>
<td>0.1298</td>
<td>Experiment</td>
<td>0.1141</td>
<td>102.5</td>
<td>205</td>
</tr>
<tr>
<td>0.01024</td>
<td>80</td>
<td>0.1045</td>
<td>Experiment</td>
<td>0.0892</td>
<td>338.9</td>
<td>677.5</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>0.0881</td>
<td>Theory</td>
<td>0.0870</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>0.006401</td>
<td>20</td>
<td>0.0581</td>
<td>Theory</td>
<td>0.0540</td>
<td>205</td>
<td>410</td>
</tr>
<tr>
<td>0.005119</td>
<td>80</td>
<td>0.0495</td>
<td>Theory</td>
<td>0.0427</td>
<td>677.5</td>
<td>1355</td>
</tr>
</tbody>
</table>

$$
\xi(k) = \frac{\sigma_e^2 + \sigma_n^2}{1 - \mu(N + 1)\sigma_e^2} + \frac{(N + 1)\sigma_w^2}{4\mu[1 - \mu(N + 1)\sigma_e^2]}
$$

The results of Table 3.2 confirm that the finite-precision implementation analysis presented is accurate.

### Table 3.2  Results of the Finite Precision Implementation of the LMS Algorithm

| No. of bits | $\xi(k)_{Q}$ | $E[||\Delta w(k)_{Q}||^2]$ |
|-------------|--------------|---------------------------|
| 16          | 1.629 $10^{-3}$ | 1.630 $10^{-3}$          |
|             | 1.316 $10^{-4}$ | 1.304 $10^{-4}$          |
| 12          | 1.632 $10^{-3}$ | 1.631 $10^{-3}$          |
|             | 1.309 $10^{-4}$ | 1.315 $10^{-4}$          |
| 10          | 1.663 $10^{-3}$ | 1.648 $10^{-3}$          |
|             | 1.465 $10^{-4}$ | 1.477 $10^{-4}$          |

(e) The performance of the LMS algorithm is also tested in the nonstationary environment above described. The excess MSE is measured and depicted in Fig. 3.12. For this example $\mu_{\text{opt}}$ is found to be greater than $\mu_{\text{max}}$. The value of $\mu$ used in the example is 0.05. The excess MSE in steady state predicted by the relation

$$
\xi_{\text{total}} \approx \frac{\mu \sigma_e^2 \text{tr}[R]}{1 - \mu \text{tr}[R]} + \frac{\sigma_w^2}{4\mu} \sum_{i=0}^{N} \frac{1}{1 - \mu \lambda_i}
$$

is 0.124, whereas the measured excess MSE in steady state is 0.118. Once more the results obtained from the analysis are accurate.
Figure 3.10 Learning curves for the LMS algorithm implemented with fixed-point arithmetic and with $\mu = 0.01$.

Figure 3.11 Estimate of $||\Delta w(k)_{Q}||^2$ for the LMS algorithm implemented with fixed-point arithmetic and with $\mu = 0.01$. 
3.6 Examples

3.6.3 Channel Equalization Simulations

In this subsection an equalization example is described. This example will be used as pattern for comparison of several algorithms presented in this book.

Example 3.6

Perform the equalization of a channel with the following impulse response

\[ h(k) = 0.1 \ (0.5^k) \]

for \( k = 0, 1, \ldots, 8 \). Use a known training signal that consists of independent binary samples (-1,1). An additional Gaussian white noise with variance \( 10^{-2.5} \) is present at the channel output.

(a) Find the impulse response of an equalizer with 50 coefficients.

(b) Convolve the equalizer impulse response at a given iteration after convergence, with the channel impulse response and comment on the result.
Solution:

We apply the LMS algorithm to solve the equalization problem. We use $\mu_{\text{max}}/5$ for the value of the convergence factor. In order to obtain $\mu_{\text{max}}$, the values of $\lambda_{\text{max}} = 0.04275$ and $\sigma_x^2 = 0.01650$ are measured and applied in equation (3.30). The resulting value of $\mu$ is 0.2197.

The appropriate value of $L$ is found to be round($\frac{9 + 50}{2}$) = 30. The impulse response of the resulting equalizer is shown in Fig. 3.13. By convolving this response with the channel impulse response, we obtain the result depicted in Fig. 3.14 that clearly approximates an impulse. The measured MSE is 0.3492.

![Figure 3.13 Equalizer impulse response; LMS algorithm.](image)

### 3.6.4 Fast Adaptation Simulations

The exact evaluation of the learning curves of the squared error or coefficients of an adaptive filter is a difficult task. In general the solution is to run repeated simulations and average their results. For the LMS algorithm this ensemble averaging leads to results which are close to those predicted by independence theory [4], if the convergence factor is small. In fact, the independence theory is a first-order approximation in $\mu$ to the actual learning curves of $\xi(k)$ [4], [22].
However, for large $\mu$ the results from the ensemble average can be quite different from the theoretical prediction [21]. The following example explores this observation.

**Example 3.7**

An adaptive-filtering algorithm is used to identify a system. Consider three cases described below.

(a) The unknown system has length 10, the input signal is a stationary Gaussian noise with variance $\sigma_x^2 = 1$ and the measurement noise is Gaussian white noise uncorrelated with the input and with variance $\sigma_n^2 = 10^{-4}$.

(b) The unknown system has length 2, the input signal is a stationary uniformly distributed noise in the range $-0.5$ and $0.5$, and there is no measurement noise.

(c) Study the behavior of the ensemble average as well as the mean square value of the coefficient error of an LMS algorithm with a single coefficient, when the input signal is a stationary uniformly distributed noise in the range $-a$ and $a$, and there is no measurement noise.
Solution:

(a) Fig. 3.15 depicts the theoretical learning curve for the squared error obtained using the independence theory as well as the curves obtained by averaging the results of 10 and 100 independent runs. The chosen convergence factor is $\mu = 0.08$. As we can observe the simulation curves are not close to the theoretical one, but they get closer as the number of independent runs increases.

\[ \Delta w^2(k+1) = \left[1 - 2\mu x^2(k)\right]^2 \Delta w^2(k) \]

where $\Delta w(0)$ is fixed, and the additional noise is zero. Note that the evolution of $\Delta w^2(k)$ is governed by the random factor $\left[1 - 2\mu x^2(k)\right]^2$. With the assumptions on the input signal these random factors form an independent, identically distributed random sequence. The above model can then be rewritten as

\[ \Delta w^2(k+1) = \left\{ \prod_{i=0}^{k} \left[1 - 2\mu x^2(i)\right]^2 \right\} \Delta w^2(0) \]  

(3.86)
The objective now is to study the differences between the expected value of $\Delta w^2(k + 1)$ and its ensemble average. In the first case, by using the independence of the random factors in equation (3.86) we have that

$$E[\Delta w^2(k + 1)] = \left\{ \prod_{i=0}^{k} E \left[ (1 - 2\mu x^2(i))^2 \right] \right\} \Delta w^2(0)$$

$$= \left\{ E \left[ (1 - 2\mu x^2(0))^2 \right] \right\}^{k+1} \Delta w^2(0)$$

(3.87)

Since the variance of the input signal is $\sigma_x^2 = \frac{a^2}{3}$ and its fourth-order moment is given by $\frac{a^4}{5}$, the above equation can be rewritten as

$$E[\Delta w^2(k + 1)] = \left\{ E \left[ (1 - 2\mu x^2(0))^2 \right] \right\}^{k+1} \Delta w^2(0)$$

$$= \left( 1 - 4\mu \frac{a^2}{3} + 4\mu^2 \frac{a^4}{5} \right)^{k+1} \Delta w^2(0)$$

(3.88)

From the above equation we can observe that the rate of convergence of $E[\Delta w^2(k)]$ is equal to

$$\ln \{ E \left[ (1 - 2\mu x^2(0))^2 \right] \}.$$

Let’s examine now how the ensemble average of $\Delta w^2(k)$ evolves, for large $k$ and $\mu$, by computing its logarithm as follows:

$$\ln[\Delta w^2(k + 1)] = \sum_{i=0}^{k} \ln[(1 - 2\mu x^2(i))^2] + \ln[\Delta w^2(0)]$$

(3.89)
By assuming that \( \ln[(1 - 2\mu x^2(i))^2] \) exists and by employing the law of large numbers [13], we obtain

\[
\frac{\ln[\Delta w^2(k+1)]}{k+1} = \frac{1}{k+1}\left\{ \sum_{i=0}^{k} \ln[(1 - 2\mu x^2(i))^2] + \ln[\Delta w^2(0)] \right\}
\]

which converges asymptotically to

\[
E\{\ln[(1 - 2\mu x^2(i))^2]\}
\]

For large \( k \), after some details found in [21], from the above relation it can be concluded that

\[
\Delta w^2(k+1) \approx Ce^{(k+1)E\{\ln[(1 - 2\mu x^2(i))^2]\}}
\]

where \( C \) is a positive number which is not a constant and will be different for each run of the algorithm. In fact, \( C \) can have quite large values for some particular runs. In conclusion, the ensemble average of \( \Delta w^2(k+1) \) decreases or increases with a time constant close to \( E\{\ln[(1 - 2\mu x^2(i))^2]\}^{-1} \). Also it converges to zero if and only if \( E\{\ln[(1 - 2\mu x^2(i))^2]\} < 0 \), leading to a distinct convergence condition on \( 2\mu x^2(i) \) from that obtained by the mean-square stability. In fact, there is a range of values of the convergence factor in which the ensemble average converges but the mean-square value diverges, explaining the convergence behavior in Fig. 3.16.

Fig. 3.17 depicts the curves of \( \ln\{E \left[(1 - 2\mu x^2(0))^2\right]\} \) (the logarithm of the rate of convergence of mean-square coefficient error) and of \( E\{\ln[(1 - 2\mu x^2(i))^2]\} \) as a function of \( 2\mu x^2(i) \). For small values of \( 2\mu x^2(i) \) both curves are quite close, however for larger values they are somewhat different in particular at the minima of the curves which correspond to the fastest convergence rate. In addition, as the curves become further apart the convergence is faster for the ensemble average of the squared coefficient error than for the mean-square coefficient error for large \( k \).

\[\square\]

### 3.6.5 The Linearly Constrained LMS Algorithm

In the narrowband beamformer application discussed in section 2.5, our objective was to minimize the array output power subjecting the linear combiner coefficients to a set of constraints. Now, let us derive an adaptive version of the LCMV filter by first rewriting the linearly constrained objective function of equation (2.107) for the case of multiple constraints as

\[
\xi_c = E\left[ w^T x(k)x^T(k)w + \lambda^T \left[ C^T w - f \right] \right]
\]

\[
= w^T R w + \lambda^T \left[ C^T w - f \right]
\]

(3.92)

where \( R \) is the input signal autocorrelation matrix, \( C \) is the constraint matrix, and \( \lambda \) is the vector of Lagrange multipliers.

The constrained LMS-based algorithm [24] can be derived by searching for the coefficient vector \( w(k+1) \) that satisfies the set of constraints and represents a small update with respect to \( w(k) \) in
Figure 3.17  Parameters related to the rate of convergence, Case 1: $E\{\ln[(1 - 2\mu x^2(i))^2]\}$, Case 2: $\ln\{E \left[(1 - 2\mu x^2(0))^2\right]\}$ as a function of $2\mu x^2(i)$.

the direction of the negative of the gradient (see equation (2.108)), i.e.,

$$w(k+1) = w(k) - \mu g_w \{\xi_c(k)\} = w(k) - \mu [2R(k)w(k) + C\lambda(k)]$$

(3.93)

where $R(k)$ is some estimate of the input signal autocorrelation matrix at instant $k$, $C$ is again the constraint matrix, and $\lambda(k)$ is the $(N+1) \times 1$ vector of Lagrange multipliers.

In the particular case of the constrained LMS algorithm, matrix $R(k)$ is chosen as an instantaneous rank-one estimate given by $x(k)x^T(k)$. In this case, we can utilize the method of Lagrange multipliers to solve the constrained minimization problem defined by

$$\xi_c(k) = w^T(k)x(k)x^T(k)w(k) + \lambda^T(k) [C^T w(k) - f]$$

$$= w^T(k)x(k)x^T(k)w(k) + [w^T(k)C - f^T] \lambda(k)$$

(3.94)

The gradient of $\xi_c(k)$ with respect to $w(k)$ is given by

$$g_w \{\xi_c(k)\} = 2x(k)x^T(k)w(k) + C\lambda(k)$$

(3.95)

The constrained LMS updating algorithm related to equation (3.93) becomes

$$w(k+1) = w(k) - 2\mu x(k)x^T(k)w(k) - \mu C\lambda(k)$$

$$= w(k) - 2\mu y(k)x(k) - \mu C\lambda(k)$$

(3.96)
If we apply the constraint relation \( C^T w(k + 1) = f \) to the above expression, it follows that

\[
\begin{align*}
  C^T w(k + 1) &= C^T w(k) - 2\mu C^T x(k) x^T(k) w(k) - \mu C^T C \lambda(k) \\
  &= C^T w(k) - 2\mu y(k) C^T x(k) - \mu C^T C \lambda(k)
\end{align*}
\]

(3.97)

By solving the above equation for \( \mu \lambda(k) \) we get

\[
\mu \lambda(k) = \left[ C^T C \right]^{-1} C^T \left[ w(k) - 2\mu y(k) x(k) \right] - \left[ C^T C \right]^{-1} f
\]

(3.98)

If we substitute equation (3.98) in the updating equation (3.96), we obtain

\[
w(k + 1) = P[w(k) - 2\mu y(k) x(k)] + f_c
\]

(3.99)

where \( f_c = C(C^T C)^{-1} f \) and \( P = I - C(C^T C)^{-1} C^T \). Notice that the updated coefficient vector given in equation (3.99) is a projection onto the hyperplane defined by \( C^T w = 0 \) of an unconstrained LMS solution plus a vector \( f_c \) that brings the projected solution back to the constraint hyperplane.

If there is a reference signal \( d(k) \), the updating equation is given by

\[
w(k + 1) = Pw(k) + 2\mu e(k)Px(k) + f_c
\]

(3.100)

In the case of the constrained normalized LMS algorithm (see section 4.4), the solution satisfies \( w^T(k + 1) x(k) = d(k) \) in addition to \( C^T w(k + 1) = f \) [25]. Alternative adaptation algorithms may be derived such that the solution at each iteration also satisfies a set of linear constraints [26].

For environments with complex signals and complex constraints, the updating equation is given by

\[
w(k + 1) = Pw(k) + \mu e^*(k)Px(k) + f_c
\]

(3.101)

where \( C^H w(k + 1) = f \), \( f_c = C(C^H C)^{-1} f \) and \( P = I - C(C^H C)^{-1} C^H \).

An efficient implementation for constrained adaptive filters was proposed in [27], which consists of applying a transformation to the input signal vector based on Householder transformation. The method can be regarded as an alternative implementation of the generalized sidelobe canceller structure, but with the advantages of always utilizing orthogonal/unitary matrices and rendering low computational complexity.

**Example 3.8**

An array of antennas with four elements, with inter-element spacing of 0.15 meters, receives signals from two different sources arriving at 90° and 30° of angles with respect to the axis where the antennas are placed. The desired signal impinges on the antenna at 90°. The signal of interest is a sinusoid of frequency 20MHz and the interferer signal is a sinusoid of frequency 70MHz. The sampling frequency is 2GHz.

Use the linearly-constrained LMS algorithm in order adapt the array coefficients.
3.7 Concluding Remarks

Solution:

The adaptive-filter coefficients is initialized with $w(0) = C(C^T C)^{-1} f$. The value of $\mu$ used is 0.1. Fig. 3.18 illustrates the learning curve for the output signal. Fig. 3.19 illustrates details of the output signal in the early iterations where we can observe the presence of both sinusoid signals. In Fig. 3.20, the details of the output signal after convergence shows that mainly the desired sinusoid signal is present. The array output power response after convergence, as a function of the angle of arrival, is depicted in Fig. 3.21. From this figure, we observe the attenuation imposed by the array on signals arriving at $30^\circ$ of angle, where the interference signal impinges.

![Learning curves for the linearly-constrained LMS algorithm with convergence factor $\mu = 0.1$.]

Figure 3.18 Learning curves for the linearly-constrained LMS algorithm with convergence factor $\mu = 0.1$.

3.7 CONCLUDING REMARKS

In this chapter, we studied the LMS adaptive algorithm that is certainly the most popular among the adaptive-filtering algorithms. The attractiveness of the LMS algorithm is due to its simplicity and accessible analysis under idealized conditions. As demonstrated in the present chapter, the noisy estimate of the gradient that is used in the LMS algorithm is the main source of loss in performance for stationary environments. Further discussions on the convergence behavior and on the optimality of the LMS algorithm have been reported in the open literature, see for example [28]-[34].
Figure 3.19 Learning curves for the linearly-constrained LMS algorithm with convergence factor $\mu = 0.1$; early output signal.

Figure 3.20 Learning curves for the linearly-constrained LMS algorithm with convergence factor $\mu = 0.1$; output signal after convergence.
For nonstationary environments we showed how the algorithm behaves assuming the optimal parameter can be modeled as a first-order Markov process. The analysis allowed us to determine the conditions for adequate tracking and acceptable excess MSE. Further analysis can be found in [35].

The quantization effects on the behavior of the LMS algorithm are presented in Appendix B. The algorithm is fairly robust against quantization errors, and this is for sure one of the reasons for its choice in a number of practical applications [36]-[37].

A number of simulation examples with the LMS algorithm was presented in this chapter. The simulations included examples in system identification and equalization. Also a number of theoretical results derived in the present chapter were verified, such as the excess MSE in stationary and nonstationary environments, the finite-precision analysis etc.
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### 3.9 PROBLEMS

1. The LMS algorithm is used to predict the signal \( x(k) = \cos(\pi k/3) \) using a second-order FIR filter with the first tap fixed at 1, by minimizing the mean squared value of \( y(k) \). Calculate an appropriate \( \mu \), the output signal, and the filter coefficients for the first 10 iterations. Start with \( \mathbf{w}^T(0) = [1 \ 0 \ 0] \).

2. The signal
\[
x(k) = -0.85x(k-1) + n(k)
\]
is applied to a first-order predictor, where \( n(k) \) is Gaussian white noise with variance \( \sigma_n^2 = 0.3 \).
(a) Compute the Wiener solution.
(b) Choose an appropriate value for \( \mu \) and plot the convergence path for the LMS algorithm on the MSE error surface.
(c) Plot the learning curves for the MSE and the filter coefficients in a single run as well as for the average of 25 runs.

3. Assuming it is desired to minimize the objective function \( E[e^4(k)] \) utilizing a stochastic gradient type of algorithm such as the LMS. The resulting algorithm is called least-mean fourth algorithm [38]. Derive this algorithm.

4. The data-reusing LMS algorithm has the following updating equation
\[
\hat{e}_l(k) = d(k) - \hat{\mathbf{w}}^T_l(k)x(k) \\
\hat{\mathbf{w}}_{l+1}(k) = \hat{\mathbf{w}}_l(k) + 2\mu\hat{e}_l(k)x(k)
\]
for \( l = 0, 1, \ldots, L-1 \), and
\[
\mathbf{w}(k+1) = \hat{\mathbf{w}}_L(k) = \hat{\mathbf{w}}_{L-1}(k) + 2\mu\hat{e}_{L-1}(k)x(k)
\]
where \( \hat{\mathbf{w}}_0(k) = \mathbf{w}(k) \).
(a) Compute the range of values of $\mu$ such that the coefficients converge in average.
(b) What is the objective function this algorithm actually minimizes?
(c) Compare its convergence speed and computational complexity with the LMS algorithm.

5. The momentum LMS algorithm has the following updating equation

$$w(k + 1) = w(k) + 2\mu e(k)x(k) + \gamma [w(k) - w(k - 1)]$$

(3.104)

for $|\gamma| < 1$.

(a) Compute the range of values of $\mu$ such that the coefficients converge in average.
(b) What is the objective function this algorithm actually minimizes?
(c) Show that this algorithm can have faster convergence and higher misadjustment than the LMS algorithm.

6. An LMS algorithm can be updated in a block form. For a block of length 2 the updating equations have the following form.

$$\begin{bmatrix} e(k) \\ e(k-1) \end{bmatrix} = \begin{bmatrix} d(k) \\ d(k-1) \end{bmatrix} - \begin{bmatrix} x^T(k)w(k) \\ x^T(k-1)w(k-1) \end{bmatrix} - \begin{bmatrix} 0 \\ d(k) \end{bmatrix} - \begin{bmatrix} x^T(k) \\ x^T(k-1) \end{bmatrix}w(k-1)$$

This relation, in a more compact way, is equivalent to

$$\begin{bmatrix} e(k) \\ e(k-1) \end{bmatrix} = \begin{bmatrix} 1 & -2\mu x^T(k)x(k-1) \\ 0 & 1 \end{bmatrix} \begin{bmatrix} d(k) \\ d(k-1) \end{bmatrix} - \begin{bmatrix} x^T(k) \\ x^T(k-1) \end{bmatrix}w(k-1)$$

(3.105)

Derive an expression for a block of length $L + 1$.

7. Use the LMS algorithm to identify a system with the transfer function given below. The input signal is a uniformly distributed white noise with variance $\sigma^2_x = 1$, and the measurement noise is Gaussian white noise uncorrelated with the input with variance $\sigma^2_n = 10^{-3}$. The adaptive filter has 12 coefficients.

$$H(z) = \frac{1 - z^{-12}}{1 - z^{-1}}$$

(a) Calculate the upper bound for $\mu$ ($\mu_{\text{max}}$) to guarantee the algorithm stability.
(b) Run the algorithm for $\mu_{\text{max}}/2$, $\mu_{\text{max}}/10$, and $\mu_{\text{max}}/50$. Comment on the convergence behavior in each case.
(c) Measure the misadjustment in each example and compare with the results obtained by equation (3.50).
(d) Plot the obtained FIR filter frequency response at any iteration after convergence is achieved and compare with the unknown system.
8. Repeat the previous problem using an adaptive filter with 8 coefficients and interpret the results.

9. Repeat problem 2 in case the input signal is a uniformly distributed white noise with variance $\sigma_n^2 = 0.5$ filtered by an all-pole filter given by

$$H(z) = \frac{z}{z - 0.9}$$

10. Perform the equalization of a channel with the following impulse response

$$h(k) = ku(k) - (2k - 9)u(k - 5) + (k - 9)u(k - 10)$$

Using a known training signal that consists of a binary (-1,1) random signal, generated by applying a white noise to a hard limiter (the output is 1 for positive input samples and -1 for negative). An additional Gaussian white noise with variance $10^{-2}$ is present at the channel output.

(a) Apply the LMS with an appropriate $\mu$ and find the impulse response of an equalizer with 100 coefficients.

(b) Convolve one of the equalizer’s impulse response after convergence with the channel impulse response and comment on the result.

11. Under the assumption that the elements of $x(k)$ are jointly Gaussian, show that equation (3.24) is valid.

12. In a system identification problem the input signal is generated by an autoregressive process given by

$$x(k) = -1.2x(k - 1) - 0.81x(k - 2) + n_x(k)$$

where $n_x(k)$ is zero-mean Gaussian white noise with variance such that $\sigma_x^2 = 1$. The unknown system is described by

$$H(z) = 1 + 0.9z^{-1} + 0.1z^{-2} + 0.2z^{-3}$$

The adaptive filter is also a third-order FIR filter, and the additional noise is zero-mean Gaussian white noise with variance $\sigma_n^2 = 0.04$. Using the LMS algorithm:

(a) Choose an appropriate $\mu$, run an ensemble of 20 experiments, and plot the average learning curve.

(b) Plot the curve obtained using equations (3.41), (3.45), and (3.46), and compare the results.

(c) Compare the measured and theoretical values for the misadjustment.

(d) Calculate the time constants $\tau_{wi}$ and $\tau_{ei}$, and the expected number of iterations to achieve convergence.

13. In a nonstationary environment the optimal coefficient vector is described by

$$\mathbf{w}_o(k) = -\lambda_1 \mathbf{w}_o(k - 1) - \lambda_2 \mathbf{w}_o(k - 2) + \mathbf{n}_\mathbf{w}(k)$$

where $\mathbf{n}_\mathbf{w}(k)$ is a vector whose elements are zero-mean Gaussian white processes with variance $\sigma_\mathbf{w}^2$. Calculate the elements of the lag-error vector.

14. Repeat the previous problem for

$$\mathbf{w}_o(k) = \lambda_w \mathbf{w}_o(k - 1) + (1 - \lambda_w)\mathbf{n}_\mathbf{w}(k)$$
15. The LMS algorithm is applied to identify a 7th-order time-varying unknown system whose coefficients are first-order Markov processes with $\lambda_w = 0.999$ and $\sigma_w^2 = 0.001$. The initial time-varying-system multiplier coefficients are

$$w_o^T = 
\begin{bmatrix}
0.03490 & -0.011 & -0.06864 & 0.22391 & 0.55686 & 0.35798 & -0.0239 & -0.07594 \\
\end{bmatrix}$$

The input signal is Gaussian white noise with variance $\sigma_x^2 = 0.7$, and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of $n_w(k)$, with variance $\sigma_n^2 = 0.01$.

(a) For $\mu = 0.05$, compute the excess MSE.
(b) Repeat (a) for $\mu = 0.01$.
(c) Compute $\mu_{opt}$ and comment if it can be used.

16. Simulate the experiment described in problem 15, measure the excess MSE, and compare to the calculated results.

17. Reduce the value of $\lambda_w$ to 0.97 in problem 15, simulate, and comment on the results.

18. Suppose a 15th-order FIR digital filter with multiplier coefficients given below is identified through an adaptive FIR filter of the same order using the LMS algorithm.

(a) Considering that fixed-point arithmetic is used, compute the expected value for $||\Delta w(k)Q||^2$ and $\xi(k)Q$, and the probable number of iterations before the algorithm stops updating, for the following case:
- Additional noise: white noise with variance $\sigma_n^2 = 0.0015$
- Coefficient wordlength: $b_c = 16$ bits
- Signal wordlength: $b_d = 16$ bits
- Input signal: Gaussian white noise with variance $\sigma_x^2 = 0.7$
- $\mu = 0.01$

Hint: Utilize the formulas for the time constant in the LMS algorithm and equation (B.28).

(b) Simulate the experiment and plot the learning curves for the finite- and infinite-precision implementations.

(c) Compare the simulated results with those obtained through the closed form formulas.

$$w_o^T = 
\begin{bmatrix}
0.0219360 & 0.0015786 & -0.0602449 & -0.0118907 & 0.1375379 & 0.0574545 & -0.3216703 & -0.5287203 & -0.2957797 & 0.002043 & 0.290670 & -0.0353349 & -0.068210 & 0.0026067 & 0.0010333 & -0.0143593 \\
\end{bmatrix}$$

19. Repeat the above problem for the following cases

(a) $\sigma_n^2 = 0.01$, $b_c = 12$ bits, $b_d = 12$ bits, $\sigma_x^2 = 0.7$, $\mu = 2.0 \times 10^{-3}$.
(b) $\sigma_n^2 = 0.1$, $b_c = 10$ bits, $b_d = 10$ bits, $\sigma_x^2 = 0.8$, $\mu = 1.0 \times 10^{-4}$.
(c) $\sigma_n^2 = 0.05$, $b_c = 14$ bits, $b_d = 14$ bits, $\sigma_x^2 = 0.8$, $\mu = 2.0 \times 10^{-3}$.

20. Find the optimal value of $\mu$ ($\mu_{opt}$) that minimizes the excess MSE given in equation (B.32), and compute for $\mu = \mu_{opt}$ the expected value of $||\Delta w(k)Q||^2$ and $\xi(k)Q$ for the examples described in problem 19.

21. Repeat problem 18 for the case where the input signal is a first-order Markov process with $\lambda_x = 0.95$. 


22. A digital channel model can be represented by the following impulse response:

\[
\begin{bmatrix}
-0.001 & -0.002 & 0.002 & 0.2 & 0.6 & 0.76 & 0.78 & 0.67 & 0.58 \\
0.45 & 0.3 & 0.2 & 0.12 & 0.06 & 0 & -0.2 & -1 & -2 & -1 & 0 & 0.1
\end{bmatrix}
\]

The channel is corrupted by Gaussian white noise with power spectrum given by

\[|S(e^{j\omega})|^2 = \kappa' |\omega|^{3/2}\]
where \(\kappa' = 10^{-1.5}\). The training signal consists of independent binary samples (-1,1).

Design an FIR equalizer for this problem and use the LMS algorithm. Use a filter of order 50 and plot the learning curve.

23. For the previous problem, using the maximum of 51 adaptive filter coefficients, implement a DFE equalizer and compare the results with those obtained with the FIR filter. Again use the LMS algorithm.

24. Implement with fixed-point arithmetic the DFE equalizer of problem 23, using the LMS algorithm with 12 bits of wordlength for data and coefficients.

25. Use the complex LMS algorithm to equalize a channel with the transfer function given below. The input signal is a four Quadrature Amplitude Modulation (QAM)\(^5\) signal representing a randomly generated bit stream with the signal to noise ratio \(\frac{\sigma^2}{\sigma_n^2} = 20\) at the receiver end, that is, \(\hat{x}(k)\) is the received signal without taking into consideration the additional channel noise. The adaptive filter has 10 coefficients.

\[H(z) = (0.34 - 0.27j) + (0.87 + 0.43j)z^{-1} + (0.34 - 0.21j)z^{-2}\]

(a) Calculate the upper bound for \(\mu (\mu_{max})\) to guarantee the algorithm stability.
(b) Run the algorithm for \(\mu_{max}/2\), \(\mu_{max}/10\), and \(\mu_{max}/50\). Comment on the convergence behavior in each case.
(c) Plot the real versus imaginary parts of the received signal before and after equalization.
(d) Increase the number of coefficients to 20 and repeat the experiment in (c).

26. In a system identification problem the input signal is generated from a four QAM of the form

\[x(k) = x_{re}(k) + jx_{im}(k)\]

where \(x_{re}(k)\) and \(x_{im}(k)\) assume values \pm 1 randomly generated. The unknown system is described by

\[H(z) = 0.32 + 0.21j + (-0.3 + 0.7j)z^{-1} + (0.5 - 0.8j)z^{-2} + (0.2 + 0.5j)z^{-3}\]

The adaptive filter is also a third-order complex FIR filter, and the additional noise is zero-mean Gaussian white noise with variance \(\sigma_n^2 = 0.4\). Using the complex LMS algorithm, choose an appropriate \(\mu\), run an ensemble of 20 experiments, and plot the average learning curve.

---

\(^5\)The \(M\)-ary QAM constellation points are represented in by \(s_i = \hat{a}_i + j\hat{b}_i\), with \(\hat{a}_i = \pm \hat{d}, \pm 3\hat{d}, \ldots, \pm (\sqrt{M} - 1)\hat{d}\), and \(\hat{b}_i = \pm \hat{d}, \pm 3\hat{d}, \ldots, \pm (\sqrt{M} - 1)\hat{d}\). The parameter \(\hat{d}\) is represents half of the distance between two points in the constellation.
4.1 INTRODUCTION

There are a number of algorithms for adaptive filters which are derived from the conventional LMS algorithm discussed in the previous chapter. The objective of the alternative LMS-based algorithms is either to reduce computational complexity or convergence time. In this chapter, several LMS-based algorithms are presented and analyzed, namely, the quantized-error algorithms [1]-[11], the frequency-domain (or transform-domain) LMS algorithm [12]-[14], the normalized LMS algorithm [15], the LMS-Newton algorithm [16]-[17], and the affine projection algorithm [19]-[25]. Several algorithms that are related to the main algorithms presented in this chapter are also briefly discussed.

The quantized-error algorithms reduce the computational complexity of the LMS algorithms by representing the error signal with short wordlength or by a simple power-of-two number.

The convergence speed in the LMS-Newton algorithm is independent of the eigenvalue spread of the input signal correlation matrix. This improvement is achieved by using an estimate of the inverse of the input signal correlation matrix, leading to a substantial increase in the computational complexity.

The normalized LMS algorithm utilizes a variable convergence factor that minimizes the instantaneous error. Such a convergence factor usually reduces the convergence time but increases the misadjustment.

In the frequency-domain algorithm, a transform is applied to the input signal in order to allow the reduction of the eigenvalue spread of the transformed signal correlation matrix as compared to the eigenvalue spread of the input signal correlation matrix. The LMS algorithm applied to the better conditioned transformed signal achieves faster convergence.

The affine projection algorithm reuses old data resulting in fast convergence when the input signal is highly correlated, leading to a family of algorithms that can trade-off computational complexity with convergence speed.
4.2 QUANTIZED-ERROR ALGORITHMS

The computational complexity of the LMS algorithm is mainly due to multiplications performed in the coefficient updating and in the calculation of the adaptive-filter output. In applications where the adaptive filters are required to operate in high speed, such as echo cancellation and channel equalization, it is important to minimize hardware complexity.

A first step to simplify the LMS algorithm is to apply quantization to the error signal, generating the quantized-error algorithm which updates the filter coefficients according to

\[
w(k + 1) = w(k) + 2\mu Q[e(k)]x(k)
\]  

(4.1)

where \(Q[\cdot]\) represents a quantization operation. The quantization function is discrete valued, bounded, and nondecreasing. The type of quantization identifies the quantized-error algorithm.

If the convergence factor \(\mu\) is a power-of-two number, the coefficient updating can be implemented with simple multiplications, basically consisting of bit shifts and additions. In a number of applications, such as the echo cancellation in full-duplex data transmission \[2\] and equalization of channels with binary data \[3\], the input signal \(x(k)\) is a binary signal, i.e., assumes values \(+1\) and \(-1\). In this case, the adaptive filter can be implemented without any intricate multiplication.

The quantization of the error actually implies a modification in the objective function that is minimized, denoted by \(F[e(k)]\). In a general gradient-type algorithm coefficient updating is performed by

\[
w(k + 1) = w(k) - \mu \frac{\partial F[e(k)]}{\partial w(k)} = w(k) - \mu \frac{\partial F[e(k)]}{\partial e(k)} \frac{\partial e(k)}{\partial w(k)}
\]  

(4.2)

For a linear combiner the above equation can be rewritten as

\[
w(k + 1) = w(k) + \mu \frac{\partial F[e(k)]}{\partial e(k)} x(k)
\]  

(4.3)

Therefore, the objective function that is minimized in the quantized-error algorithms is such that

\[
\frac{\partial F[e(k)]}{\partial e(k)} = 2Q[e(k)]
\]  

(4.4)

where \(F[e(k)]\) is obtained by integrating \(2Q[e(k)]\) with respect to \(e(k)\). Note that the chain rule applied in equation (4.3) is not valid at the points of discontinuity of \(Q[\cdot]\) where \(F[e(k)]\) is not differentiable \[6\].

The performances of the quantized-error and LMS algorithms are obviously different. The analyses of some widely used quantized-error algorithms are presented in the following subsections.
### 4.2 Quantized-Error Algorithms

#### 4.2.1 Sign-Error Algorithm

The simplest form for the quantization function is the sign (\(\text{sgn}\)) function defined by

\[
\text{sgn}[b] = \begin{cases} 
  1, & b > 0 \\
  0, & b = 0 \\
  -1, & b < 0 
\end{cases}
\]  

(4.5)

The sign-error algorithm utilizes the sign function as the error quantizer, where the coefficient vector updating is performed by

\[
w(k+1) = w(k) + 2 \mu \text{sgn}[e(k)] x(k)
\]

(4.6)

Fig. 4.1 illustrates the realization of the sign-error algorithm for a delay line input \(x(k)\). If \(\mu\) is a power-of-two number, one iteration of the sign-error algorithm requires \(N+1\) multiplications for the error generation. The total number of additions is \(2N+2\). The detailed description of the sign-error algorithm is shown in Algorithm 4.1. Obviously, the vectors \(x(0)\) and \(w(0)\) can be initialized in a different way from that described in the algorithm.

The objective function that is minimized by the sign-error algorithm is the modulus of the error multiplied by two, i.e.,

\[
F[e(k)] = 2|e(k)|
\]

(4.7)

Note that the factor two is included only to present the sign-error and LMS algorithms in a unified form. Obviously, in real implementation this factor can be merged with convergence factor \(\mu\).

Some of the properties related to the convergence behavior of the sign-error algorithm in a stationary environment are described, following the same procedure used in the previous chapter for the LMS algorithm.

---

#### Algorithm 4.1

**Sign-Error Algorithm**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x(0) = w(0) = [0 0 \ldots 0]^T)</td>
</tr>
</tbody>
</table>

Do for \(k \geq 0\)

- \(e(k) = d(k) - x^T(k)w(k)\)
- \(\rho = \text{sgn}[e(k)]\)
- \(w(k+1) = w(k) + 2\mu\rho x(k)\)
4.2.1.1 Steady-State Behavior of the Coefficient Vector

The sign-error algorithm can be alternatively described by

\[ \Delta w(k + 1) = \Delta w(k) + 2\mu \text{sgn}[e(k)] x(k) \]  \hspace{1cm} (4.8)

where \( \Delta w(k) = w(k) - w_0 \). The expected value of the coefficient-error vector is then given by

\[ E[\Delta w(k + 1)] = E[\Delta w(k)] + 2\mu E\{\text{sgn}[e(k)] x(k)\} \]  \hspace{1cm} (4.9)

The importance of the probability density function of the measurement noise \( n(k) \) on the convergence of the sign-error algorithm is a noteworthy characteristic. This is due to the fact that \( E\{\text{sgn}[e(k)] x(k)\} = E\{\text{sgn}[-\Delta w^T(k)x(k) + n(k)]x(k)\} \), where the result of the sign operation is highly dependent on the probability density function of \( n(k) \). In [1], the authors present a conver-
gence analysis of the output MSE, i.e., $E[e^2(k)]$, for different distributions of the additional noise, such as Gaussian, uniform, and binary distributions.

A closer examination of equation (4.8) indicates that even if the error signal becomes very small, the adaptive-filter coefficients will be continually updated due to the sign function applied to the error signal. Therefore, in a situation where the adaptive filter has a sufficient number of coefficients to model the desired signal, and there is no additional noise, $\Delta w(k)$ will not converge to zero. In this case, $w(k)$ will be convergent to a balloon centered at $w_o$, when $\mu$ is appropriately chosen. The mean absolute value of $e(k)$ is also convergent to a balloon centered around zero, that means $|e(k)|$ remains smaller than the balloon radius $r$ [6].

Recall that the desired signal without measurement noise is denoted as $d'(k)$. If it is considered that $d'(k)$ and the elements of $x(k)$ are zero mean and jointly Gaussian and that the additional noise $n(k)$ is also zero mean, Gaussian, and independent of $x(k)$ and $d'(k)$, the error signal will also be zero-mean Gaussian signal conditioned on $\Delta w(k)$. In this case, using the results of the Price theorem described in [27] and in Papoulis [28], the following result is valid

$$E\{\text{sgn}[e(k)] x(k)\} \approx \sqrt{\frac{2}{\pi \xi(k)}} E[x(k)e(k)]$$

(4.10)

where $\xi(k)$ is the variance of $e(k)$ assuming the error has zero mean. The above approximation is valid for small values of $\mu$. For large $\mu$, $e(k)$ is dependent on $\Delta w(k)$ and conditional expected value on $\Delta w(k)$ should be used instead [3]-[5].

By applying equation (4.10) in equation (4.9) and by replacing $e(k)$ by $e_o(k) - \Delta w^T(k)x(k)$, it follows that

$$E[\Delta w(k + 1)] = \left\{ I - 2\mu \sqrt{\frac{2}{\pi \xi(k)}} E[x(k)x^T(k)] \right\} E[\Delta w(k)] + 2\mu \sqrt{\frac{2}{\pi \xi(k)}} E[e_o(k)x(k)]$$

(4.11)

From the orthogonality principle we know that $E[e_o(k)x(k)] = 0$, so that the last element of the above equation is zero. Therefore,

$$E[\Delta w(k + 1)] = \left[ I - 2\mu \sqrt{\frac{2}{\pi \xi(k)}} \mathbf{R} \right] E[\Delta w(k)]$$

(4.12)

Following the same steps for the analysis of $E[\Delta w(k)]$ in the traditional LMS algorithm, it can be shown that the coefficients of the adaptive filter implemented with the sign-error algorithm converge in the mean if the convergence factor is chosen in the range

$$0 < \mu < \frac{1}{\lambda_{\text{max}}} \sqrt{\frac{\pi \xi(k)}{2}}$$

(4.13)

where $\lambda_{\text{max}}$ is the largest eigenvalue of $\mathbf{R}$. It should be mentioned that in case $\frac{\lambda_{\text{max}}}{\lambda_{\text{min}}}$ is large, the convergence speed of the coefficients depends on the value of $\lambda_{\text{min}}$ which is related to the slowest
mode in equation (4.12). This conclusion can be drawn by following the same steps of the convergence analysis of the LMS algorithm, where by applying a transformation to equation (4.12) we obtain an equation similar to equation (3.17).

A more practical range for \( \mu \), avoiding the use of eigenvalue, is given by

\[
0 < \mu < \frac{1}{\text{tr}[\mathbf{R}]} \left( \sqrt{\frac{\pi \xi(k)}{2}} \right) \tag{4.14}
\]

Note that the upper bound for the value of \( \mu \) requires the knowledge of the MSE, i.e., \( \xi(k) \).

### 4.2.1.2 Coefficient-Error-Vector Covariance Matrix

The covariance of the coefficient-error vector defined as

\[
\text{cov}[\Delta \mathbf{w}(k)] = E \left[ (\mathbf{w}(k) - \mathbf{w}_o) (\mathbf{w}(k) - \mathbf{w}_o)^T \right] \tag{4.15}
\]

is calculated by replacing equation (4.8) in equation (4.15) following the same steps used in the LMS algorithm. The resulting difference equation for \( \text{cov}[\Delta \mathbf{w}(k)] \) is given by

\[
\text{cov}[\Delta \mathbf{w}(k + 1)] = \text{cov}[\Delta \mathbf{w}(k)] + 2\mu E \{ \text{sgn}[e(k)] \mathbf{x}(k) \Delta \mathbf{w}^T(k) \} + 2\mu E \{ \text{sgn}[e(k)] \Delta \mathbf{w}(k) \mathbf{x}^T(k) \} + 4\mu^2 \mathbf{R} \tag{4.16}
\]

The first term with expected value operation in the above equation can be expressed as

\[
E \{ \text{sgn}[e(k)] \mathbf{x}(k) \Delta \mathbf{w}^T(k) \} = E \{ \text{sgn}[e_o(k)] - \Delta \mathbf{w}^T(k) \mathbf{x}(k) \} = E \{ E[\text{sgn}[e_o(k) - \Delta \mathbf{w}^T(k) \mathbf{x}(k)] \mathbf{x}(k) | \Delta \mathbf{w}(k)] \Delta \mathbf{w}^T(k) \}
\]

where \( E[a|\Delta \mathbf{w}(k)] \) is the expected value of \( a \) conditioned on the value of \( \Delta \mathbf{w}(k) \). In the first equality, \( e(k) \) was replaced by the relation \( d(k) - \mathbf{w}^T(k) \mathbf{x}(k) - \mathbf{w}_o^T \mathbf{x}(k) + \mathbf{w}_o^T \mathbf{x}(k) = e_o(k) - \Delta \mathbf{w}^T(k) \mathbf{x}(k) \).

In the second equality, the concept of conditioned expected value was applied.

Using the Price theorem and considering that the minimum output error \( e_o(k) \) is zero-mean and uncorrelated with \( \mathbf{x}(k) \), the following approximations result

\[
E \{ E[\text{sgn}[e_o(k) - \Delta \mathbf{w}^T(k) \mathbf{x}(k)] \mathbf{x}(k) | \Delta \mathbf{w}(k)] \Delta \mathbf{w}^T(k) \}
\]

\[
\approx E \left\{ \frac{2}{\pi \xi(k)} E[e_o(k) \mathbf{x}(k) - \mathbf{x}(k) \mathbf{x}^T(k) \Delta \mathbf{w}(k) | \Delta \mathbf{w}(k)] \Delta \mathbf{w}^T(k) \right\}
\]

\[
\approx -E \left\{ \frac{2}{\pi \xi(k)} \mathbf{R} \Delta \mathbf{w}(k) \Delta \mathbf{w}^T(k) \right\}
\]

\[
= -\sqrt{\frac{2}{\pi \xi(k)}} \mathbf{R} \text{cov}[\Delta \mathbf{w}(k)] \tag{4.17}
\]

Following similar steps to derive the above equation, the second term with the expected value operation in equation (4.16) can be approximated as

\[
E \{ \text{sgn}[e(k)] \Delta \mathbf{w}(k) \mathbf{x}^T(k) \} \approx -\sqrt{\frac{2}{\pi \xi(k)}} \text{cov}[\Delta \mathbf{w}(k)] \mathbf{R} \tag{4.18}
\]
Substituting equations (4.17) and (4.18) in equation (4.16), we can calculate the vector \( \mathbf{v}'(k) \) consisting of diagonal elements of \( \text{cov}[\Delta \mathbf{w}'(k)] \), using the same steps employed in the LMS case (see equation (3.26)). The resulting dynamic equation for \( \mathbf{v}'(k) \) is given by

\[
\mathbf{v}'(k + 1) = \left( \mathbf{I} - 4\mu \sqrt{\frac{2}{\pi \xi(k)}} \Lambda \right) \mathbf{v}'(k) + 4\mu^2 \mathbf{\lambda}
\]  

(4.19)

The value of \( \mu \) must be chosen in a range that guarantees the convergence of \( \mathbf{v}'(k) \), which is given by

\[
0 < \mu < \frac{1}{2\lambda_{\text{max}}} \sqrt{\frac{\pi \xi(k)}{2}}
\]  

(4.20)

A more severe and practical range for \( \mu \) is

\[
0 < \mu < \frac{1}{2\text{tr} [\mathbf{R}]} \sqrt{\frac{\pi \xi(k)}{2}}
\]  

(4.21)

For \( k \to \infty \) each element of \( \mathbf{v}'(k) \) tends to

\[
v_i(\infty) = \mu \sqrt{\frac{\pi \xi(\infty)}{2}}
\]  

(4.22)

### 4.2.1.3 Excess Mean-Square Error and Misadjustment

The excess MSE can be expressed as a function of the elements of \( \mathbf{v}'(k) \) by

\[
\Delta \xi(k) = \sum_{i=0}^{N} \lambda_i v_i(k) = \mathbf{X}^T \mathbf{v}'(k)
\]  

(4.23)

Substituting equation (4.22) in equation (4.23) yields

\[
\xi_{\text{exc}} = \mu \sum_{i=0}^{N} \lambda_i \sqrt{\frac{\pi \xi(k)}{2}}, \quad k \to \infty
\]

\[
= \mu \sum_{i=0}^{N} \lambda_i \sqrt{\pi} \frac{\xi_{\text{min}} + \xi_{\text{exc}}}{2}
\]  

(4.24)

since \( \lim_{k \to \infty} \xi(k) = \xi_{\text{min}} + \xi_{\text{exc}} \). Therefore,

\[
\xi_{\text{exc}}^2 = \mu^2 \left( \sum_{i=0}^{N} \lambda_i \right)^2 \left( \frac{\pi \xi_{\text{min}}}{2} + \frac{\pi \xi_{\text{exc}}}{2} \right)
\]  

(4.25)

There are two solutions for \( \xi_{\text{exc}}^2 \) in the above equation, where only the positive one is valid. The meaningful solution for \( \xi_{\text{exc}} \), when \( \mu \) is small, is approximately given by

\[
\xi_{\text{exc}} \approx \mu \sqrt{\frac{\pi \xi_{\text{min}}}{2}} \sum_{i=0}^{N} \lambda_i
\]

\[
= \mu \sqrt{\frac{\pi \xi_{\text{min}}}{2}} \text{tr} [\mathbf{R}]
\]  

(4.26)
By comparing the excess MSE predicted by the above equation with the corresponding equation (3.49) for the LMS algorithm, it can be concluded that both can generate the same excess MSE if \( \mu \) in the sign-error algorithm is chosen such that

\[
\mu = \mu_{\text{LMS}} \sqrt{\frac{2}{\pi} \xi^{-1}_{\text{min}}}
\]  

(4.27)

The misadjustment in the sign-error algorithm is

\[
M = \mu \sqrt{\frac{\pi}{2 \xi_{\text{min}}}} \text{tr}[R]
\]  

(4.28)

Equation (4.26) would leave the impression that if there is no additional noise and there are sufficient parameters in the adaptive filter, the output MSE would converge to zero. However, when \( \xi(k) \) becomes small, \( ||E[\Delta w(k + 1)]|| \) in equation (4.11) can increase, since the condition of equation (4.13) will not be satisfied. This is the situation where the parameters reach the convergence balloon. In this case, from equation (4.8) we can conclude that

\[
||\Delta w(k + 1)||^2 - ||\Delta w(k)||^2 = -4 \mu \text{sgn}[e(k)] e(k) + 4 \mu^2 ||x(k)||^2
\]  

(4.29)

from where it is possible to show that a decrease in the norm of \( \Delta w(k) \) is obtained only when

\[
|e(k)| > \mu ||x(k)||^2
\]  

(4.30)

For no additional noise, first transpose the vectors in equation (4.8) and postmultiply each side by \( x(k) \). Next, squaring the resulting equation and applying the expected value operation on each side, the obtained result is

\[
E[e^2(k + 1)] = E[e^2(k)] - 4 \mu E[|e(k)||x(k)||^2] + 4 \mu^2 E[||x(k)||^4]
\]  

(4.31)

After convergence \( E[e^2(k + 1)] \approx E[e^2(k)] \). Also, considering that

\[
E[|e(k)||x(k)||^2] \approx E[|e(k)||E[||x(k)||^2]]
\]

and

\[
\frac{E[||x(k)||^4]}{E[||x(k)||^2]} \approx E[||x(k)||^2]
\]

we conclude that

\[
E[|e(k)|] \approx \mu E[||x(k)||^2], k \to \infty
\]  

(4.32)

For zero-mean Gaussian \( e(k) \), the following approximation is valid

\[
E[|e(k)|] \approx \sqrt{\frac{2}{\pi} \sigma_e(k)}, k \to \infty
\]  

(4.33)

therefore, the expected variance of \( e(k) \) is

\[
\sigma^2_e(k) \approx \frac{\pi}{2} \mu^2 \text{tr}^2[R], k \to \infty
\]  

(4.34)
where we used the relation $\text{tr}[R] = E(||x(k)||^2)$. This relation gives an estimate of the variance of the output error when no additional noise exists. As can be noted, unlike the LMS algorithm, there is an excess MSE in the sign-error algorithm caused by the nonlinear device, even when $\sigma_n^2 = 0$.

If $n(k)$ has frequently large absolute values as compared to $-\Delta w^T(k)x(k)$, then for most iterations $\text{sgn}[e(k)] = \text{sgn}[n(k)]$. As a result, the sign-error algorithm is fully controlled by the additional noise. In this case, the algorithm does not converge.

### 4.2.1.4 Transient Behavior

The ratios $r_{w_i}$ of the geometric decaying convergence curves of the coefficients in the sign-error algorithm can be derived from equation (4.12) by employing an identical analysis of the transient behavior for the LMS algorithm. The ratios are given by

$$r_{w_i} = \left(1 - 2\mu\sqrt{\frac{2}{\pi\xi(k)}}\lambda_i\right)$$

for $i = 0, 1, \ldots, N$. If $\mu$ is chosen as suggested in equation (4.27), in order to reach the same excess MSE of the LMS algorithm, then

$$r_{w_i} = \left(1 - \frac{4}{\pi}\mu_{\text{LMS}}\sqrt{\frac{\xi_{\text{min}}}{\xi(k)}}\lambda_i\right)$$

By recalling that $r_{w_i}$ for the LMS algorithm is $(1 - 2\mu_{\text{LMS}}\lambda_i)$, since $\frac{2}{\pi}\sqrt{\frac{\xi_{\text{min}}}{\xi(k)}} < 1$, it is concluded that the sign-error algorithm is slower than the LMS for the same excess MSE.

**Example 4.1**

Suppose in an adaptive-filtering environment that the input signal consists of

$$x(k) = e^{j\omega_0 k} + n(k)$$

and that the desired signal is given by

$$d(k) = e^{j\omega_0 (k-1)}$$

where $n(k)$ is a uniformly distributed white noise with variance $\sigma_n^2 = 0.1$ and $\omega_0 = \frac{2\pi}{M}$. In this case $M = 8$.

Compute the input signal correlation matrix for a first-order adaptive filter. Calculate the value of $\mu_{\text{max}}$ for the sign-error algorithm.

**Solution:**

The input signal correlation matrix for this example can be calculated as shown below:

$$R = \begin{bmatrix} 1 + \sigma_n^2 & e^{j\omega_0} \\ e^{-j\omega_0} & 1 + \sigma_n^2 \end{bmatrix}$$
Since in this case \( \text{tr}[R] = 2.2 \) and \( \xi_{\text{min}} = 0.1 \), we have

\[
\xi_{\text{exc}} \approx \mu \sqrt{\frac{\pi \xi_{\text{min}}}{2}} \text{tr}[R] = 0.87\mu
\]

The range of values of the convergence factor is given by

\[
0 < \mu < \frac{1}{2\text{tr}[R]} \sqrt{\frac{\pi (\xi_{\text{min}} + \xi_{\text{exc}})}{2}}
\]

From the above expression, it is straightforward to calculate the upper bound for the convergence factor that is given by

\[
\mu_{\text{max}} \approx 0.132
\]

\[\square\]

### 4.2.2 Dual-Sign Algorithm

The dual-sign algorithm attempts to perform large corrections to the coefficient vector when the modulus of the error signal is larger than a prescribed level. The basic motivation to use the dual-sign algorithm is to avoid the slow convergence inherent to the sign-error algorithm that is caused by replacing \( e(k) \) by \( \text{sgn}[e(k)] \) when \( |e(k)| \) is large.

The quantization function for the dual-sign algorithm is given by

\[
ds[a] = \begin{cases} 
\gamma \text{sgn}[a], & |a| > \rho \\
\text{sgn}[a], & |a| \leq \rho 
\end{cases}
\]

where \( \gamma > 1 \) is a power of two. The dual-sign algorithm utilizes the function above described as the error quantizer, and the coefficient updating is performed as

\[
w(k + 1) = w(k) + 2\mu ds[e(k)]x(k)
\]

The objective function that is minimized by the dual-sign algorithm is given by

\[
F[e(k)] = \begin{cases} 
2\gamma|e(k)| - 2\rho(\gamma - 1), & |e(k)| > \rho \\
2|e(k)|, & |e(k)| \leq \rho
\end{cases}
\]

where the constant \( 2\rho(\gamma - 1) \) was included in the objective function to make it continuous. Obviously the gradient of \( F[e(k)] \) with respect to the filter coefficients is \( 2\mu ds[e(k)]x(k) \) except at points where \( ds[e(k)] \) is nondifferentiable [6].

The same analysis procedure used for the sign-error algorithm can be applied to the dual-sign algorithm except for the fact that the quantization function is now different. The alternative quantization
leads to particular expectations of nonlinear functions whose solutions are not presented here. The interested reader should refer to the work of Mathews [7]. The choice of $\gamma$ and $\rho$ determine the convergence behavior of the dual-sign algorithm [7], typically, a large $\gamma$ tends to increase both convergence speed and excess MSE. A large $\rho$ tends to reduce both the convergence speed and the excess MSE. If $\lim_{k \to \infty} \xi(k) \ll \rho^2$, the excess MSE of the dual-sign algorithm is approximately equal to the one given by equation (4.26) for the sign-error algorithm [7], since in this case $|e(k)|$ is usually much smaller than $\rho$. For a given MSE in steady state, the dual-sign algorithm is expected to converge faster than the sign-error algorithm.

### 4.2.3 Power-of-Two Error Algorithm

The power-of-two error algorithm applies to the error signal a quantization defined by

$$\text{pe}[b] = \begin{cases} 
\text{sgn}[b], & |b| \geq 1 \\
\frac{\text{floor}[\log_2|b|]}{2} \text{sgn}[b], & 2^{-b_d+1} \leq |b| < 1 \\
\tau \text{sgn}[b], & |b| < 2^{-b_d+1}
\end{cases}$$

(4.40)

where $\text{floor}[\cdot]$ indicates integer smaller than $[\cdot]$, $b_d$ is the data wordlength excluding the sign bit, and $\tau$ is usually 0 or $2^{-b_d}$.

The coefficient updating for the power-of-two error algorithm is given by

$$w(k + 1) = w(k) + 2\mu \text{pe}[e(k)]x(k)$$

(4.41)

For $\tau = 2^{-b_d}$, the additional noise and the convergence factor can be arbitrarily small and the algorithm will not stop updating. For $\tau = 0$, when $|e(k)| < 2^{-b_d+1}$ the algorithm reaches the so-called dead zone, where the algorithm stops updating if $|e(k)|$ is smaller than $2^{-b_d+1}$ most of the time [4], [8].

A simplified and somewhat accurate analysis of this algorithm can be performed by approximating the function $\text{pe}[e(k)]$ by a straight line passing through the center of each quantization step. In this case, the quantizer characteristics can be approximated by $\text{pe}[e(k)] \approx \frac{3}{2}e(k)$ as illustrated in Fig. 4.2. Using this approximation, the algorithm analysis can be performed exactly in the same way as the LMS algorithm. The results for the power-of-two error algorithm can be obtained from the results for the LMS algorithm, by replacing $\mu$ by $\frac{3}{2}\mu$. It should be mentioned that such results are only approximate, and more accurate ones can be found in [8].

### 4.2.4 Sign-Data Algorithm

The algorithms discussed in this subsection cannot be considered as quantized error algorithms, but since they were proposed with similar motivation we decided to introduce them here. An alternative way to simplify the computational burden of the LMS algorithm is to apply quantization to the data vector $x(k)$. One possible quantization scheme is to apply the sign function to the input signals, giving rise to the sign-data algorithm whose coefficient updating is performed as

$$w(k + 1) = w(k) + 2\mu e(k) \text{sgn}[x(k)]$$

(4.42)
where the sign operation is applied to each element of the input vector.

The quantization of the data vector can lead to a decrease in the convergence speed, and possible divergence. In the LMS algorithm, the average gradient direction follows the true gradient direction (or steepest-descent direction), whereas in the sign-data algorithm only a discrete set of directions can be followed. The limitation in the gradient direction followed by the sign-data algorithm may cause updates that result in frequent increase in the squared error, leading to instability. Therefore, it is relatively easy to find inputs that would lead to the convergence of the LMS algorithm and to the divergence of the sign-data algorithm [6], [9]. It should be mentioned, however, that the sign-data algorithm is stable for Gaussian inputs, and, as such, has been found useful in certain applications.

Another related algorithm is the sign-sign algorithm that has very simple implementation. The coefficient updating in this case is given by

$$w(k+1) = w(k) + 2\mu \text{sgn}[e(k)] \text{sgn}[x(k)]$$

(4.43)

The sign-sign algorithm also presents the limitations related to the quantized-data algorithm.
4.3 THE LMS-NEWTON ALGORITHM

In this section, the LMS-Newton algorithm incorporating estimates of the second-order statistics of the environment signals is introduced. The objective of the algorithm is to avoid the slow convergence of the LMS algorithm when the input signal is highly correlated. The improvement in the convergence rate is achieved at the expense of an increased computational complexity.

Nonrecursive realization of the adaptive filter leads to an MSE surface that is a quadratic function of the filter coefficients. For the direct-form FIR structure, the MSE can be described by

\[
\xi(k+1) = \xi(k) + g_w^T(k) [w(k+1) - w(k)] + [w(k+1) - w(k)]^T R [w(k+1) - w(k)]
\]

(4.44)

\(\xi(k)\) represents the MSE when the adaptive-filter coefficients are fixed at \(w(k)\) and \(g_w(k) = -2p + 2Rw(k)\) is the gradient vector of the MSE surface as related to the filter coefficients at \(w(k)\). The MSE is minimized at the instant \(k+1\) if

\[
w(k+1) = w(k) - \frac{1}{2} R^{-1} g_w(k)
\]

(4.45)

This equation is the updating formula of the Newton method. Note that in the ideal case, where matrix \(R\) and gradient vector \(g_w(k)\) are known precisely, \(w(k+1) = R^{-1}p = w_o\). Therefore, the Newton method converges to the optimal solution in a single iteration, as expected for a quadratic objective function.

In practice, only estimates of the autocorrelation matrix \(R\) and of the gradient vector are available. These estimates can be applied to the Newton updating formula in order to derive a Newton-like method given by

\[
w(k+1) = w(k) - \mu \hat{R}^{-1}(k) \hat{g}_w(k)
\]

(4.46)

The convergence factor \(\mu\) is introduced so that the algorithm can be protected from divergence, originated by the use of noisy estimates of \(R\) and \(g_w(k)\).

For stationary input signals, an unbiased estimate of \(R\) is

\[
\hat{R}(k) = \frac{1}{k+1} \sum_{i=0}^{k} x(i)x^T(i)
\]

\[
= \frac{k}{k+1} \hat{R}(k-1) + \frac{1}{k+1} x(k)x^T(k)
\]

(4.47)

since

\[
E[\hat{R}(k)] = \frac{1}{k+1} \sum_{i=0}^{k} E[x(i)x^T(i)] = R
\]

(4.48)

However, this is not a practical estimate for \(R\), since for large \(k\) any change on the input signal statistics would be disregarded due to the infinite memory of the estimation algorithm.
Another form to estimate the autocorrelation matrix can be generated by employing a weighted summation as follows:

\[
\hat{R}(k) = \alpha x(k)x^T(k) + (1 - \alpha)\hat{R}(k - 1)
\]
\[
= \alpha x(k)x^T(k) + \alpha \sum_{i=0}^{k-1} (1 - \alpha)^{k-i}x(i)x^T(i)
\] (4.49)

where in practice, \(\alpha\) is a small factor chosen in the range \(0 < \alpha \leq 0.1\). This range of values of \(\alpha\) allows a good balance between the present and past input signal information. By taking the expected value on both sides of the above equation and assuming that \(k \to \infty\), it follows that

\[
E[R(k)] = \alpha \sum_{i=0}^{k} (1 - \alpha)^{k-i}E[x(i)x^T(i)]
\] (4.50)

Therefore, the estimate of \(R\) of equation (4.49) is unbiased.

In order to avoid inverting \(\hat{R}(k)\), which is required by the Newton-like algorithm, we can use the so-called matrix inversion lemma given by

\[
[A + BCD]^{-1} = A^{-1} - A^{-1}B[D\hat{A}^{-1}B + C^{-1}]^{-1}DA^{-1}
\] (4.51)

where \(A\), \(B\), \(C\) and \(D\) are matrices of appropriate dimensions, and \(A\) and \(C\) are nonsingular. The above relation can be proved by simply showing that the result of premultiplying the expression on the right-hand side by \(A + BCD\) is the identity matrix (see problem 21). If we choose \(A = (1 - \alpha)\hat{R}(k - 1)\), \(B = D^T = x(k)\), and \(C = \alpha\), it can be shown that

\[
\hat{R}^{-1}(k) = \frac{1}{1 - \alpha} \left[ \hat{R}^{-1}(k - 1) - \frac{\hat{R}^{-1}(k - 1)x(k)x^T(k)\hat{R}^{-1}(k - 1)}{1 - \alpha + x^T(k)\hat{R}^{-1}(k - 1)x(k)} \right]
\] (4.52)

The resulting equation to calculate \(\hat{R}^{-1}(k)\) is less complex to update (of order \(N^2\) multiplications) than the direct inversion of \(\hat{R}(k)\) at every iteration (of order \(N^3\) multiplications).

If the estimate for the gradient vector used in the LMS algorithm is applied in equation (4.46), the following coefficient updating formula for the LMS-Newton algorithm results

\[
w(k + 1) = w(k) + 2 \mu e(k) \hat{R}^{-1}(k)x(k)
\] (4.53)

The complete LMS-Newton algorithm is outlined in Algorithm 4.2. It should be noticed that alternative initialization procedures to the one presented in Algorithm 4.2 are possible.

As previously mentioned, the LMS gradient direction has the tendency to approach the ideal gradient direction. Similarly, the vector resulting from the multiplication of \(\hat{R}^{-1}(k)\) to the LMS gradient
direction tends to approach the Newton direction. Therefore, we can conclude that the LMS-Newton algorithm converges in a more straightforward path to the minimum of the MSE surface. It can also be shown that the convergence characteristics of the algorithm is independent of the eigenvalue spread of $R$.

The LMS-Newton algorithm is mathematically identical to the recursive least-squares (RLS) algorithm if the forgetting factor ($\lambda$) in the latter is chosen such that $2\mu = \alpha = 1 - \lambda$ [39]. Since a complete discussion of the RLS algorithm is given later, no further discussion of the LMS-Newton algorithm is included here.

4.4 THE NORMALIZED LMS ALGORITHM

If one wishes to increase the convergence speed of the LMS algorithm without using estimates of the input signal correlation matrix, a variable convergence factor is a natural solution. The normalized LMS algorithm usually converges faster than the LMS algorithm, since it utilizes a variable convergence factor aiming at the minimization of the instantaneous output error.

The updating equation of the LMS algorithm can employ a variable convergence factor $\mu_k$ in order to improve the convergence rate. In this case, the updating formula is expressed as

$$w(k + 1) = w(k) + 2\mu_k e(k)\mathbf{x}(k) = w(k) + \Delta \tilde{w}(k)$$

(4.54)

where $\mu_k$ must be chosen with the objective of achieving a faster convergence. A possible strategy is to reduce the instantaneous squared error as much as possible. The motivation behind this strategy is that the instantaneous squared error is a good and simple estimate of the MSE.
The instantaneous squared error is given by
\[ e^2(k) = d^2(k) + w^T(k)x(k)x^T(k)w(k) - 2d(k)w^T(k)x(k) \] (4.55)

If a change given by \( \hat{w}(k) = w(k) + \Delta \hat{w}(k) \) is performed in the weight vector, the corresponding squared error can be shown to be
\[ \hat{e}^2(k) = e^2(k) + 2\Delta \hat{w}^T(k)x(k)x^T(k)w + \Delta \hat{w}^T(k)x(k)x^T(k)\Delta \hat{w}(k) - 2d(k)\Delta \hat{w}^T(k)x(k) \] (4.56)

It then follows that
\[ \Delta e^2(k) \triangleq \hat{e}^2(k) - e^2(k) = -2\Delta \hat{w}^T(k)x(k)e(k) + \Delta \hat{w}^T(k)x(k)x^T(k)\Delta \hat{w}(k) \] (4.57)

In order to increase the convergence rate, the objective is to make \( \Delta e^2(k) \) negative and minimum by appropriately choosing \( \mu_k \).

By replacing \( \Delta \hat{w}(k) = 2\mu_k e(k)x(k) \) in equation (4.57), it follows that
\[ \Delta e^2(k) = -4\mu_k e^2(k)x^T(k)x(k) + 4\mu_k^2 e^2(k)[x^T(k)x(k)]^2 \] (4.58)

The value of \( \mu_k \) such that \( \frac{\partial \Delta e^2(k)}{\partial \mu_k} = 0 \) is given by
\[ \mu_k = \frac{1}{2x^T(k)x(k)} \] (4.59)

This value of \( \mu_k \) leads to a negative value of \( \Delta e^2(k) \), and, therefore, it corresponds to a minimum point of \( \Delta e^2(k) \).

Using this variable convergence factor, the updating equation for the LMS algorithm is then given by
\[ w(k+1) = w(k) + \frac{e(k)x(k)}{x^T(k)x(k)} \] (4.60)

Usually a fixed convergence factor \( \mu_n \) is introduced in the updating formula in order to control the misadjustment, since all the derivations are based on instantaneous values of the squared errors and not on the MSE. Also a parameter \( \gamma \) should be included, in order to avoid large step sizes when \( x^T(k)x(k) \) becomes small. The coefficient updating equation is then given by
\[ w(k+1) = w(k) + \frac{\mu_n}{\gamma + x^T(k)x(k)} e(k)x(k) \] (4.61)

The resulting algorithm is called the normalized LMS algorithm, and is summarized in Algorithm 4.3.
4.5 The Transform-Domain LMS Algorithm

The Transform-Domain LMS Algorithm is another technique to increase the convergence speed of the LMS algorithm when the input signal is highly correlated. The basic idea behind this methodology is to modify the input signal to be applied to the adaptive filter such that the conditioning number of the corresponding correlation matrix is improved.

In the transform-domain LMS algorithm, the input signal vector \( \mathbf{x}(k) \) is transformed into a more convenient vector \( \mathbf{s}(k) \), by applying an orthonormal (or unitary) transform \([10]-[12]\), i.e.,

\[
\mathbf{s}(k) = T\mathbf{x}(k)
\]  

(4.63)

where \( TT^T = I \). The MSE surface related to the direct-form implementation of the FIR adaptive filter can be described by

\[
\xi(k) = \xi_{\text{min}} + \Delta \mathbf{w}^T(k)\mathbf{R}\Delta \mathbf{w}(k)
\]  

(4.64)
where $\Delta w(k) = w(k) - w_o$. In the transform-domain case, the MSE surface becomes

$$
\xi(k) = \xi_{\text{min}} + \Delta \hat{w}_T(k)E[s(k)s_T^T(k)]\Delta \hat{w}(k) = \xi_{\text{min}} + \Delta \hat{w}_T(k)TRT^T\Delta \hat{w}(k)
$$

(4.65)

where $\hat{w}(k)$ represents the adaptive coefficients of the transform-domain filter. Fig. 4.3 depicts the transform-domain adaptive filter.

The effect of applying the transformation matrix $T$ to the input signal is to rotate the error surface as illustrated in the numerical examples of Figs. 4.4 and 4.5. It can be noticed that the eccentricity of the MSE surface remains unchanged by the application of the transformation, and, therefore, the eigenvalue spread is unaffected by the transformation. As a consequence, no improvement in the convergence rate is expected to occur. However, if in addition each element of the transform output is power normalized, the distance between the points where the equal-error contours (given by the ellipses) meet the coefficient axes ($\Delta \hat{w}_0$ and $\Delta \hat{w}_1$) and the origin (point $0 \times 0$) are equalized. As a result, a reduction in the eigenvalue spread is expected, especially when the coefficient axes are almost aligned with the principal axes of the ellipses. Fig. 4.6 illustrates the effect of power normalization. The perfect alignment and power normalization means that the error surface will
become a hyperparaboloid spheric, with the eigenvalue spread becoming equal to one. Alternatively, it means that the transform was able to turn the elements of the vector \( \mathbf{s}(k) \) uncorrelated. Fig. 4.7 shows another error surface which after properly rotated and normalized is transformed into the error surface of Fig. 4.8.

\[
R = \begin{bmatrix}
1 & -0.9 \\
-0.9 & 1
\end{bmatrix}
\]

Figure 4.4 Contours of the original MSE surface.
\[ \Delta \hat{w}_0 \]

\[ \Delta \hat{w}_1 \]

\[ T = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \quad \theta = 60^\circ \]

**Figure 4.5** Rotated contours of the MSE surface.

**Figure 4.6** Contours of the power normalized MSE surface.
The transform-domain LMS algorithm

\[ \Delta w_0 - \Delta w_1 \]

\[ R = \begin{bmatrix} 1 & 0.92 \\ 0.92 & 1 \end{bmatrix} \]

Figure 4.7 Contours of the original MSE surface.

The autocorrelation matrix related to the transform-domain filter is given by

\[ R_s = TRT^T \]  \hspace{1cm} (4.66)

therefore if the elements of \( s(k) \) are uncorrelated, matrix \( R_s \) is diagonal, meaning that the application of the transformation matrix was able to diagonalize the autocorrelation matrix \( R \). It can then be concluded that \( T^T \), in this case, corresponds to a matrix whose columns consist of the orthonormal eigenvectors of \( R \). The resulting transformation matrix corresponds to the Karhunen-Loève Transform (KLT)[26].

The normalization of \( s(k) \) and subsequent application of the LMS algorithm would lead to a transform-domain algorithm with the limitation that the solution would be independent of the input signal power. An alternative solution, without this limitation, is to apply the normalized LMS algorithm to update the coefficients of the transform-domain algorithm. We can give an interpretation for the good performance of this solution. Assuming the transform was efficient in the rotation of the MSE surface, the variable convergence factor is large in the update of the coefficients corresponding to low signal power. On the other hand, the convergence factor is small if the corresponding transform...
The output power is high. Specifically, the signals $s_i(k)$ are normalized by their power denoted by $\sigma_i^2(k)$ only when applied in the updating formula. The coefficient update equation in this case is

$$\hat{w}_i(k + 1) = \hat{w}_i(k) + \frac{2\mu}{\gamma + \sigma_i^2(k)} e(k) s_i(k)$$  \hfill (4.67)$$

where $\sigma_i^2(k) = \alpha s_i^2(k) + (1 - \alpha) \sigma_i^2(k - 1)$, $\alpha$ is a small factor chosen in the range $0 < \alpha \leq 0.1$, and $\gamma$ is also a small constant to avoid that the second term of the update equation becomes too large when $\sigma_i^2(k)$ is small.

In matrix form the above updating equation can be rewritten as

$$\mathbf{\hat{w}}(k + 1) = \mathbf{\hat{w}}(k) + 2\mu e(k) \mathbf{\Sigma}^{-2}(k) \mathbf{s}(k)$$  \hfill (4.68)$$

where $\mathbf{\Sigma}^{-2}(k)$ is a diagonal matrix containing as elements the inverse of the power estimates of the elements of $\mathbf{s}(k)$ added to $\gamma$. 

**Figure 4.8** Contours of the rotated and power normalized MSE surface.
It can be shown that if $\mu$ is chosen appropriately, the adaptive-filter coefficients converge to

$$\hat{w}_o = R_s^{-1}p_s$$

(4.69)

where $R_s = TRT^T$ and $p_s = Tp$. As a consequence, the optimum coefficient vector is

$$\hat{w}_o = (TRT^T)^{-1}Tp = TR^{-1}p = Tw_o$$

(4.70)

The convergence speed of the coefficient vector $\hat{w}(k)$ is determined by the eigenvalue spread of $\Sigma^{-2}(k)R_s$.

The requirement on the transformation matrix is that it should be invertible. If the matrix $T$ is not square (number of columns larger than rows), the space spanned by the polynomials formed with the rows of $T$ will be of dimension $N + 1$, but these polynomials are of order larger than $N$. This subspace does not contain the complete space of polynomials of order $N$. In general, except for very specific desired signals, the entire space of $N$th-order polynomials would be required. For an invertible matrix $T$ there is a one-to-one correspondence between the solutions obtained by the LMS and transform-domain LMS algorithms. Although the transformation matrix is not required to be unitary, it appears that no advantages are obtained by using nonunitary transforms [13].

The best unitary transform for the transform-domain adaptive filter is the KLT. However, since the KLT is a function of the input signal, it cannot be efficiently computed in real time. An alternative is to choose a unitary transform that is close to the KLT of the particular input signal. By close is meant that both transforms perform nearly the same rotation of the MSE surface. In any situation, the choice of an appropriate transform is not an easy task. Some guidelines can be given, such as: i) Since the KLT of a real signal is real, the chosen transform should be real for real input signals; ii) For speech signals the discrete-time cosine transform (DCT) is a good approximation for the KLT [26]; iii) Transforms with fast algorithms should be given special attention.

A number of real transforms such as DCT, discrete-time Hartley transform, and others, are available [26]. Most of them have fast algorithms or can be implemented in recursive frequency-domain format. In particular, the outputs of the DCT are given by

$$s_0(k) = \frac{1}{\sqrt{N + 1}} \sum_{l=0}^{N} x(k - l)$$

(4.71)

and

$$s_i(k) = \sqrt{\frac{2}{N + 1}} \sum_{l=0}^{N} x(k - l) \cos \left[ \pi i \frac{(2l + 1)}{2(N + 1)} \right]$$

(4.72)

From Fig. 4.3, we observe that the delay line and the unitary transform form a single-input and multiple-output preprocessing filter. In case the unitary transform is the DCT, the transfer function from the input to the outputs of the DCT preprocessing filter can be described in a recursive format as follows:

$$T_i(z) = \frac{k_0}{N + 1} \cos \tau_i \frac{[z^{N+1} - (-1)^i(z - 1)]}{z^N[z^2 - (2 \cos 2\tau_i)z + 1]}$$

(4.73)
Algorithm 4.4

The Transform-Domain LMS Algorithm

Initialization
\[
x(0) = \hat{w}(0) = [0 0 \ldots 0]^T
\]
\[
\gamma = \text{small constant}
\]
\[
0 < \alpha \leq 0.1
\]

Do for each \(x(k)\) and \(d(k)\) given for \(k \geq 0\)
\[
s(k) = T x(k)
\]
\[
e(k) = d(k) - s^T(k) \hat{w}(k)
\]
\[
\hat{w}(k + 1) = \hat{w}(k) + 2 \mu e(k) \Sigma^{-2}(k) s(k)
\]

where
\[
k_0 = \begin{cases} 
\sqrt{2} & \text{if } i = 0 \\
2 & \text{if } i = 1, \ldots, N 
\end{cases}
\]
and \(\tau_i = \frac{\pi i}{2(N+1)}\). The derivation details are not given here, since they are beyond the scope of this text.

For complex input signals, the discrete-time Fourier transform (DFT) is a natural choice due to its efficient implementations.

Although no general procedure is available to choose the best transform when the input signal is not known \textit{a priori}, the decorrelation performed by the transform, followed by the power normalization, is sufficient to reduce the eigenvalue spread for a broad (not all) class of input signals. Therefore, the transform-domain LMS algorithms are expected to converge faster than the standard LMS algorithm in most applications [13].

The complete transform-domain LMS algorithm is outlined on Algorithm 4.4.

Example 4.2

Repeat the equalization problem of example 3.1 of the previous chapter using the transform-domain LMS algorithm.

(a) Compute the Wiener solution.

(b) Choose an appropriate value for \(\mu\) and plot the convergence path for the transform-domain LMS algorithm on the MSE surface.
Solution:

(a) In this example, the correlation matrix of the adaptive-filter input signal is given by

\[
R = \begin{bmatrix}
1.6873 & -0.7937 \\
-0.7937 & 1.6873 \\
\end{bmatrix}
\]

and the cross-correlation vector \( p \) is

\[
p = \begin{bmatrix}
0.9524 \\
0.4762
\end{bmatrix}
\]

For square matrix \( R \) of dimension 2, the transformation matrix corresponding to the cosine transform is given by

\[
T = \begin{bmatrix}
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2}
\end{bmatrix}
\]

For this filter order, the above transformation matrix coincides with the KLT.

The coefficients corresponding to the Wiener solution of the transform-domain filter are given by

\[
\hat{w}_o = (TR^T)^{-1}Tp
= \begin{bmatrix}
1.0102 \\
0.3367
\end{bmatrix}
\]

(b) The transform-domain LMS algorithm is applied to minimize the MSE using a small convergence factor \( \mu = 1/300 \), in order to obtain a smoothly converging curve. The convergence path of the algorithm in the MSE surface is depicted in Fig. 4.9. As can be noted, the transformation aligned the coefficient axes with the main axes of the ellipses belonging to the error surface. The reader should notice that the algorithm follows an almost straight path to the minimum and that the effect of the eigenvalue spread is compensated by the power normalization. The convergence in this case is faster than for the LMS case.

From the transform-domain LMS algorithm point of view, we can consider that the LMS-Newton algorithm attempts to utilize an estimate of the KLT through \( \hat{R}^{-1}(k) \). On the other hand, the normalized LMS algorithm utilizes an identity transform with an instantaneous estimate of the input signal power given by \( x^T(k)x(k) \).
4.6 THE AFFINE PROJECTION ALGORITHM

There are situations where it is possible to recycle the old data signal in order to improve the convergence of the adaptive-filtering algorithms. Data-reusing algorithms [18], [19]-[24] are considered an alternative to increase the speed of convergence in adaptive-filtering algorithms in situations where the input signal is correlated. The penalty to be paid by data reusing is increased algorithm misadjustment, and as usual a trade-off between final misadjustment and convergence speed is achieved through the introduction of a convergence factor.

Let’s assume we keep the last $L + 1$ input signal vectors in a matrix as follows:

$$
X_{ap}(k) = \begin{bmatrix}
  x(k) & x(k-1) & \cdots & x(k-L+1) & x(k-L) \\
  x(k-1) & x(k-2) & \cdots & x(k-L) & x(k-L-1) \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  x(k-N) & x(k-N-1) & \cdots & x(k-L-N+1) & x(k-L-N) \\
\end{bmatrix}
$$

$$
= [x(k) \ x(k-1) \ldots x(k-L)]
$$

(4.74)

We can also define some vectors representing the partial reusing results at a given iteration $k$, such as the adaptive-filter output, the desired signal, and the error vectors.
These vectors are

\[ \mathbf{y}_{ap}(k) = \mathbf{X}_{ap}(k) \mathbf{w}(k) = \begin{bmatrix} y_{ap,0}(k) \\ y_{ap,1}(k) \\ \vdots \\ y_{ap,L}(k) \end{bmatrix} \]  \hspace{1cm} (4.75)

\[ \mathbf{d}_{ap}(k) = \begin{bmatrix} d(k) \\ d(k-1) \\ \vdots \\ d(k-L) \end{bmatrix} \]  \hspace{1cm} (4.76)

\[ \mathbf{e}_{ap}(k) = \begin{bmatrix} e_{ap,0}(k) \\ e_{ap,1}(k) \\ \vdots \\ e_{ap,L}(k) \end{bmatrix} \]  \hspace{1cm} (4.77)

The objective of the affine projection algorithm is to minimize

\[ \frac{1}{2} \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 \]

subject to:

\[ \mathbf{d}_{ap}(k) - \mathbf{X}_{ap}^T(k) \mathbf{w}(k+1) = 0 \]  \hspace{1cm} (4.78)

The affine projection algorithm maintains the next coefficient vector \( \mathbf{w}(k+1) \) as close as possible to the current one\(^1 \) \( \mathbf{w}(k) \), while forcing the \textit{a posteriori}\(^2 \) error to be zero.

Using the method of Lagrange multipliers to turn the constrained minimization into an unconstrained one, the unconstrained function to be minimized is

\[ F[\mathbf{w}(k+1)] = \frac{1}{2} \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 + \mathbf{\lambda}_{ap}^T(k) [\mathbf{d}(k) - \mathbf{X}_{ap}^T(k) \mathbf{w}(k+1)] \]  \hspace{1cm} (4.79)

where \( \mathbf{\lambda}_{ap}(k) \) is an \( (L+1) \times 1 \) vector of Lagrange multipliers. The above expression can be rewritten as

\[ F[\mathbf{w}(k+1)] = \frac{1}{2} [\mathbf{w}(k+1) - \mathbf{w}(k)]^T [\mathbf{w}(k+1) - \mathbf{w}(k)] + [\mathbf{d}^T(k) - \mathbf{w}^T(k+1) \mathbf{X}_{ap}(k)] \mathbf{\lambda}_{ap}(k) \]  \hspace{1cm} (4.80)

The gradient of \( F[\mathbf{w}(k+1)] \) with respect to \( \mathbf{w}(k+1) \) is given by

\[ \mathbf{g}_{\mathbf{w}} \{ F[\mathbf{w}(k+1)] \} = \frac{1}{2} [2\mathbf{w}(k+1) - 2\mathbf{w}(k)] - \mathbf{X}_{ap}(k) \mathbf{\lambda}_{ap}(k) \]  \hspace{1cm} (4.81)

\(^1\)This procedure is known as minimal distance principle.

\(^2\)The \textit{a posteriori} error is the one computed with the current available data (up to instant \( k \)) using the already updated coefficient vector \( \mathbf{w}(k+1) \).
Algorithm 4.5

The Affine Projection Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x(0) = w(0) = [0 0 \ldots 0]^T )</td>
</tr>
<tr>
<td>choose ( \mu ) in the range ( 0 &lt; \mu \leq 2 )</td>
</tr>
<tr>
<td>( \gamma = ) small constant</td>
</tr>
<tr>
<td>Do for ( k \geq 0 )</td>
</tr>
<tr>
<td>( e_{ap}(k) = d_{ap}(k) - X_{ap}^T(k)w(k) )</td>
</tr>
<tr>
<td>( w(k + 1) = w(k) + \mu X_{ap}(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k) )</td>
</tr>
</tbody>
</table>

After setting the gradient of \( F[w(k + 1)] \) with respect to \( w(k + 1) \) equal to zero, we get

\[
w(k + 1) = w(k) + X_{ap}(k)\lambda_{ap}(k) \tag{4.82}
\]

If we substitute equation (4.82) in the constraint relation of equation (4.78), we obtain

\[
X_{ap}^T(k)X_{ap}(k)\lambda_{ap}(k) = d_{ap}(k) - X_{ap}^T(k)w(k) = e_{ap}(k) \tag{4.83}
\]

The update equation is now given by equation (4.82) with \( \lambda_{ap}(k) \) being the solution of equation (4.83), i.e.,

\[
w(k + 1) = w(k) + X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} e_{ap}(k) \tag{4.84}
\]

The above algorithm corresponds to the conventional affine projection algorithm [19] with unity convergence factor. A trade-off between final misadjustment and convergence speed is achieved through the introduction of a convergence factor as follows

\[
w(k + 1) = w(k) + \mu X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} e_{ap}(k) \tag{4.85}
\]

Note that with the convergence factor the \textit{a posteriori} error is no longer zero. In fact, when measurement noise is present in the environment, zeroing the \textit{a posteriori} error is not a good idea since we are forcing the adaptive filter to compensate for the effect of a noise signal which is uncorrelated with the adaptive-filter input signal. The result is a high misadjustment when the convergence factor is one.

The description of the affine projection algorithm is given in Algorithm 4.5, where an identity matrix multiplied by a small constant was added to the matrix \( X_{ap}^T(k)X_{ap}(k) \) in order to avoid numerical problems in the matrix inversion. The order of the matrix to be inverted depends on the number of data vectors being reused.

Let’s define the hyperplane \( S(k) \) as follows

\[
S(k) = \{ w(k + 1) \in \mathbb{R}^{N+1} : d(k) - w^T(k + 1)x(k) = 0 \} \tag{4.86}
\]
It is noticed that the *a posteriori* error over this hyperplane is zero, that is, given the current input data stored in the vector $\mathbf{x}(k)$ the coefficients are updated to a point where the error computed with the coefficients updated is zero. This definition allows an insightful geometric interpretation for the affine projection algorithm.

In the affine projection algorithm the coefficients are computed such that they belong to an $L + 1$-dimensional subspace $\in \mathbb{R}^{N+1}$, where $\mathbb{R}$ represents the set of real numbers, spanned by the $L + 1$ columns of $\mathbf{X}_{\text{ap}}(k)$. The objective of having $L + 1$ *a posteriori* errors equal to zero has infinity number of solutions, such that any solution on $\mathcal{S}(k)$ can be added to a coefficient vector lying on $\mathcal{S}^\perp(k)$. By also minimizing $\frac{1}{2}\|\mathbf{w}(k + 1) - \mathbf{w}(k)\|^2$ specifies a solution with minimum disturbance.

The matrix $\mathbf{X}_{\text{ap}}(k) (\mathbf{X}_{\text{ap}}^T(k) \mathbf{X}_{\text{ap}}(k))^{-1} \mathbf{X}_{\text{ap}}^T(k)$ represents an orthogonal projection operator on the $L + 1$-dimensional subspace of $\mathbb{R}^{N+1}$ spanned by the $L + 1$ columns of $\mathbf{X}_{\text{ap}}(k)$. This projection matrix has $L + 1$ eigenvalues equal to 1 and $N - L$ eigenvalues of value 0. On the other hand, the matrix $\mathbf{I} - \mu \mathbf{X}_{\text{ap}}(k) (\mathbf{X}_{\text{ap}}^T(k) \mathbf{X}_{\text{ap}}(k))^{-1} \mathbf{X}_{\text{ap}}^T(k)$ has $L + 1$ eigenvalues equal to 1 and $N - L$ eigenvalues of value $1 - \mu$.

When $L = 0$ and $L = 1$ the affine projection algorithm has the normalized LMS and binormalized LMS algorithms [21] as special cases, respectively. In the binormalized case the matrix inversion has closed form solution. Fig. 4.10 illustrates the updating of the coefficient vector for a two-dimensional problem for the LMS algorithm, for the normalized LMS algorithm, for the normalized LMS algorithm with a single data reuse\(^3\), and the binormalized LMS algorithm. Here we assume that the coefficients are originally at $\hat{\mathbf{w}}$ when the new data vector $\mathbf{x}(k)$ becomes available and $\mathbf{x}(k - 1)$ is still stored, and this scenario is used to illustrate the coefficient updating of related algorithms. In addition, it is assumed an environment with no additional noise and a system identification with sufficient order, where the LMS algorithm utilizes a small convergence factor whereas the remaining algorithms use unit convergence factor. The conventional LMS algorithm takes a step towards $\mathcal{S}(k)$ yielding a solution $\mathbf{w}(k + 1)$, anywhere between points 1 and 3 in Fig. 4.10, that is closer to $\mathcal{S}(k)$ than $\mathbf{w}$. The NLMS algorithm with unit convergence factor performs a line search in the direction of $\mathbf{x}(k)$ to yield in a single step the solution $\mathbf{w}(k + 1)$, represented by point 3 in Fig. 4.10, which belongs to $\mathcal{S}(k)$. A single reuse of the previous data using normalized LMS algorithm would lead to point 4. The binormalized LMS algorithm, which corresponds to an affine projection algorithm with two projections, yields the solution that belongs to $\mathcal{S}(k - 1)$ and $\mathcal{S}(k)$, represented by point 5 in Fig. 4.10. As an illustration, it is possible to observe in Fig. 4.11 that by repeatedly re-utilizing the data vectors $\mathbf{x}(k)$ and $\mathbf{x}(k - 1)$ to update the coefficients with the normalized LMS algorithm would reach point 5 in a zig-zag pattern after an infinite number of iterations. This approach is known as Kaczmarz method [22].

For a noise-free environment and sufficient-order identification problem, the optimal solution $\mathbf{w}_o$ is at the intersection of $L + 1$ hyperplanes constructed with linearly independent input signal vectors. The affine projection algorithm with unit convergence factor updates the coefficient to the intersection. Fig. 4.12 illustrates the coefficient updating for a three-dimensional problem for the normalized

\(^3\)In this algorithm the updating is performed in two steps: $\hat{\mathbf{w}}(k) = \mathbf{w}(k) + \frac{\mathbf{e}(k) \mathbf{x}(k)}{\mathbf{x}^T(k) \mathbf{e}(k)}$ and $\mathbf{w}(k + 1) = \hat{\mathbf{w}}(k) + \frac{\mathbf{d}(k - 1) \mathbf{x}(k - 1)}{\mathbf{x}^T(k - 1) \mathbf{x}(k - 1)}$, where in the latter case $\hat{\mathbf{e}}(k - 1)$ is computed with the previous data $\mathbf{d}(k - 1)$ and $\mathbf{x}(k - 1)$ using the coefficients $\hat{\mathbf{w}}(k)$. 

---

**4.6 The Affine Projection Algorithm**
Figure 4.10  Coefficient vector updating for the normalized LMS algorithm and binormalized LMS algorithm.

Figure 4.11  Multiple data reuse for the normalized LMS algorithm.
The Affine Projection Algorithm and binormalized LMS algorithms. It can be observed in Fig. 4.12 that $x(k)$ and, consequently, $g_w[e^2(k)]$ are orthogonal to the hyperplane $S(k)$. Similarly, $x(k-1)$ is orthogonal to the hyperplane $S(k-1)$. The normalized LMS algorithm moves the coefficients from point 1 to point 2, whereas the binormalized LMS algorithm updates the coefficients to point 3 at the intersection of the two hyperplanes.

The affine projection algorithm combines data reusing, orthogonal projections of $L$ consecutive gradient directions, and normalization in order to achieve faster convergence than many other LMS-based algorithms. At each iteration, the affine projection algorithm yields the solution $w(k+1)$ which is at the intersection of hyperplanes $S(k), S(k-1), \ldots, S(k-L)$ and is as close as possible to $w(k)$. The computational complexity of the affine projection algorithm is related to the number of data vectors being reused which ultimately determines the order of the matrix to be inverted. Some fast versions of the algorithm can be found in [20], [25]. It is also possible to reduce computations by employing data-selective strategies as will be discussed in Chapter 6.

### 4.6.1 Misadjustment in the Affine Projection Algorithm

The analysis of the affine projection algorithm is somewhat more involved than some of the LMS-based algorithms. The following framework provides an alternative analysis approach utilizing the concept of energy conservation [44]-[48]. This framework has been widely used in recent literature.
to analyze several adaptive-filtering algorithms [48]. In particular, the approach is very useful to analyze the behavior of the affine projection algorithm in a rather simple manner [47].

A general adaptive-filtering algorithm utilizes the following coefficient updating form

\[ w(k+1) = w(k) - \mu F_X(k)f_e(k) \]  
(4.87)

where \( F_X(k) \) is a matrix whose elements are functions of the input data and \( f_e(k) \) is a vector whose elements are functions of the error. Assuming that the desired signal is given by

\[ d(k) = w_o^T x(k) + n(k) \]  
(4.88)

the underlying updating equation can be alternatively described by

\[ \Delta w(k+1) = \Delta w(k) - \mu F_X(k)f_e(k) \]  
(4.89)

where \( \Delta w(k) = w(k) - w_o \).

In the case of the affine projection algorithm

\[ f_e(k) = -e_{ap}(k) \]  
(4.90)

according to equation (4.77). By premultiplying equation (4.89) by the input vector matrix of equation (4.74), the following expressions result

\[ X_{ap}^T(k)\Delta w(k+1) = X_{ap}^T(k)\Delta w(k) + \mu X_{ap}^T(k)F_X(k)e_{ap}(k) \]

\[-\tilde{e}_{ap}(k) = -\hat{e}_{ap}(k) + \mu X_{ap}^T(k)F_X(k)e_{ap}(k) \]  
(4.91)

where

\[ \tilde{e}_{ap}(k) = -X_{ap}^T(k)\Delta w(k+1) \]  
(4.92)

is the noiseless \textit{a posteriori} error vector and

\[ \hat{e}_{ap}(k) = -X_{ap}^T(k)\Delta w(k) = e_{ap}(k) - n_{ap}(k) \]  
(4.93)

is the noiseless \textit{a priori} error vector with

\[ n_{ap}(k) = \begin{bmatrix} n(k) \\ n(k-1) \\ \vdots \\ n(k-L) \end{bmatrix} \]

being the standard noise vector.

For the regularized affine projection algorithm

\[ F_X(k) = X_{ap}(k) \left( X_{ap}^T(k)X_{ap}(k) + \gamma I \right)^{-1} \]
where the matrix $\gamma I$ is added to the matrix to be inverted in order to avoid numerical problems in the inversion operation in the cases $X_{ap}^T(k)X_{ap}(k)$ is ill conditioned.

By solving equation (4.91), we get
\[
\frac{1}{\mu} (X_{ap}^T(k)X_{ap}(k))^{-1} (\tilde{e}_{ap}(k) - \tilde{\varepsilon}_{ap}(k)) = (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k)
\]

If we replace the above equation in
\[
\Delta w(k + 1) = \Delta w(k) + \mu X_{ap}(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k)
\]
which corresponds to equation (4.89) for the affine projection case, it is possible to deduce that
\[
\begin{align*}
\Delta w(k + 1) - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) &= \\
\Delta w(k) - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) &= 
\end{align*}
\]
(4.95)

From the above equation it is possible to prove that
\[
E [\|\Delta w(k + 1)\|^2] + E [\tilde{e}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k)] = \\
E [\|\Delta w(k)\|^2] + E [\tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)]
\]
(4.96)

**Proof:**

One can now calculate the Euclidean norm of both sides of equation (4.95)
\[
\begin{align*}
\Delta w^T(k + 1) &\Delta w(k + 1) - \Delta w^T(k + 1) X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \\
\times &\Delta w(k + 1) - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \\
&= \\
\Delta w(k) &\Delta w(k) - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)
\end{align*}
\]
By performing the inner products one by one, the above equation becomes
\[
\begin{align*}
\Delta w^T(k + 1) &\Delta w(k + 1) - \Delta w^T(k + 1) X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \\
&\quad - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \Delta w(k + 1) \\
+ &X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \Delta w^T(k + 1) X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k) \\
&= \\
\Delta w^T(k) &\Delta w(k) - \Delta w^T(k) X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \\
&\quad - X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \Delta w(k) \\
+ &X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \Delta w^T(k) X_{ap}(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)
\end{align*}
\]
Since \( \tilde{\varepsilon}_{ap}(k) = -X_{ap}^T(k)\Delta w(k + 1) \) and \( \tilde{\varepsilon}_{ap}(k) = -X_{ap}^T(k)\Delta w(k) \)

\[
\|\Delta w(k + 1)\|^2 + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \\
+ \varepsilon_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \varepsilon_{ap}(k) + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) = \\
\|\Delta w(k)\|^2 + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \\
+ \varepsilon_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \varepsilon_{ap}(k) + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)
\]

By removing the equal terms on both sides of the last equation the following equality holds

\[
\|\Delta w(k + 1)\|^2 + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) = \\
\|\Delta w(k)\|^2 + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \\
+ \varepsilon_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \varepsilon_{ap}(k) + \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k) \\
(4.97)
\]

As can be observed no approximations were utilized so far. Now by applying the expected value operation on both sides of the above equation, the expression of equation (4.96) holds.

\[\square\]

If it is assumed that the algorithm has converged, that is, the coefficients remain in average unchanged, then \( E[\|\Delta w(k + 1)\|^2] = E[\|\Delta w(k)\|^2] \). As a result the following equality holds in the steady state.

\[
E[\tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)] = E[\tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)] \\
(4.98)
\]

In the above expression it is useful to remove the dependence on the \textit{a posteriori} error, what can be achieved by applying equation (4.91) to the affine projection algorithm case.

\[
\tilde{\varepsilon}_{ap}(k) = \tilde{\varepsilon}_{ap}(k) - \mu X_{ap}(k)X_{ap}(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k) \\
(4.99)
\]

By substituting equation (4.99) in equation (4.98) we get

\[
E[\tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)] = E[\tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{\varepsilon}_{ap}(k)] \\
- \mu \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k) - \mu \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} \tilde{\varepsilon}_{ap}(k) \\
+ \mu^2 \tilde{\varepsilon}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} X_{ap}^T(k)X_{ap}(k) (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k) \\
(4.100)
\]

The above expression can be simplified as

\[
\mu^2 E[\tilde{\varepsilon}_{ap}^T(k)S_{ap}(k)\tilde{R}_{ap}(k)S_{ap}(k)e_{ap}(k)] = \mu E[\tilde{\varepsilon}_{ap}^T(k)S_{ap}(k)e_{ap}(k) + e_{ap}^T(k)S_{ap}(k)e_{ap}(k)] \\
(4.101)
\]
where the following definitions are employed to simplify the discussion
\[
\hat{\mathbf{R}}_{\text{ap}}(k) = \mathbf{X}_{\text{ap}}^T(k)\mathbf{X}_{\text{ap}}(k)
\]
\[
\hat{\mathbf{S}}_{\text{ap}}(k) = (\mathbf{X}_{\text{ap}}^T(k)\mathbf{X}_{\text{ap}}(k) + \gamma \mathbf{I})^{-1}
\] (4.102)

By rescuing the definition of the error squared of equation (3.39) and applying the expected value operator we obtain
\[
\xi(k) = E[e^2(k)] = E[n^2(k)] - 2E[n(k)\Delta \mathbf{w}^T(k)\mathbf{x}(k)] + E[\Delta \mathbf{w}^T(k)\mathbf{x}(k)\mathbf{x}^T(k)\Delta \mathbf{w}(k)]
\] (4.103)

If the coefficients have weak dependency of the additional noise and applying the orthogonality principle, we can simplify the above expression as follows
\[
\xi(k) = \sigma_n^2 + E[\Delta \mathbf{w}^T(k)\mathbf{x}(k)\mathbf{x}^T(k)\Delta \mathbf{w}(k)]
\]
\[
= \sigma_n^2 + E[e_{\text{ap},0}^2(k)]
\] (4.104)

where \(e_{\text{ap},0}(k)\) is the first element of vector \(\mathbf{e}_{\text{ap}}(k)\).

In order to compute the excess of mean-square error we can remove the value of \(E[e_{\text{ap},0}^2(k)]\) from equation (4.101). Since our aim is to compute \(E[e_{\text{ap},0}^2(k)]\), we can substitute equation (4.93) in equation (4.101) in order to get rid of \(\mathbf{e}_{\text{ap}}(k)\). The resulting expression is given by
\[
E\left[\mu(\mathbf{e}_{\text{ap}}(k) + \mathbf{n}_{\text{ap}}(k))^T\mathbf{S}_{\text{ap}}(k)\hat{\mathbf{R}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)(\mathbf{e}_{\text{ap}}(k) + \mathbf{n}_{\text{ap}}(k))\right] =
E\left[\mathbf{e}_{\text{ap}}^T(k)\mathbf{n}_{\text{ap}}(k) + \mathbf{n}_{\text{ap}}^T(k)\mathbf{e}_{\text{ap}}(k)\right]
\]
\[
= 2E\left[\mathbf{e}_{\text{ap}}^T(k)\mathbf{n}_{\text{ap}}(k)\right]
\] (4.105)

By considering the noise white and statistically independent of the input signal, the above relation can be further simplified as
\[
\mu E\left[\mathbf{e}_{\text{ap}}^T(k)\mathbf{S}_{\text{ap}}(k)\hat{\mathbf{R}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)\mathbf{e}_{\text{ap}}(k) + \mathbf{n}_{\text{ap}}^T(k)\mathbf{S}_{\text{ap}}(k)\hat{\mathbf{R}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)\mathbf{n}_{\text{ap}}(k)\right] =
2E\left[\mathbf{e}_{\text{ap}}^T(k)\mathbf{n}_{\text{ap}}(k)\right]
\] (4.106)

The above expression, after some rearrangements, can be rewritten as
\[
2E\left\{\text{tr}[(\mathbf{e}_{\text{ap}}(k)\mathbf{e}_{\text{ap}}^T(k))\mathbf{S}_{\text{ap}}(k)]\right\} - \mu E\left\{\text{tr}[(\mathbf{e}_{\text{ap}}(k)\mathbf{e}_{\text{ap}}^T(k))\hat{\mathbf{S}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)]\hat{\mathbf{R}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)]\left\}ight.
\[
= \mu E\left\{\text{tr}[(\mathbf{n}_{\text{ap}}(k)\mathbf{n}_{\text{ap}}^T(k))\mathbf{S}_{\text{ap}}(k)\hat{\mathbf{R}}_{\text{ap}}(k)\hat{\mathbf{S}}_{\text{ap}}(k)]\right\}
\] (4.107)

where we used the property \(\text{tr}[A \cdot B] = \text{tr}[B \cdot A]\).

In addition, if matrix \(\hat{\mathbf{R}}_{\text{ap}}(k)\) is invertible it can be noticed that
\[
\hat{\mathbf{S}}_{\text{ap}}(k) = \left[\hat{\mathbf{R}}_{\text{ap}}(k) + \gamma \mathbf{I}\right]^{-1}
\]
\[
= \hat{\mathbf{R}}_{\text{ap}}^{-1}(k) \left[\mathbf{I} - \gamma \hat{\mathbf{R}}_{\text{ap}}^{-1}(k) + \gamma^2 \hat{\mathbf{R}}_{\text{ap}}^{-2}(k) - \gamma^3 \hat{\mathbf{R}}_{\text{ap}}^{-3}(k) + \cdots\right]
\]
\[
\approx \hat{\mathbf{R}}_{\text{ap}}^{-1}(k) \left[\mathbf{I} - \gamma \hat{\mathbf{R}}_{\text{ap}}^{-1}(k)\right] \approx \hat{\mathbf{R}}_{\text{ap}}^{-1}(k)
\] (4.108)
where the last two relations are valid for $\gamma \ll 1$.

By assuming that the matrix $\hat{S}_{ap}(k)$ is statistically independent of the noiseless a priori error after convergence, and of the noise, the equation (4.107) can be rewritten as

$$2\text{tr} \left\{ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)]E[\hat{S}_{ap}(k)] \right\} - \mu \text{tr} \left\{ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)]E[\hat{S}_{ap}(k)] \right\}$$

$$+ \gamma \mu \text{tr} \left\{ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)] \right\} = \mu \text{tr} \left\{ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)] \right\} - \gamma \mu \text{tr} \left\{ E[n_{ap}(k)n_{ap}^T(k)] \right\}$$

(4.109)

This equation can be further simplified by assuming the noise is white\(^4\) and $\gamma$ is small leading to the following expression

$$(2 - \mu) \text{tr} \left\{ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)]E[\hat{S}_{ap}(k)] \right\} = \mu \sigma_n^2 \text{tr} \left\{ E[\hat{S}_{ap}(k)] \right\}$$

(4.110)

Our task now is to compute $E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)]$ where we will assume in the process that this matrix is diagonal dominant whose final result has the following form

$$E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)] = A E[\tilde{e}_{ap,0}^2(k)] + B \sigma_n^2$$

Proof:

The $i$-th rows of equations (4.92) and (4.93) are given by

$$\tilde{e}_{ap,i}(k) = -x^T(k - i)\Delta w(k + 1)$$

(4.111)

and

$$\tilde{e}_{ap,i}(k) = -x^T(k - i)\Delta w(k) = e_{ap,i}(k) - n(k - i)$$

(4.112)

for $i = 0, \ldots, L$. Using in equation (4.91) the fact that $X_{ap}^T(k)F_x(k) \approx I$ for small $\gamma$, then

$$-\tilde{e}_{ap}(k) = -\tilde{e}_{ap}(k) + \mu e_{ap}(k)$$

(4.113)

By properly utilizing in equations (4.111) and (4.112) the $i$-th row of equation (4.91), we obtain

$$\tilde{e}_{ap,i}(k) = -x^T(k - i)\Delta w(k + 1)$$

$$= (1 - \mu)e_{ap,i}(k) - \mu n(k - i)$$

$$= (1 - \mu)x^T(k - i)\Delta w(k) - \mu n(k - i)$$

(4.114)

Squaring the above equation, assuming the coefficients are weakly dependent on the noise which is in turn white noise, and following closely the procedure to derive equation (4.96) from equation (4.95), we get

$$E[(x^T(k - i)\Delta w(k + 1))^2] = (1 - \mu)^2 E[(x^T(k - i)\Delta w(k))^2] + \mu^2 \sigma_n^2$$

(4.115)

\(^4\)In this case, $E[n_{ap}(k)n_{ap}^T(k)] = \sigma_n^2 I$. 

The above expression relates the squared values of the \textit{a posteriori} and \textit{a priori} errors. However, the same kind of relation holds for the previous time instant, that is

\[ E[(x^T(k - i - 1)\Delta w(k))^2] = (1 - \mu)^2 E[(x^T(k - i - 1)\Delta w(k - 1))^2] + \mu^2 \sigma_n^2 \]

or

\[ E[\tilde{e}_{ap,i+1}(k)] = (1 - \mu)^2 E[\tilde{e}_{ap,i}(k - 1)] + \mu^2 \sigma_n^2 \] \hspace{1cm} (4.116)

Note that for \( i = 0 \) this term corresponds to the second diagonal element of the matrix \( E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)] \).

Specifically we can compute \( E[\tilde{e}_{ap,1}(k)] \) as

\[ E[(x^T(k - 1)\Delta w(k))^2] = E[\tilde{e}_{ap,1}(k)] \]

\[ = (1 - \mu)^2 E[(x^T(k - 1)\Delta w(k - 1))^2] + \mu^2 \sigma_n^2 \]

\[ = (1 - \mu)^2 E[\tilde{e}_{ap,0}(k - 1)] + \mu^2 \sigma_n^2 \] \hspace{1cm} (4.117)

For \( i = 1 \) equation (4.116) becomes

\[ E[(x^T(k - 2)\Delta w(k))^2] = E[\tilde{e}_{ap,2}(k)] \]

\[ = (1 - \mu)^2 E[(x^T(k - 2)\Delta w(k - 1))^2] + \mu^2 \sigma_n^2 \]

\[ = (1 - \mu)^2 E[\tilde{e}_{ap,1}(k - 1)] + \mu^2 \sigma_n^2 \] \hspace{1cm} (4.118)

By substituting equation (4.117) in the above equation it follows that

\[ E[\tilde{e}_{ap,2}(k)] = (1 - \mu)^4 E[\tilde{e}_{ap,0}(k - 2)] + [1 + (1 - \mu)^2] \mu^2 \sigma_n^2 \] \hspace{1cm} (4.119)

By induction one can prove that

\[ E[\tilde{e}_{ap,i+1}(k)] = (1 - \mu)^{2(i+1)} E[\tilde{e}_{ap,0}(k - i - 1)] + \left[ 1 + \sum_{l=1}^{i} (1 - \mu)^{2l} \right] \mu^2 \sigma_n^2 \] \hspace{1cm} (4.120)

By assuming that \( E[\tilde{e}_{ap,0}(k)] \approx E[\tilde{e}_{ap,0}(k - i)] \) for \( i = 0, \ldots, L \), then

\[ E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)] = A E[\tilde{e}_{ap,0}(k)] + \mu^2 B \sigma_n^2 \] \hspace{1cm} (4.121)

with

\[
A = \begin{bmatrix}
1 & 0 & \cdots \\
(1 - \mu)^2 & 0 & \cdots \\
(1 - \mu)^4 & \cdots & \cdots \\
& \cdots & (1 - \mu)^{2L}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0 & 1 & \cdots \\
1 & 0 & \cdots \\
& 1 + (1 - \mu)^2 & \cdots \\
& & \cdots \\
& & & 1 + \sum_{l=1}^{i} (1 - \mu)^{2l}
\end{bmatrix}
\]
where it was also considered that the above matrix $E[\tilde{e}_{ap}(k)\tilde{e}_{ap}^T(k)]$ was diagonal dominant, as it is usually the case in practice. Note from the above relation that the convergence factor $\mu$ should be chosen in the range $0 < \mu < 2$, so that the elements of the noiseless a priori error remain bounded for any value of $L$.

We have available all the quantities required to calculate the excess of MSE in the affine projection algorithm. Specifically, we can substitute the result of equation (4.121) in equation (4.110) obtaining

$$
(2 - \mu) \left[ E[\tilde{e}_{ap,0}^2(k)] \text{tr} \{ A E[\hat{S}_{ap}(k)] \} + \mu^2 \sigma_n^2 \text{tr} \{ B E[\hat{S}_{ap}(k)] \} \right] = \mu \sigma_n^2 \text{tr} \{ E[\hat{S}_{ap}(k)] \} 
$$

(4.122)

The second term on the left-hand side can be neglected in case the signal to noise ratio is high. For small $\mu$ this term also becomes substantially smaller than the term on the right-hand side. For $\mu$ close to one the referred terms become comparable only for large $L$, when the misadjustment becomes less sensitive to $L$. In the following discussions we will not consider the term multiplied by $\mu^2$.

Assuming the diagonal elements of $E[\hat{S}_{ap}(k)]$ are equal and the matrix $A$ multiplying it on the left-hand side is a diagonal matrix, after a few manipulations it is possible to deduce that

$$
E[\tilde{e}_{ap,0}^2(k)] = \frac{\mu}{2 - \mu} \frac{\sigma_n^2}{\text{tr} \{ A E[\hat{S}_{ap}(k)] \}} \text{tr} \{ E[\hat{S}_{ap}(k)] \} 
$$

$$
= \frac{(L + 1) \mu}{2 - \mu} \frac{1 - (1 - \mu)^2}{1 - (1 - \mu)^2 (L + 1)} \sigma_n^2 
$$

(4.123)

Therefore, the misadjustment for the affine projection algorithm is given by

$$
M = \frac{(L + 1) \mu}{2 - \mu} \frac{1 - (1 - \mu)^2}{1 - (1 - \mu)^2 (L + 1)} 
$$

(4.124)

For large $L$ and small $1 - \mu$, this equation can be approximated by

$$
M = \frac{(L + 1) \mu}{(2 - \mu)} 
$$

(4.125)

In [23], by considering a simplified model for the input signal vector consisting of vectors with discrete angular orientation and the independence assumption, an expression for the misadjustment of the affine projection algorithm was derived, that is

$$
M = \frac{\mu}{2 - \mu} \frac{1}{\|x(k)\|^2} \text{tr} [R] 
$$

(4.126)

which is independent of $L$. It is observed in the experiments that higher number of reuses leads to higher misadjustment, as indicated in equation (4.125). The equivalent expression of (4.126) using the derivations presented here would lead to

$$
M = \frac{(L + 1) \mu}{2 - \mu} \frac{1}{\|x(k)\|^2} \text{tr} [R] 
$$

(4.127)
which can obtained from equation (4.123) by considering that
\[
\text{tr}\{E[\hat{S}_{ap}(k)]\} \approx (L + 1)E\left[\frac{1}{\|X(k)\|^2}\right]
\]
and
\[
\frac{1}{\text{tr}\{AE[\hat{S}_{ap}(k)]\}} \approx \text{tr}[R]
\]
for \(\mu\) close to one.

### 4.6.2 Behavior in Nonstationary Environments

In a nonstationary environment the error in the coefficients is described by the following vector
\[
\Delta w(k + 1) = w(k + 1) - w_o(k + 1)
\]
where \(w_o(k + 1)\) is the optimal time-varying vector. For this case, equation (4.95) becomes
\[
\Delta w(k + 1) = \Delta \hat{w}(k) + \mu X_{ap}(k) \left(X_{ap}^T(k)X_{ap}(k) + \gamma I\right)^{-1} e_{ap}(k)
\]
where \(\Delta \hat{w}(k) = w(k) - w_o(k + 1)\). By premultiplying the above expression by \(X_{ap}^T(k)\) it follows that
\[
X_{ap}^T(k)\Delta w(k + 1) = X_{ap}^T(k)\Delta \hat{w}(k) + \mu X_{ap}^T(k)X_{ap}(k) \left(X_{ap}^T(k)X_{ap}(k) + \gamma I\right)^{-1} e_{ap}(k)
\]
\[= -\tilde{e}_{ap}(k) + \mu X_{ap}^T(k)\mu X_{ap}(k) \left(X_{ap}^T(k)X_{ap}(k) + \gamma I\right)^{-1} e_{ap}(k)\]

By solving the equation (4.130), it is possible to show that
\[
\frac{1}{\mu} (X_{ap}^T(k)X_{ap}(k))^{-1} [\tilde{e}_{ap}(k) - \tilde{e}_{ap}(k)] = (X_{ap}^T(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}(k)
\]

Following the same procedure to derive equation (4.95), we can now substitute equation (4.131) in equation (4.129) in order to deduce that
\[
\Delta w(k + 1) = \Delta \hat{w}(k) + \mu X_{ap}(k) \left(X_{ap}^T(k)X_{ap}(k) + \gamma I\right)^{-1} \tilde{e}_{ap}(k)
\]
\[= \Delta \hat{w}(k) - X_{ap}(k) \left(X_{ap}^T(k)X_{ap}(k)\right)^{-1} \tilde{e}_{ap}(k)\]

By computing the energy on both sides of this equation as previously performed in equation (4.96), it is possible to show that
\[
E \left[\|\Delta w(k + 1)\|^2\right] + E \left[\tilde{e}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k)\right]
\]
\[= E \left[\|\Delta \hat{w}(k)\|^2\right] + E \left[\tilde{e}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k)\right]
\]
\[= E \left[\|\Delta w(k) + \Delta w_o(k + 1)\|^2\right] + E \left[\tilde{e}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k)\right]
\]
\[\approx E \left[\|\Delta w(k)\|^2\right] + E \left[\|\Delta w_o(k + 1)\|^2\right] + E \left[\tilde{e}_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \tilde{e}_{ap}(k)\right]\]
where \( \Delta w_o(k + 1) = w_o(k) - w_o(k + 1) \), and in the last equality we have assumed that \( E[\Delta w^T(k) \Delta w_o(k + 1)] \approx 0 \). This assumption is valid for simple models for the time-varying behavior of the unknown system, such as random walk model \(^5\). We will adopt this assumption in order to simplify our analysis.

The time-varying characteristic of the unknown system leads to an excess mean-square error. As before, in order to calculate the excess MSE we assume that each element of the optimal coefficient vector is modeled as a first-order Markov process. As previously mentioned, this nonstationary environment can be considered somewhat simplified, but allows a manageable mathematical analysis. The first-order Markov process is described by

\[
\mathbf{w}_o(k) = \lambda w_o(k - 1) + \kappa \mathbf{n}_w(k)
\]

(4.134)

where \( \mathbf{n}_w(k) \) is a vector whose elements are zero-mean white noise processes with variance \( \sigma_w^2 \), and \( \lambda_w < 1 \). If \( \kappa_w = 1 \) this model may not represent a real system when \( \lambda_w \to 1 \), since the \( E[\mathbf{w}_o(k)w_o^T(k)] \) will have unbounded elements if, for example, \( \mathbf{n}_w(k) \) is not exactly zero mean. A better model utilizes a factor \( \kappa_w = (1 - \lambda_w)^{\frac{p}{2}} \), for \( p \geq 1 \), multiplying \( \mathbf{n}_w(k) \) in order to guarantee that \( E[\mathbf{w}_o(k)w_o^T(k)] \) is bounded.

In our derivations of the excess of MSE, the covariance of \( \Delta w_o(k + 1) = w_o(k) - w_o(k + 1) \) is required. That is

\[
\text{cov}[\Delta w_o(k + 1)] = E[(w_o(k + 1) - w_o(k))(w_o(k + 1) - w_o(k))^T]
\]

\[
= E[\lambda w_o(k) + \kappa w_nw_o(k)](\lambda w_o(k) + \kappa w_nw_o(k))^T
\]

\[
= E\{(\lambda w - 1)w_o(k) + \kappa w_nw_o(k)](\lambda w - 1)w_o(k) + \kappa w_nw_o(k)]^T\}
\]

(4.135)

Since each element of \( \mathbf{n}_w(k) \) is a zero-mean white noise process with variance \( \sigma_w^2 \), and \( \lambda_w < 1 \), by applying the result of equation (2.82), it follows that

\[
\text{cov}[\Delta w_o(k + 1)] = \kappa_w^2 \sigma_w^2 \frac{(1 - \lambda_w)^2}{1 - \lambda_w^2} I + \kappa_w^2 \sigma_w^2 I
\]

\[
= \kappa_w^2 \left[ \frac{1 - \lambda_w}{1 + \lambda_w^2} + 1 \right] \sigma_w^2 I
\]

(4.136)

By employing this result, we can compute

\[
E[\|\Delta w_o(k + 1)\|^2] = \text{tr}\{\text{cov}[\Delta w_o(k + 1)]\} = (N + 1) \left[ \frac{2\kappa_w^2}{1 + \lambda_w} \right] \sigma_w^2
\]

(4.137)

We are now in a position to solve equation (4.133) utilizing the result of equation (4.137). Again by assuming that the algorithm has converged, that is, the Euclidean norm of the coefficients increment

\(^5\) In this model the coefficients change according to \( w_o(k) = w_o(k - 1) + \mathbf{n}_w(k) \).
remains in average unchanged, then \( E \left[ \| \Delta \bw(k + 1) \|^2 \right] = E \left[ \| \Delta \bw(k) \|^2 \right] \). As a result, equation (4.133) can be rewritten as

\[
E \left[ \ee_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \ee_{ap}(k) \right] = E \left[ \ee_{ap}^T(k) (X_{ap}^T(k)X_{ap}(k))^{-1} \ee_{ap}(k) \right] \\
+ (N + 1) \left[ \frac{2\kappa_2^2}{1 + \lambda_W^2} \right] \sigma_w^2 \tag{4.138}
\]

Leading to the equivalent of equation (4.101) as follows

\[
\mu^2 E \left[ \ee_{ap}^T(k) \hat{S}_{ap}(k) \hat{R}_{ap}(k) \ee_{ap}(k) \right] = \mu E \left[ \ee_{ap}^T(k) \hat{S}_{ap}(k) \ee_{ap}(k) + \ee_{ap}^T(k) \hat{S}_{ap}(k) \ee_{ap}(k) \right] \\
+ (N + 1) \left[ \frac{2\kappa_2^2}{1 + \lambda_W^2} \right] \sigma_w^2 \tag{4.139}
\]

By solving this equation following precisely the same procedure as equation (4.101) was solved, we can derive the excess of MSE only due to the time-varying unknown system.

\[
\xi_{lag} = \frac{N + 1}{\mu(2 - \mu)} \left[ \frac{2\kappa_2^2}{1 + \lambda_W^2} \right] \sigma_w^2 \tag{4.140}
\]

By taking into consideration the additional noise and the time-varying parameters to be estimated, the overall excess of MSE is given by

\[
\xi_{exc} = \frac{(L + 1)\mu}{2 - \mu} \frac{1 - (1 - \mu)^2}{1 - (1 - \mu)^2(L + 1)} \sigma_n^2 + \frac{N + 1}{\mu(2 - \mu)} \left[ \frac{2\kappa_2^2}{1 + \lambda_W^2} \right] \sigma_w^2 \\
= \frac{1}{2 - \mu} \left\{ (L + 1)\mu \frac{1 - (1 - \mu)^2}{1 - (1 - \mu)^2(L + 1)} \sigma_n^2 + \frac{N + 1}{\mu} \left[ \frac{2\kappa_2^2}{1 + \lambda_W^2} \right] \sigma_w^2 \right\} \tag{4.141}
\]

If \( \kappa_W = 1 \), \( L \) is large, and \( |1 - \mu| < 1 \), the above expression becomes simpler

\[
\xi_{exc} = \frac{1}{2 - \mu} \left\{ (L + 1)\mu \sigma_n^2 + \frac{2(N + 1)}{\mu(1 + \lambda_W^2)} \sigma_w^2 \right\} \tag{4.142}
\]

As can be observed, the contribution due to the lag is inversely proportional to the value of \( \mu \). This is an expected result since for small values of \( \mu \) an adaptive-filtering algorithm will face difficulties in tracking the variations in the unknown system.

### 4.6.3 Transient Behavior

This subsection presents some considerations related to the behavior of the affine projection algorithm during the transient. In order to achieve this goal we start by removing the dependence of equation (4.96) on the noiseless \textit{a posteriori} error through equation (4.99), very much like previously performed in the derivations of equations (4.100) and (4.101). The resulting expression is

\[
E \left[ \| \Delta \bw(k + 1) \|^2 \right] = E \left[ \| \Delta \bw(k) \|^2 \right] + \mu^2 E \left[ \ee_{ap}^T(k) \hat{S}_{ap}(k) \hat{R}_{ap}(k) \ee_{ap}(k) \right] \\
- \mu E \left[ \ee_{ap}^T(k) \hat{S}_{ap}(k) \ee_{ap}(k) + \ee_{ap}^T(k) \hat{S}_{ap}(k) \ee_{ap}(k) \right] \tag{4.143}
\]
Since from equation (4.93)

\[ e_{ap}(k) = \hat{e}_{ap}(k) + n_{ap}(k) \]

\[ = -X_{ap}(k)\Delta w(k) + n_{ap}(k) \]

the above expression (4.143) can be rewritten as

\[
E \left[ \| \Delta w(k + 1) \|^2 \right] = E \left[ \| \Delta w(k) \|^2 \right] \\
+ \mu^2 E \left[ (\Delta w^T(k)X_{ap}(k) + n_{ap}^T(k))\hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k)(-X_{ap}^T(k)\Delta w(k) + n_{ap}(k)) \right] \\
- \mu E \left[ (-\Delta w^T(k)X_{ap}(k))\hat{S}_{ap}(k)(-X_{ap}^T(k)\Delta w(k) + n_{ap}(k)) \right] \\
+ (\Delta w^T(k)X_{ap}(k) + n_{ap}^T(k))\hat{S}_{ap}(k)(-X_{ap}^T(k)\Delta w(k)) \tag{4.144}
\]

By considering the noise white and uncorrelated with the other quantities of this recursion, the above equation can be simplified to

\[
E \left[ \| \Delta w(k + 1) \|^2 \right] = E \left[ \| \Delta w(k) \|^2 \right] - 2\mu E \left[ \Delta w^T(k)X_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k)\Delta w(k) \right] \\
+ \mu^2 E \left[ \Delta w^T(k)X_{ap}(k)\hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k)\Delta w(k) \right] \\
+ \mu^2 E \left[ n_{ap}^T(k)\hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k)n_{ap}(k) \right] \tag{4.145}
\]

By applying the property that \( \text{tr}[AB] = \text{tr}[BA] \), this relation is equivalent to

\[
\text{tr}\{\text{cov}[\Delta w(k + 1)]\} = \text{tr}\{\text{cov}[\Delta w(k)]\} - 2\mu \text{tr} \left\{ E \left[ X_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k)\Delta w(k)\Delta w^T(k) \right] \right\} \\
+ \mu^2 \text{tr} \left\{ E \left[ X_{ap}(k)\hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k)\Delta w(k)\Delta w^T(k) \right] \right\} \\
+ \mu^2 \text{tr} \left\{ E \left[ \hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k) \right] E \left[ n_{ap}(k)n_{ap}^T(k) \right] \right\} \tag{4.146}
\]

By assuming that the \( \Delta w(k + 1) \) is independent of the data and the noise is white, it follows that

\[
\text{tr}\{\text{cov}[\Delta w(k + 1)]\} = \text{tr} \left\{ \left[ I - E \left( 2\mu X_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k) \right) \right. \right. \\
+ \left. \mu^2 X_{ap}(k)\hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k) \right] \text{cov}[\Delta w(k)] \right\} \\
+ \mu^2 \sigma^2 w \text{tr} \left\{ E \left[ \hat{S}_{ap}(k)\hat{R}_{ap}(k)\hat{S}_{ap}(k) \right] \right\} \tag{4.147}
\]

Now by recalling that

\[ \hat{S}_{ap}(k) \approx \hat{R}_{ap}^{-1}(k) \left[ I - \gamma \hat{R}_{ap}^{-1}(k) \right] \]

and by utilizing the unitary matrix \( Q \), that in the present discussion diagonalizes \( E[\hat{X}_{ap}(k)\hat{S}_{ap}(k)\hat{X}_{ap}^T(k)] \), the following relation is valid

\[
\text{tr}\{\text{cov}[\Delta w(k + 1)]QQ^T\} = \text{tr} \left\{ QQ^T \left[ I - E \left( 2\mu X_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k) \right) \right. \right. \\
+ \left. \left. (1 - \gamma)\mu^2 X_{ap}(k)\hat{S}_{ap}(k)X_{ap}^T(k) \right] \right\} QQ^T \text{cov}[\Delta w(k)]QQ^T \}
\]

\[ + (1 - \gamma)\mu^2 \sigma^2 w \text{tr} \left\{ E \left[ \hat{S}_{ap}(k) \right] \right\} \tag{4.148} \]
Again by applying the property that $\text{tr}[AB] = \text{tr}[BA]$ and assuming $\gamma$ small, it follows that

$$
\text{tr}\{Q^T \text{cov}[\Delta w(k + 1)] Q\} = \text{tr}\left\{Q \left[ I - Q^T E \left( 2\mu X_{ap}(k) \hat{S}_{ap}(k) X_{ap}^T(k) \right) \right] Q^T \text{cov}[\Delta w(k)] QQ^T \right\} 
+ \mu^2 \sigma_n^2 \text{tr}\left\{ E \left[ \hat{S}_{ap}(k) \right] \right\}
$$

(4.149)

By defining

$$
\Delta w'(k + 1) = \Delta w(k + 1) Q
$$

equation (4.149) can be rewritten as

$$
\text{tr}\{\text{cov}[\Delta w'(k + 1)]\} = \text{tr}\left\{Q^T Q \left[ I - Q^T E \left( -2\mu X_{ap}(k) \hat{S}_{ap}(k) X_{ap}^T(k) \right) \right] \text{cov}[\Delta w'(k)] \right\} 
+ \mu^2 \sigma_n^2 \text{tr}\left\{ E \left[ \hat{S}_{ap}(k) \right] \right\}
$$

(4.150)

where $\hat{A}$ is a diagonal matrix whose elements are the eigenvalues of $E[X_{ap}(k) \hat{S}_{ap}(k) X_{ap}^T(k)]$, denoted as $\hat{\lambda}_i$, for $i = 0, \ldots, N$.

By using the likely assumption that $\text{cov}[\Delta w'(k + 1)]$ and $\hat{S}_{ap}(k)$ are diagonal dominant, we can disregard the trace operator in the above equation and observe that the geometric decaying curves have ratios $r_{\text{cov}[\Delta w(k)]} = (1 - 2\mu \hat{\lambda}_i + \mu^2 \hat{\lambda}_i^2)$. As a result, according to the considerations in the derivation of equation (3.52), it is possible to infer that the convergence time constant is given by

$$
\tau_{ei} = \frac{\tau_{\text{cov}[\Delta w(k)]}}{1 - \frac{2}{\mu \hat{\lambda}_i - \mu}}
$$

(4.151)

since the error squared depends on the convergence of the diagonal elements of the covariance matrix of the coefficient-error vector, see discussions around equation (3.53). As can be observed, the time constants for error convergence are dependent on the inverse of the eigenvalues of $E[X_{ap}(k) \hat{S}_{ap}(k) X_{ap}^T(k)]$. However, since $\mu$ is not constrained by these eigenvalues, the speed of convergence is expected to be higher than for the LMS algorithm, particularly in situations where the eigenvalue spread of the input signal is high. Simulation results confirm the improved performance of the affine projection algorithm.

### 4.6.4 Complex Affine Projection Algorithm

Using the method of Lagrange multipliers to transform the constrained minimization into an unconstrained one, the unconstrained function to be minimized is

$$
F[w(k + 1)] = \frac{1}{2} \| w(k + 1) - w(k) \|^2 + \text{re} \left\{ X_{ap}^T(k) [d_{ap}(k) - X_{ap}^T(k) w^*(k + 1)] \right\}
$$

(4.152)
where \( \lambda_{ap}(k) \) is a complex \((L+1) \times 1\) vector of Lagrange multipliers, and the real part operator is required in order to turn the overall objective function real valued. The above expression can be rewritten as

\[
F[w(k + 1)] = \frac{1}{2}[w(k + 1) - w(k)]^H [w(k + 1) - w(k)] + \frac{1}{2} \lambda^H_{ap}(k) [d^*_{ap}(k) - X^H_{ap}(k)w(k + 1)] + \frac{1}{2} \lambda^T_{ap}(k) [d_{ap}(k) - X^T_{ap}(k)w^*(k + 1)]
\]

The gradient of \( F[w(k + 1)] \) with respect to \( w^*(k + 1) \) is given by

\[
\frac{\partial F[w(k + 1)]}{\partial w^*(k + 1)} = g_w \{ F[w(k + 1)] \} = \frac{1}{2} [w(k + 1) - w(k)] - \frac{1}{2} X_{ap}(k)\lambda_{ap}(k)
\]

After setting the gradient of \( F[w(k + 1)] \) with respect to \( w^*(k + 1) \) equal to zero, the expression below follows

\[
w(k + 1) = w(k) + X_{ap}(k)\lambda_{ap}(k)
\]

By replacing equation (4.155) in the constraint relation \( d^*_{ap}(k) - X^H_{ap}(k)w(k + 1) = 0 \), we generate the expression

\[
X^H_{ap}(k)X_{ap}(k)\lambda_{ap}(k) = d^*_{ap}(k) - X^H_{ap}(k)w(k) = e^*_{ap}(k)
\]

The update equation is now given by equation (4.155) with \( \lambda_{ap}(k) \) being the solution of equation (4.156), i.e.,

\[
w(k + 1) = w(k) + X_{ap}(k) \left( X^H_{ap}(k)X_{ap}(k) \right)^{-1} e^*_{ap}(k)
\]

This updating equation corresponds to the complex affine projection algorithm with unity convergence factor. As common practice, we introduce a convergence factor in order to trade-off final misadjustment and convergence speed as follows

\[
w(k + 1) = w(k) + \mu X_{ap}(k) \left( X^H_{ap}(k)X_{ap}(k) \right)^{-1} e^*_{ap}(k)
\]

The description of the complex affine projection algorithm is given in Algorithm 4.6, where as before a regularization is introduced through an identity matrix multiplied by a small constant added to the matrix \( X^H_{ap}(k)X_{ap}(k) \) in order to avoid numerical problems in the matrix inversion.

### 4.7 Simulation Examples

In this section, some adaptive-filtering problems are described and solved by using some of the algorithms presented in this chapter.

---

6The reader should recall that when computing the gradient with respect to \( w^*(k + 1) \), \( w(k + 1) \) is treated as a constant.
Algorithm 4.6

Complex Affine Projection Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0) = w(0) = [0 \ 0 \ldots 0]^T$</td>
</tr>
<tr>
<td>choose $\mu$ in the range $0 &lt; \mu \leq 2$</td>
</tr>
<tr>
<td>$\gamma$ = small constant</td>
</tr>
<tr>
<td>Do for $k \geq 0$</td>
</tr>
<tr>
<td>$e_{ap}^<em>(k) = d_{ap}^</em>(k) - X_{ap}^H(k)w(k)$</td>
</tr>
<tr>
<td>$w(k + 1) = w(k) + \mu X_{ap}(k) (X_{ap}^H(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}^*(k)$</td>
</tr>
</tbody>
</table>

Example 4.3: Transform-Domain LMS Algorithm

Use the transform-domain LMS algorithm to identify the system described in example of subsection 3.6.2. The transform is the DCT.

Solution:

All the results presented here for the transform-domain LMS algorithm are obtained by averaging the results of 200 independent runs.

We run the algorithm with a value of $\mu = 0.01$, with $\alpha = 0.05$ and $\gamma = 10^{-6}$. With this value of $\mu$, the misadjustment of the transform-domain LMS algorithm is about the same as that of the LMS algorithm with $\mu = 0.02$. In Fig. 4.13, the learning curves for the eigenvalue spreads 20 and 80 are illustrated. First note that the convergence speed is about the same for different eigenvalue spreads, showing the effectiveness of the rotation performed by the transform in this case. If we compare these curves with those of Fig. 3.9 for the LMS algorithm, we conclude that the transform-domain LMS algorithm has better performance than the LMS algorithm for high eigenvalue spread. For an eigenvalue spread equal to 20, the transform-domain LMS algorithm requires around 200 iterations to achieve convergence, whereas the LMS requires at least 500 iterations. This improvement is achieved without increasing the misadjustment as can be verified by comparing the results of Tables 3.1 and 4.1.

The reader should bear in mind that the improvements in convergence of the transform-domain LMS algorithm can be achieved only if the transformation is effective. In this example, since the input signal is colored using a first-order all-pole filter, the cosine transform is known to be effective because it approximates the KLT.
The finite-precision implementation of the transform-domain LMS algorithm presents similar performance to that of the LMS algorithm, as can be verified by comparing the results of Tables 3.2 and 4.2. An eigenvalue spread of one is used in this example. The value of $\mu$ is 0.01, while the remaining parameter values are $\gamma = 2^{-b_d}$ and $\alpha = 0.05$. The value of $\mu$ in this case is chosen the same as for the LMS algorithm.

### Table 4.1 Evaluation of the Transform-Domain LMS Algorithm

<table>
<thead>
<tr>
<th>$\lambda_{\text{max}}/\lambda_{\text{min}}$</th>
<th>Misadjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2027</td>
</tr>
<tr>
<td>20</td>
<td>0.2037</td>
</tr>
<tr>
<td>80</td>
<td>0.2093</td>
</tr>
</tbody>
</table>

### Table 4.2 Results of the Finite-Precision Implementation of the Transform-Domain LMS Algorithm

| No of bits | $\xi(k)_Q$   | $E[||\Delta w(k)_Q||^2]$ |
|------------|--------------|---------------------------|
| 16         | $1.627 \times 10^{-3}$ | $1.313 \times 10^{-4}$ |
| 12         | $1.640 \times 10^{-3}$ | $1.409 \times 10^{-4}$ |
| 10         | $1.648 \times 10^{-3}$ | $1.536 \times 10^{-4}$ |

### Example 4.4: Affine Projection Algorithm

An adaptive-filtering algorithm is used to identify the system described in example of subsection 3.6.2 using the affine projection algorithm using $L = 0$, $L = 1$ and $L = 4$. Do not consider the finite-precision case.

### Solution:

Fig. 4.14 depicts the estimate of the MSE learning curve of the affine projection algorithm for the case of eigenvalue spread equal to 1, obtained by averaging the results of 200 independent runs. As can be noticed by increasing $L$ the algorithm becomes faster. The chosen convergence factor is $\mu = 0.4$, and the measured misadjustments are $M = 0.32$ for $L = 0$, $M = 0.67$ for $L = 1$, and $M = 2.05$ for $L = 4$. In all cases $\gamma = 0$ is utilized, and for $L = 1$ in the first iteration we start with $L = 0$, whereas for $L = 4$ in the first four iterations we employ $L = 0, 1, 2$, and 3, respectively. If we consider that the term $E\left[\frac{1}{\|x(k)\|^2}\right] \approx \frac{1}{(N+1)\sigma_x^2}$, the expected misadjustment according to equation (4.126) is $M = 0.25$, which is somewhat close to the measured ones considering the above approximation as well as the approximations in the derivation of the theoretical formula.
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Fig. 4.13 Learning curves for the transform-domain LMS algorithm for eigenvalue spreads: 20 and 80.

Fig. 4.15 depicts the average of the squared error obtained from 200 independent runs for the case of eigenvalue spread equal to 80. Again we verify that by increasing $L$ the algorithm becomes faster. The chosen convergence factor is also $\mu = 0.4$, and the measured misadjustments for three values of the eigenvalue spread are listed in Table 4.3. It can be observed that higher eigenvalue spreads do not increase the misadjustment substantially.

<table>
<thead>
<tr>
<th>$\lambda_{\text{max}} / \lambda_{\text{min}}$</th>
<th>Misadjustment, $L = 0$</th>
<th>Misadjustment, $L = 1$</th>
<th>Misadjustment, $L = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
<td>Theory</td>
<td>Experiment</td>
</tr>
<tr>
<td>1</td>
<td>0.32</td>
<td>0.25</td>
<td>0.67</td>
</tr>
<tr>
<td>20</td>
<td>0.35</td>
<td>0.25</td>
<td>0.69</td>
</tr>
<tr>
<td>80</td>
<td>0.37</td>
<td>0.25</td>
<td>0.72</td>
</tr>
</tbody>
</table>

In Fig. 4.16, it is shown the effect of using different values for the convergence factor, when $L = 1$ and the eigenvalue spread is equal to 1. For $\mu = 0.2$ the misadjustment is $M = 0.30$, for $\mu = 0.4$ the misadjustment is $M = 0.67$, and for $\mu = 1$ the misadjustment is $M = 1.56$. 

☐
4.7.1 Signal Enhancement Simulation

In this subsection, a signal enhancement simulation environment is described. This example will also be employed in some of the following chapters.

In a signal enhancement problem, the reference signal is

\[ r(k) = \sin(0.2\pi k) + n_r(k) \]

where \( n_r(k) \) is zero-mean Gaussian white noise with variance \( \sigma^2_{n_r} = 10 \). The input signal is given by \( n_r(k) \) passed through a filter with the following transfer function

\[ H(z) = \frac{0.4}{z^2 - 1.36z + 0.79} \]

The adaptive filter is a 20th-order FIR filter. In all examples, a delay \( L = 10 \) is applied to the reference signal.

Example 4.5: Quantized-Error and Normalized LMS Algorithms

Using the sign-error, power-of-two error with \( b_d = 12 \), and normalized LMS algorithms:

(a) Choose an appropriate \( \mu \) in each case and run an ensemble of 50 experiments. Plot the average
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Figure 4.15 Learning curves for the affine projection algorithms for $L = 0$, $L = 1$, and $L = 4$, eigenvalue spread equal 80.

(b) Plot the output errors and comment on the results.

Solution:

The maximum value of $\mu$ for the LMS algorithm in this example is 0.005. The value of $\mu$ for both the sign-error and power-of-two LMS algorithms is chosen 0.001. The coefficients of the adaptive filter are initialized with zero. For the normalized LMS algorithm $\mu_n = 0.4$ and $\gamma = 10^{-6}$ are used. Fig. 4.17 depicts the learning curves for the three algorithms. The results show that the sign-error and power-of-two error algorithms present similar convergence speed, whereas the normalized LMS algorithm is faster to converge. The reader should notice that the MSE after convergence is not small since we are dealing with an example where the signal to noise ratio is low.

The DFT with 128 points of the input signal is shown in Fig. 4.18 where the presence of the sinusoid cannot be noted. In the same figure are shown the DFT of the error and the error signal itself, for the experiment using the normalized LMS algorithm. In the cases of DFT, the result presented is the magnitude of the DFT outputs. As can be verified, the output error tends to produce a signal with the same period of the sinusoid after convergence and the DFT shows clearly the presence of the sinusoid. The other two algorithms lead to similar results.
4.7.2 Signal Prediction Simulation

In this subsection a signal prediction simulation environment is described. This example will also be used in some of the following chapters.

In a prediction problem the input signal is

\[ x(k) = -\sqrt{2} \sin(0.2\pi k) + \sqrt{2} \sin(0.05\pi k) + n_x(k) \]

where \( n_x(k) \) is zero-mean Gaussian white noise with variance \( \sigma^2_{n_x} = 1 \). The adaptive filter is a fourth-order FIR filter.

(a) Run an ensemble of 50 experiments and plot the average learning curve.
(b) Determine the zeros of the resulting FIR filter and comment on the results.

Example 4.6: Quantized-Error and Normalized LMS Algorithms

We solve the above problem using the sign-error, power-of-two error with \( b_d = 12 \), and normalized LMS algorithms.
Figure 4.17 Learning curves for the (a) Sign-error, (b) Power-of-two, and (c) Normalized LMS algorithms.
Figure 4.18  (a) DFT of the input signal, (b) DFT of the error signal, (c) The output error for the normalized LMS algorithm.
Solution:

In the first step, each algorithm is tested in order to determine experimentally the maximum value of $\mu$ in which the convergence is achieved. The choice of the convergence factor is $\mu_{\text{max}}/5$ for each algorithm. The chosen values of $\mu$ for the sign-error and power-of-two LMS algorithms are 0.0028 and 0.0044, respectively. For the normalized LMS algorithm, $\mu_n = 0.4$ and $\gamma = 10^{-6}$ are used. The coefficients of the adaptive filter are initialized with zero. In all cases, we notice a strong attenuation of the predictor response around the frequencies of the two sinusoids. See, for example, the response depicted in Fig. 4.19 obtained by running the power-of-two LMS algorithm. The learning curves for the three algorithms are depicted in Fig. 4.20. The zeros of the transfer function from the input to the output error are calculated for the power-of-two algorithm:

\[-0.3939; -0.2351 \pm j0.3876; -0.6766 \pm j0.3422\]

Notice that the predictor tends to place its zeros at low frequencies, in order to attenuate the two low-frequency sinusoids.

In the experiments, we notice that for a given additional noise, smaller convergence factor leads to higher attenuation at the sinusoid frequencies. This is an expected result since the excess MSE is smaller. Another observation is that the attenuation also grows as the signal to noise ratio is reduced, again due to the smaller MSE.

4.8 CONCLUDING REMARKS

In this chapter, a number of adaptive-filtering algorithms were presented derived from the LMS algorithm. There were two basic directions followed in the derivation of the algorithms: one direction was to search for simpler algorithms from the computational point of view, and the other was to sophisticate the LMS algorithm looking for improvements in performance. The simplified algorithms lead to low-power, low-complexity and/or high-speed integrated circuit implementations [29], at a cost of increasing the misadjustment and/or of losing convergence speed among other things [30]. The simplified algorithms discussed here were the quantized-error algorithms.

We also introduced the LMS-Newton algorithm, whose performance is independent of the eigenvalue spread of the input signal correlation matrix. This algorithm is related to the RLS algorithm which will be discussed in the following chapter, although some distinctive features exist between them [39]. Newton-type algorithms with reduced computational complexity are also known [40]-[41], and the main characteristic of this class of algorithms is to reduce the computation involving the inverse of the estimate of $\mathbf{R}$.

In the normalized LMS algorithm, the straightforward objective was to find the step size that minimizes the instantaneous output error. There are many papers dealing with the analysis [31]-[33] and applications [34] of the normalized LMS algorithm. The idea of using variable step size in the LMS
and normalized LMS algorithms can lead to a number of interesting algorithms [35]-[37], that in some cases are very efficient in tracking nonstationary environments [38].

The transform-domain LMS algorithm aimed at reducing the eigenvalue spread of the input signal correlation matrix. Several frequency-domain adaptive algorithms, which are related in some sense to the transform-domain LMS algorithm, have been investigated in the recent years [42]. Such algorithms exploit the whitening property associated with the normalized transform-domain LMS algorithm, and most of them update the coefficients at a rate lower than the input sampling rate. One of the resulting structures, presented in [43], can be interpreted as a direct generalization of the transform-domain LMS algorithm and is called generalized adaptive subband decomposition structure. Such structure consists of a small-size fixed transform, which is applied to the input sequence, followed by sparse adaptive subfilters which are updated at the input rate. In high-order adaptive-filtering problems, the use of this structure with appropriately chosen transform-size and sparsity factor can lead to significant convergence rate improvement for colored input signals when compared to the standard LMS algorithm. The convergence rate improvement is achieved without the need for large transform sizes. Other algorithms to deal with high-order adaptive filters are discussed in Chapter 12.

The affine projection algorithm is very appealing in applications requiring a trade-off between convergence speed and computational complexity. Although the algorithms in the affine projection family might have high misadjustment, their combination with deterministic objective functions leading to data selective updating results in computationally efficient algorithms with low misadjustment and high convergence speed [24], as will be discussed in Chapter 6. Several simulation examples involving the LMS-based algorithms were presented in this chapter. These examples aid the reader to understand what are the main practical characteristics of the LMS-based algorithms.
Figure 4.20 Learning curves for the (a) Sign-error, (b) Power-of-two, and (c) Normalized LMS algorithms.
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4.10 Problems

1. From equation (4.16) derive the difference equation for $v'(k)$ given by equation (4.19).

2. Prove the validity of equation (4.27).

3. The sign-error algorithm is used to predict the signal $x(k) = \sin(\pi k/3)$ using a second-order FIR filter with the first tap fixed at 1, by minimizing the mean square value of $y(k)$. This is an alternative way to interpret how the predictor works. Calculate an appropriate $\mu$, the output signal $y(k)$, and the filter coefficients for the first 10 iterations. Start with $w^T(0) = [1 0 0]$.

4. Derive an LMS-Newton algorithm leading to zero a posteriori error.

5. Derive the updating equations of the affine projection algorithm, for $L = 1$.

6. Use the sign-error algorithm to identify a system with the transfer function given below. The input signal is a uniformly distributed white noise with variance $\sigma_x^2 = 1$, and the measurement noise is Gaussian white noise uncorrelated with the input with variance $\sigma_n^2 = 10^{-3}$. The adaptive filter has 12 coefficients.

$$H(z) = \frac{1 - z^{-12}}{1 + z^{-1}}$$

(a) Calculate the upper bound for $\mu$ ($\mu_{\text{max}}$) to guarantee the algorithm stability.
(b) Run the algorithm for $\mu_{\text{max}}/2$, $\mu_{\text{max}}/5$, and $\mu_{\text{max}}/10$. Comment on the convergence behavior in each case.
(c) Measure the misadjustment in each example and compare with the results obtained by equation (4.28).
(d) Plot the obtained FIR filter frequency response at any iteration after convergence is achieved and compare with the unknown system.

7. Repeat the previous problem using an adaptive filter with 8 coefficients and interpret the results.
8. Repeat problem 6 when the input signal is a uniformly distributed white noise with variance \( \sigma_{\text{nx}}^2 = 0.5 \), filtered by an all-pole filter given by

\[
H(z) = \frac{z}{z - 0.9}
\]

9. In problem 6, consider that the additional noise has the following variances (a) \( \sigma_{\text{n}}^2 = 0 \), (b) \( \sigma_{\text{n}}^2 = 1 \). Comment on the results obtained in each case.

10. Perform the equalization of a channel with the following impulse response

\[
h(k) = ku(k) - (2k - 9)u(k - 5) + (k - 9)u(k - 10)
\]

using a known training signal consisting of a binary (-1,1) random signal. An additional Gaussian white noise with variance \( \sigma^2 = 10^{-2} \) is present at the channel output.

(a) Apply the sign-error with an appropriate \( \mu \) and find the impulse response of an equalizer with 15 coefficients.

(b) Convolve the equalizer impulse response at an iteration after convergence, with the channel impulse response and comment on the result.

11. In a system identification problem, the input signal is generated by an autoregressive process given by

\[
x(k) = -1.2x(k - 1) - 0.81x(k - 2) + n_x(k)
\]

where \( n_x(k) \) is zero-mean Gaussian white noise with variance such that \( \sigma_{\text{x}}^2 = 1 \). The unknown system is described by

\[
H(z) = 1 + 0.9z^{-1} + 0.1z^{-2} + 0.2z^{-3}
\]

The adaptive filter is also a third-order FIR filter. Using the sign-error algorithm:

(a) Choose an appropriate \( \mu \), run an ensemble of 20 experiments, and plot the average learning curve.

(b) Measure the excess MSE and compare the results with the theoretical value.

12. In the previous problem, calculate the time constant \( \tau_{\text{wi}} \) and the expected number of iterations to achieve convergence.

13. The sign-error algorithm is applied to identify a 7th-order time-varying unknown system whose coefficients are first-order Markov processes with \( \lambda_W = 0.999 \) and \( \sigma_W^2 = 0.001 \). The initial time-varying system multiplier coefficients are

\[
w_0^T = [0.03490, -0.011, -0.06864, 0.22391, 0.55686, 0.35798, -0.0239, -0.07594]
\]

The input signal is Gaussian white noise with variance \( \sigma_x^2 = 0.7 \), and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of \( n_W(k) \), with variance \( \sigma_n^2 = 0.01 \).

For \( \mu = 0.01 \), simulate the experiment described and measure the excess MSE.

14. Reduce the value of \( \lambda_W \) to 0.95 in problem 13, simulate, and comment on the results.
15. Suppose a 15th-order FIR digital filter with multiplier coefficients given below, is identified through an adaptive FIR filter of the same order using the sign-error algorithm. Use fixed-point arithmetic and run simulations for the following case.

- Additional noise: white noise with variance \( \sigma_n^2 = 0.0015 \)
- Coefficient wordlength: \( b_c = 16 \) bits
- Signal wordlength: \( b_d = 16 \) bits
- Input signal: Gaussian white noise with variance \( \sigma_x^2 = 0.7 \)
- \( \mu = 0.01 \)

\[
\mathbf{w}_o^T = \begin{bmatrix}
0.0219360 & 0.0015786 & -0.0602449 & -0.0118907 & 0.1375379 \\
0.0574545 & -0.3216703 & -0.5287203 & -0.2957797 & 0.002043 \\
-0.0353349 & -0.068210 & 0.0026067 & 0.0010333 & -0.0143593
\end{bmatrix}
\]

Plot the learning curves of the estimates of \( E[||\Delta \mathbf{w}(k)_Q||^2] \) and \( \xi(k)_Q \) obtained through 25 independent runs, for the finite- and infinite-precision implementations.

16. Repeat the above problem for the following cases
   (a) \( \sigma_n^2 = 0.01, b_c = 12 \) bits, \( b_d = 12 \) bits, \( \sigma_x^2 = 0.7, \mu = 10^{-4} \).
   (b) \( \sigma_n^2 = 0.1, b_c = 10 \) bits, \( b_d = 10 \) bits, \( \sigma_x^2 = 0.8, \mu = 2.0 \times 10^{-5} \).
   (c) \( \sigma_n^2 = 0.05, b_c = 14 \) bits, \( b_d = 16 \) bits, \( \sigma_x^2 = 0.8, \mu = 3.5 \times 10^{-4} \).

17. Repeat problem 15 for the case where the input signal is a first-order Markov process with \( \lambda_x = 0.95 \).

18. Repeat problem 6 for the dual-sign algorithm given \( \gamma = 16 \) and \( \rho = 1 \), and comment on the results.

19. Repeat problem 6 for the power-of-two error algorithm given \( b_d = 6 \) and \( \tau = 2^{-b_d} \), and comment on the results.

20. Repeat problem 6 for the sign-data and sign-sign algorithms and compare the results.

21. Show the validity of the matrix inversion lemma defined in equation (4.51).

22. For the setup described in problem 8, choose an appropriate \( \mu \) and run the LMS-Newton algorithm.
   (a) Measure the misadjustment.
   (b) Plot the frequency response of the FIR filter obtained after convergence is achieved and compare with the unknown system.

23. Repeat problem 8 using the normalized LMS algorithm.

24. Repeat problem 8 using the transform-domain LMS algorithm with DCT. Compare the results with those obtained with the standard LMS algorithm.

25. Repeat problem 8 using the affine projection algorithm.

26. Repeat problem 8 using the transform-domain LMS algorithm with DCT.

27. For the input signal described in problem 8, derive the autocorrelation matrix of order one (2 \times 2). Apply the DCT and the normalization to \( \mathbf{R} \) in order to generate \( \hat{\mathbf{R}} = \Sigma^{-2} \mathbf{R} \mathbf{T} \mathbf{R}^T \). Compare the eigenvalue spreads of \( \mathbf{R} \) and \( \hat{\mathbf{R}} \).
28. Repeat the previous problem for $R$ with dimension 3 by 3.

29. Use the complex affine projection algorithm with $L = 3$ to equalize a channel with the transfer function given below. The input signal is a four QAM signal representing a randomly generated bit stream with the signal to noise ratio $\frac{\sigma_x^2}{\sigma_n^2} = 20$ at the receiver end, that is, $\tilde{x}(k)$ is the received signal without taking into consideration the additional channel noise. The adaptive filter has 10 coefficients.

$$H(z) = (0.34 - 0.27j) + (0.87 + 0.43j)z^{-1} + (0.34 - 0.21j)z^{-2}$$

(a) Run the algorithm for $\mu = 0.1$, $\mu = 0.4$, and $\mu = 0.8$. Comment on the convergence behavior in each case.

(b) Plot the real versus imaginary parts of the received signal before and after equalization.

(c) Increase the number of coefficients to 20 and repeat the experiment in (b).

30. Repeat the problem 29 for the case of the normalized LMS algorithm.

31. In a system identification problem the input signal is generated from a four QAM of the form

$$x(k) = x_{re}(k) + jx_{im}(k)$$

where $x_{re}(k)$ and $x_{im}(k)$ assume values $\pm 1$ randomly generated. The unknown system is described by

$$H(z) = 0.32 + 0.21j + (-0.3 + 0.7j)z^{-1} + (0.5 - 0.8j)z^{-2} + (0.2 + 0.5j)z^{-3}$$

The adaptive filter is also a third-order complex FIR filter, and the additional noise is composed of zero-mean Gaussian white noises in the real and imaginary parts with variance $\sigma_n^2 = 0.4$. Using the complex affine projection algorithm with $L = 1$, choose an appropriate $\mu$, run an ensemble of 20 experiments, and plot the average learning curve.

32. Repeat the problem 31 utilizing the affine projection algorithm with $L = 4$.

33. Derive a complex transform-domain LMS algorithm for the case the transformation matrix is the DFT.

34. The Quasi-Newton algorithm first proposed in [49] is described by the following set of equations

$$e(k) = d(k) - w^T(k)x(k)$$
$$\mu(k) = \frac{1}{2x^T(k)\hat{R}^{-1}(k)x(k)}$$
$$w(k + 1) = w(k) + 2\mu(k)e(k)\hat{R}^{-1}(k)x(k)$$
$$\hat{R}^{-1}(k + 1) = \hat{R}^{-1}(k) - 2\mu(k)(1 - \mu(k))\hat{R}^{-1}(k)x(k)x^T(k)\hat{R}^{-1}(k) \tag{4.159}$$

(a) Apply this algorithm as well as the binormalized LMS algorithm to identify the system

$$H(z) = 1 + z^{-1} + z^{-2}$$
when the additional noise is a uniformly distributed white noise with variance $\sigma_n^2 = 0.01$, and the input signal is a Gaussian noise with unit variance filtered by an all-pole filter given by

$$G(z) = \frac{0.19z}{z - 0.9}$$

Through simulations, compare the convergence speed of the two algorithms when their misadjustments are approximately the same. The later condition can be met by choosing the $\mu$ in the binormalized LMS algorithm appropriately.
5.1 INTRODUCTION

Least-squares algorithms aim at the minimization of the sum of the squares of the difference between the desired signal and the model filter output [1]-[2]. When new samples of the incoming signals are received at every iteration, the solution for the least-squares problem can be computed in recursive form resulting in the recursive least-squares (RLS) algorithms. The conventional version of these algorithms will be the topic of the present chapter.

The RLS algorithms are known to pursue fast convergence even when the eigenvalue spread of the input signal correlation matrix is large. These algorithms have excellent performance when working in time-varying environments. All these advantages come with the cost of an increased computational complexity and some stability problems, which are not as critical in LMS-based algorithms [3]-[4].

Several properties related to the RLS algorithms are discussed including misadjustment, tracking behavior, which are verified through a number of simulation results.

Appendix C deals with the quantization effects in the conventional RLS algorithm. Appendix D provides an introduction to Kalman filters whose special case can be related to the RLS algorithms.

5.2 THE RECURSIVE LEAST-SQUARES ALGORITHM

The objective here is to choose the coefficients of the adaptive filter such that the output signal $y(k)$, during the period of observation, will match the desired signal as closely as possible in the least-squares sense. The minimization process requires the information of the input signal available so far. Also, the objective function we seek to minimize is deterministic.

The generic FIR adaptive filter realized in the direct form is shown in Fig. 5.1. The input signal information vector at a given instant $k$ is given by

$$x(k) = [x(k) \ x(k-1) \ldots x(k-N)]^T$$

(5.1)
where $N$ is the order of the filter. The coefficients $w_j(k)$, for $j = 0, 1, \ldots, N$, are adapted aiming at the minimization of a given objective function. In the case of least-squares algorithms, the objective function is deterministic and is given by

$$
\xi^d(k) = \sum_{i=0}^{k} \lambda^{k-i} \varepsilon^2(i)
$$

$$
= \sum_{i=0}^{k} \lambda^{k-i} [d(i) - x^T(i)w(k)]^2
$$

(5.2)
where \( \mathbf{w}(k) = [w_0(k) \ w_1(k) \ldots w_N(k)]^T \) is the adaptive-filter coefficient vector and \( \varepsilon(i) \) is the \textit{a posteriori} output error\(^1\) at instant \( i \). The parameter \( \lambda \) is an exponential weighting factor that should be chosen in the range \( 0 \ll \lambda \leq 1 \). This parameter is also called forgetting factor since the information of the distant past has an increasingly negligible effect on the coefficient updating.

It should be noticed that in the development of the LMS and LMS-based algorithms we utilized the \textit{a priori} error. In the RLS algorithms \( \varepsilon(k) \) is used to denote the \textit{a posteriori} error whereas \( e(k) \) denotes the \textit{a priori} error. The \textit{a posteriori} error will be our first choice in the development of the RLS-based algorithms.

As can be noted, each error consists of the difference between the desired signal and the filter output, using the most recent coefficients \( \mathbf{w}(k) \). By differentiating \( \xi^d(k) \) with respect to \( \mathbf{w}(k) \), it follows that

\[
\frac{\partial \xi^d(k)}{\partial \mathbf{w}(k)} = -2 \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) [d(i) - \mathbf{x}^T(i) \mathbf{w}(k)]
\]  

(5.3)

By equating the result to zero, it is possible to find the optimal vector \( \mathbf{w}(k) \) that minimizes the least-squares error, through the following relation:

\[
- \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) \mathbf{x}^T(i) \mathbf{w}(k) + \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) d(i) = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

The resulting expression for the optimal coefficient vector \( \mathbf{w}(k) \) is given by

\[
\mathbf{w}(k) = \left[ \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) \mathbf{x}^T(i) \right]^{-1} \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) d(i) = \mathbf{R}_D^{-1}(k) \mathbf{p}_D(k)
\]  

(5.4)

where \( \mathbf{R}_D(k) \) and \( \mathbf{p}_D(k) \) are called the deterministic correlation matrix of the input signal and the deterministic cross-correlation vector between the input and desired signals, respectively.

In equation (5.4) it was assumed that \( \mathbf{R}_D(k) \) is nonsingular. However, if \( \mathbf{R}_D(k) \) is singular a generalized inverse \cite{1} should be used instead in order to obtain a solution for \( \mathbf{w}(k) \) that minimizes \( \xi^d(k) \). Since we are assuming that in most practical applications the input signal has persistence of excitation, the cases requiring generalized inverse are not discussed here. It should be mentioned that if the input signal is considered to be zero for \( k < 0 \) then \( \mathbf{R}_D(k) \) will always be singular for \( k < N \), i.e., during the initialization period. During this period, the optimal value of the coefficients can be calculated for example by the backsubstitution algorithm to be presented in subsection 9.2.1.

The straightforward computation of the inverse of \( \mathbf{R}_D(k) \) results in an algorithm with computational complexity of \( O[N^3] \). In the conventional RLS algorithm the computation of the inverse matrix is

\(^1\)The \textit{a posteriori} error is computed after the coefficient vector is updated, and taking into consideration the most recent input data vector \( \mathbf{x}(k) \).
avoided through the use of the matrix inversion lemma [1], first presented in the previous chapter for the LMS-Newton algorithm. Using the matrix inversion lemma, see equation (4.51), the inverse of the deterministic correlation matrix can then be calculated in the following form

$$S_D(k) = R_D^{-1}(k) = \frac{1}{\lambda} \left[ S_D(k-1) - \frac{S_D(k-1)x(k)x^T(k)S_D(k-1)}{\lambda + x^T(k)S_D(k-1)x(k)} \right] (5.5)$$

The complete conventional RLS algorithm is described in Algorithm 5.1.

### Algorithm 5.1

**Conventional RLS Algorithm**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_D(-1) = \delta I$</td>
</tr>
<tr>
<td>where $\delta$ can be the inverse of the input signal power estimate</td>
</tr>
</tbody>
</table>

| $p_D(-1) = x(-1) = [0 \ldots 0]^T$ |

<table>
<thead>
<tr>
<th>Do for $k \geq 0$ :</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_D(k) = \frac{1}{\lambda} [S_D(k-1) - \frac{S_D(k-1)x(k)x^T(k)S_D(k-1)}{\lambda + x^T(k)S_D(k-1)x(k)}]$</td>
</tr>
<tr>
<td>$p_D(k) = \lambda p_D(k-1) + d(k)x(k)$</td>
</tr>
<tr>
<td>$w(k) = S_D(k)p_D(k)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>If necessary compute</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y(k) = w^T(k)x(k)$</td>
</tr>
<tr>
<td>$\varepsilon(k) = d(k) - y(k)$</td>
</tr>
</tbody>
</table>

An alternative way to describe the conventional RLS algorithm can be obtained if equation (5.4) is rewritten in the following form

$$\begin{bmatrix} \sum_{i=0}^{k} \lambda^{k-i}x(i)x^T(i) \end{bmatrix} w(k) = \lambda \begin{bmatrix} \sum_{i=0}^{k-1} \lambda^{k-1-i}x(i)d(i) \end{bmatrix} + x(k)d(k) (5.6)$$

By considering that $R_D(k-1)w(k-1) = p_D(k-1)$, it follows that

$$\begin{bmatrix} \sum_{i=0}^{k} \lambda^{k-i}x(i)x^T(i) \end{bmatrix} w(k) = \lambda p_D(k-1) + x(k)d(k)$$

$$= \lambda R_D(k-1)w(k-1) + x(k)d(k)$$

$$= \begin{bmatrix} \sum_{i=0}^{k} \lambda^{k-i}x(i)x^T(i) - x(k)x^T(k) \end{bmatrix} w(k-1) + x(k)d(k)$$

$$= (\sum_{i=0}^{k} \lambda^{k-i}x(i)x^T(i)) w(k-1) + x(k)d(k) (5.7)$$
where in the last equality the matrix \( x(k)x^T(k) \) was added and subtracted inside square bracket on the right side of equation (5.7). Now, define the \textit{a priori} error as

\[
e(k) = d(k) - x^T(k)w(k - 1)
\]  

(5.8)

By expressing \( d(k) \) as a function of the \textit{a priori} error and replacing the result in equation (5.7), after few manipulations, it can be shown that

\[
w(k) = w(k - 1) + e(k)S_D(k)x(k)
\]  

(5.9)

With equation (5.9), it is straightforward to generate an alternative conventional RLS algorithm as shown in Algorithm 5.2.

<table>
<thead>
<tr>
<th>Algorithm 5.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative RLS Algorithm</strong></td>
</tr>
<tr>
<td><strong>Initialization</strong></td>
</tr>
<tr>
<td>( S_D(-1) = \delta I )</td>
</tr>
<tr>
<td>where ( \delta ) can be the inverse of an estimate of the input signal power</td>
</tr>
<tr>
<td>( x(-1) = w(-1) = [0 \ 0 \ldots 0]^T )</td>
</tr>
<tr>
<td><strong>Do for</strong> ( k \geq 0 )</td>
</tr>
<tr>
<td>( e(k) = d(k) - x^T(k)w(k - 1) )</td>
</tr>
<tr>
<td>( \psi(k) = S_D(k - 1)x(k) )</td>
</tr>
<tr>
<td>( S_D(k) = \frac{1}{\lambda}[S_D(k - 1) - \frac{\psi(k)\psi^T(k)}{\lambda + \psi^T(k)x(k)}] )</td>
</tr>
<tr>
<td>( w(k) = w(k - 1) + e(k)S_D(k)x(k) )</td>
</tr>
<tr>
<td><strong>If necessary compute</strong></td>
</tr>
<tr>
<td>( y(k) = w^T(k)x(k) )</td>
</tr>
<tr>
<td>( \varepsilon(k) = d(k) - y(k) )</td>
</tr>
</tbody>
</table>

In Algorithm 5.2, \( \psi(k) \) is an auxiliary vector required to reduce the computational burden defined by

\[
\psi(k) = S_D(k - 1)x(k)
\]  

(5.10)

Further reduction in the number of divisions is possible if an additional auxiliary vector is used, defined as

\[
\phi(k) = \frac{\psi(k)}{\lambda + \psi^T(k)x(k)}
\]  

(5.11)

This vector can be used to update \( S_D(k) \) as follows:

\[
S_D(k) = \frac{1}{\lambda}\left[ S_D(k - 1) - \psi(k)\phi^T(k) \right]
\]  

(5.12)

As will be discussed, the above relation can lead to stability problems in the RLS algorithm.
5.3 PROPERTIES OF THE LEAST-SQUARES SOLUTION

In this section, some properties related to the least-squares solution are discussed in order to give some insight to the algorithm behavior in several situations to be discussed later on.

5.3.1 Orthogonality Principle

Define the matrices $X(k)$ and $d(k)$ that contain all the information about the input signal vector $x(k)$ and the desired signal vector $d(k)$ as follows:

$$
X(k) = \begin{bmatrix}
  x(k) & \lambda^{1/2}x(k-1) & \cdots & \lambda^{(k-1)/2}x(1) & \lambda^{k/2}x(0) \\
x(k-1) & \lambda^{1/2}x(k-2) & \cdots & \lambda^{(k-1)/2}x(0) & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
x(k-N) & \lambda^{1/2}x(k-N-1) & \cdots & 0 & 0
\end{bmatrix}
$$

$$
d(k) = [x(k) \lambda^{1/2}x(k-1) \cdots \lambda^{k/2}x(0)]^T
$$

where $X(k)$ is $(N+1) \times (k+1)$ and $d(k)$ is $(k+1) \times 1$.

By using the matrices above defined it is possible to replace the least-squares solution of equation (5.4) by the following relation

$$
X(k)X^T(k)w(k) = X(k)d(k)
$$

(5.15)

The product $X^T(k)w(k)$ forms a vector including all the adaptive-filter outputs when the coefficients are given by $w(k)$. This vector corresponds to an estimate of $d(k)$. Hence, defining

$$
y(k) = X^T(k)w(k) = [y(k) \lambda^{1/2}y(k-1) \cdots \lambda^{k/2}y(0)]^T
$$

(5.16)

it follows from equation (5.15) that

$$
X(k)X^T(k)w(k) - X(k)d(k) = X(k)[y(k) - d(k)] = 0
$$

(5.17)

This relation means that the weighted-error vector given by

$$
\varepsilon(k) = \begin{bmatrix}
  \varepsilon(k) \\
\lambda^{1/2}\varepsilon(k-1) \\
\vdots \\
\lambda^{k/2}\varepsilon(0)
\end{bmatrix}
$$

$$
= d(k) - y(k)
$$

(5.18)

is in the null space of $X(k)$, i.e., the weighted-error vector is orthogonal to all row vectors of $X(k)$. This justifies the fact that (5.15) is often called normal equation. A geometrical interpretation can easily be given for a least-squares problem solution with a single coefficient filter.
Example 5.1

Suppose that $\lambda = 1$ and that the following signals are involved in the least-squares problem

$$d(1) = \begin{bmatrix} 0.5 \\ 1.5 \end{bmatrix} \quad X(1) = [1 \quad -2]$$

The optimal coefficient is given by

$$X(1)X^T(1)w(1) = [1 \quad -2] \begin{bmatrix} 1 \\ -2 \end{bmatrix} w(1)$$

$$= X(1)d(1)$$

$$= [1 \quad -2] \begin{bmatrix} 0.5 \\ 1.5 \end{bmatrix}$$

After performing the calculations the result is

$$w(1) = \frac{-1}{2}$$

The output of the adaptive filter with coefficient given by $w(1)$ is

$$y(1) = \begin{bmatrix} -\frac{1}{2} \\ 1 \end{bmatrix}$$

Note that

$$X(1)[y(1) - d(1)] = [1 \quad -2] \begin{bmatrix} -1 \\ -0.5 \end{bmatrix} = 0$$

Fig. 5.2 illustrates the fact that $y(1)$ is the projection of $d(1)$ in the $X(1)$ direction. In the general case we can say that the vector $y(k)$ is the projection of $d(k)$ onto the subspace spanned by the rows of $X(k)$.

5.3.2 Relation Between Least-Squares and Wiener Solutions

When $\lambda = 1$ the matrix $\frac{1}{k+1} R_D(k)$ for large $k$ is a consistent estimate of the input signal autocorrelation matrix $R$, if the process from which the input signal was taken is ergodic. The same observation is valid for the vector $\frac{1}{k+1} p_D(k)$ related to $p$ if the desired signal is also ergodic. In this case,

$$R = \lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} x(i)x^T(i) = \lim_{k \to \infty} \frac{1}{k+1} R_D(k)$$

(5.19)
Figure 5.2 Geometric interpretation of least-squares solution.

and

\[ \mathbf{p} = \lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} \mathbf{x}(i) \mathbf{d}(i) = \lim_{k \to \infty} \frac{1}{k+1} \mathbf{P}_D(k) \]  

(5.20)

It can then be shown that

\[ \mathbf{w}(k) = \mathbf{R}_D^{-1}(k) \mathbf{p}_D(k) = \mathbf{R}_o^{-1} \mathbf{p} = \mathbf{w}_o \]  

(5.21)

when \( k \) tends to infinity. This result indicates that the least-squares solution tends to the Wiener solution if the signals involved are ergodic and stationary. The stationarity requirement is due to the
fact that the estimate of \( R \) given by equation (5.19) is not sensitive to any changes in \( R \) for large values of \( k \). If the input signal is nonstationary \( R_D(k) \) is a biased estimate for \( R \). Note that in this case \( R \) is time varying.

### 5.3.3 Influence of the Deterministic Autocorrelation Initialization

The initialization of \( S_D(-1) = \delta I \) causes a bias in the coefficients estimated by the adaptive filter. Suppose that the initial value given to \( R_D(k) \) is taken into account in the actual RLS solution as follows:

\[
\sum_{i=-1}^{k} \lambda^{k-i} x(i)x^T(i)w(k) = \left[ \sum_{i=0}^{k} \lambda^{k-i} x(i)x^T(i) + \frac{\lambda^{k+1}}{\delta} I \right]w(k) = p_D(k) \tag{5.22}
\]

By recognizing that the deterministic autocorrelation matrix leading to an unbiased solution does not include the initialization matrix, we now examine the influence of this matrix. By multiplying \( S_D(k) = R_D^{-1}(k) \) on both sides of equation (5.22), and by considering \( k \to \infty \), it can be concluded that

\[
w(k) + \frac{\lambda^{k+1}}{\delta} S_D(k)w(k) = w_o \tag{5.23}
\]

where \( w_o \) is the optimal solution for the RLS algorithm.

The bias caused by the initialization of \( S_D(k) \) is approximately

\[
w(k) - w_o \approx -\frac{\lambda^{k+1}}{\delta} S_D(k)w_o \tag{5.24}
\]

For \( \lambda < 1 \), it is straightforward to conclude that the bias tends to zero as \( k \) tends to infinity. On the other hand, when \( \lambda = 1 \) the elements of \( S_D(k) \) get smaller when the number of iterations increase, as a consequence this matrix approaches a null matrix for large \( k \).

The RLS algorithm would reach the optimum solution for the coefficients after \( N + 1 \) iterations if no measurement noise is present, and the influence of the initialization matrix \( S_D(-1) \) is negligible at this point. This result follows from the fact that after \( N + 1 \) iterations, the input signal vector has enough information to allow the adaptive algorithm to identify the coefficients of the unknown system. In other words, enough information means the tap delay line is filled with information of the input signal.

### 5.3.4 Steady-State Behavior of the Coefficient Vector

In order to understand better the steady-state behavior of the adaptive-filter coefficients, suppose that an FIR filter with coefficients given by \( w_o \) is being identified by an adaptive FIR filter of the same order employing an LS algorithm. Also assume that a measurement noise signal \( n(k) \) is added to the desired signal before the error signal is calculated as follows:

\[
d(k) = w_o^T x(k) + n(k) \tag{5.25}
\]
where the additional noise is considered to be a white noise with zero mean and variance given by $\sigma^2_n$.

Given the adaptive-filter input vectors $x(k)$, for $k = 0, 1, \ldots$, we are interested in calculating the average values of the adaptive-filter coefficients $w_i(k)$, for $i = 0, 1, \ldots, N$. The desired result is the following equality valid for $k \geq N$.

$$E[w(k)] = E \left\{ \left[ X(k)X^T(k) \right]^{-1} X(k)d(k) \right\} = E \left\{ \left[ X(k)X^T(k) \right]^{-1} X(k)X^T(k)w_o + n(k) \right\} = E \left\{ \left[ X(k)X^T(k) \right]^{-1} X(k)X^T(k)w_o \right\} = w_o$$  (5.26)

where $n(k) = [n(k) \lambda^{1/2} n(k-1) \lambda n(k-2) \ldots \lambda^{k/2} n(0)]^T$ is the noise vector, whose elements were considered orthogonal to the input signal. The above equation shows that the estimate given by the LS algorithm is an unbiased estimate when $\lambda \leq 1$.

A more accurate analysis reveals the behavior of the adaptive-filter coefficients during the transient period. The error in the filter coefficients can be described by the following $(N + 1) \times 1$ vector

$$\Delta w(k) = w(k) - w_o$$  (5.27)

It follows from equation (5.7) that

$$R_D(k)w(k) = \lambda R_D(k-1)w(k-1) + x(k)d(k)$$  (5.28)

Defining the minimum output error as

$$e_o(k) = d(k) - x^T(k)w_o$$  (5.29)

and replacing $d(k)$ in equation (5.28), it can be deduced that

$$R_D(k)\Delta w(k) = \lambda R_D(k-1)\Delta w(k-1) + x(k)e_o(k)$$  (5.30)

where the following relation was used

$$R_D(k) = \lambda R_D(k-1) + x(k)x^T(k)$$  (5.31)

The solution of equation (5.30) is given by

$$\Delta w(k) = \lambda^{k+1} S_D(k) R_D(-1) \Delta w(-1) + S_D(k) \sum_{i=0}^{k} \lambda^{k-i} x(i)e_o(i)$$  (5.32)

By replacing $R_D(-1)$ by $\frac{1}{\delta} I$ and taking the expected value of the resulting equation, it follows that

$$E[\Delta w(k)] = \frac{\lambda^{k+1}}{\delta} E[S_D(k)] \Delta w(-1) + E[S_D(k)] \sum_{i=0}^{k} \lambda^{k-i} x(i)e_o(i)]$$  (5.33)
Since $S_D(k)$ is dependent on all past input signal vectors, becoming relatively invariant when the number of iterations increase, the contribution of any individual $x(i)$ can be considered negligible. Also, due to the orthogonality principle, $e_o(i)$ can also be considered uncorrelated to all elements of $x(i)$. This means that the last vector in equation (5.33) cannot have large element values. On the other hand, the first vector in equation (5.33) can have large element values only during the initial convergence, since as $k \rightarrow \infty$, $\lambda_{k+1} \rightarrow 0$ and $S_D(k)$ is expected to have a nonincreasing behavior, i.e., $R_D(k)$ is assumed to remain positive definite as $k \rightarrow \infty$ and the input signal power does not become too small. The above discussion leads to the conclusion that the adaptive-filter coefficients tend to the optimal values in $w_o$ almost independently from the eigenvalue spread of the input signal correlation matrix.

If we consider the spectral decomposition of the matrix $E[S_D(k)]$ (see equation (2.65)), the dependency on the eigenvalues of $R$ can be easily accounted for in the simple case of $\lambda = 1$. Applying the expected value operator to the relation of equation (5.19), we can infer that

$$E[S_D(k)] \approx \frac{R^{-1}}{(k+1)}$$

for large $k$. Now consider the slowest decaying mode of the spectral decomposition of $E[S_D(k)]$ given by

$$S_{D_{\text{max}}} = \frac{q_{\text{min}}q_{\text{min}}^T}{(k+1)\lambda_{\text{min}}}$$

where $\lambda_{\text{min}}$ is the smallest eigenvalue of $R$ and $q_{\text{min}}$ is the corresponding eigenvector. Applying this result to equation (5.33), with $\lambda = 1$, we can conclude that the value of the minimum eigenvalue affects the convergence of the filter coefficients only in the first few iterations, because the term $k+1$ in the denominator reduces the values of the elements of $S_{D_{\text{max}}}$.

Further interesting properties of the coefficients generated by the LS algorithm are:

- The estimated coefficients are the best linear unbiased solution to the identification problem [1], in the sense that no other unbiased solution generated by alternative approaches has lower variance.
- If the additive noise is normally distributed the LS solution reaches the Cramer-Rao lower bound, resulting in a minimum-variance unbiased solution [1]. The Cramer-Rao lower bound establishes a lower bound to the coefficient-error-vector covariance matrix for any unbiased estimator of the optimal parameter vector $w_o$.

5.3.5 Coefficient-Error-Vector Covariance Matrix

So far, we have shown that the estimation parameters in the vector $w(k)$ converge on average to their optimal value of the vector $w_o$. However, it is essential to analyze the coefficient-error-vector covariance matrix in order to determine how good is the obtained solution, in the sense that we are measuring how far the parameters wander around the optimal solution.
Using the same convergence assumption of the last section, it will be shown here that for \( \lambda = 1 \) the coefficient-error-vector covariance matrix is given by

\[
\text{cov}[\Delta w(k)] = E \left[ (w(k) - w_o)(w(k) - w_o)^T \right] = \sigma_n^2 E[S_D(k)] \tag{5.36}
\]

Proof:

First note that by using equations (5.4) and (5.15), the following relations are verified

\[
w(k) - w_o = S_D(k)p_D(k) - S_D(k)S_D^{-1}(k)w_o \tag{5.37}
\]

\[
= [X(k)X^T(k)]^{-1} X(k) \left[ d(k) - X^T(k)w_o \right] \tag{5.38}
\]

\[
= [X(k)X^T(k)]^{-1} X(k)n(k) \tag{5.39}
\]

where \( n(k) = [n(k) \lambda^{1/2}n(k-1) \lambda n(k-2) \ldots \lambda^{k/2}n(0)]^T. \)

Applying the last equation to the covariance of the coefficient-error-vector it follows that

\[
\text{cov}[\Delta w(k)] = E \left\{ [X(k)X^T(k)]^{-1} X(k)E[n(k)n^T(k)]X^T(k) [X(k)X^T(k)]^{-1} \right\}
\]

\[
= E \left\{ \sigma_n^2 S_D(k)X(k)\Lambda X^T(k)S_D(k) \right\}
\]

where

\[
\Lambda = \begin{bmatrix}
1 & \lambda & \lambda^2 & 0 & \ldots & \lambda^k \\
0 & \lambda & \lambda^2 & \ldots & & \vdots \\
& & & & \ddots & \\
& & & & & \lambda^k
\end{bmatrix}
\]

For \( \lambda = 1 \), \( \Lambda = I \), it follows that

\[
\text{cov}[\Delta w(k)] = E \left[ \sigma_n^2 S_D(k)X(k)X^T(k)S_D(k) \right]
\]

\[
= E \left[ \sigma_n^2 S_D(k)R_D(k)S_D(k) \right]
\]

\[
= \sigma_n^2 E[S_D(k)]
\]

Therefore, when \( \lambda = 1 \), the coefficient-error-vector covariance matrix tends to decrease its norm as time progresses since \( S_D(k) \) is also norm decreasing. The variance of the additional noise \( n(k) \) influences directly the norm of the covariance matrix.
5.3.6 Behavior of the Error Signal

It is important to understand how the error signal behaves in the RLS algorithm. When a measurement noise is present in the adaptive-filtering process, the *a priori* error signal is given by

\[ e(k) = d'(k) - w^T(k-1)x(k) + n(k) \]  

(5.40)

where \( d'(k) = w_o^T x(k) \) is the desired signal without measurement noise.

Again if the input signal is considered known (conditional expectation), then

\[ E[e(k)] = E[d'(k)] - E[w^T(k-1)x(k)] + E[n(k)] \]
\[ = E[w_o^T x(k)] + E[n(k)] \]

(5.41)

assuming that the adaptive-filter order is sufficient to model perfectly the desired signal.

From equation (5.41), it can be concluded that if the noise signal has zero mean then

\[ E[e(k)] = 0 \]

It is also important to assess the minimum mean value of the squared error that is reachable using an RLS algorithm. The minimum mean-square error (MSE) in the presence of external uncorrelated noise is given by

\[ \xi_{\text{min}} = E[e^2(k)] = E[e_o^2(k)] + E[n^2(k)] = \sigma_n^2 \]  

(5.42)

where it is assumed that the adaptive-filter multiplier coefficients were frozen at their optimum values and that the number of coefficients of the adaptive filter is sufficient to model the desired signal. In the conditions described the *a priori* error corresponds to the minimum output error as defined in equation (5.29). It should be noted, however, that if the additive noise is correlated with the input and the desired signals, a more complicated expression for the MSE results, accounting for the referred correlation.

When employing the *a posteriori* error the value of minimum MSE, denoted by \( \xi_{\text{min},p} \), differs from the corresponding value related to the *a priori* error. First note that by using equation (5.39), the following relation is verified

\[ \Delta w(k) = S_D(k)x(k)n(k) \]  

(5.43)

When a measurement noise is present in the adaptive-filtering process, the *a posteriori* error signal is given by

\[ \varepsilon(k) = d'(k) - w^T(k)x(k) + n(k) = -\Delta w^T(k)x(k) + e_o(k) \]  

(5.44)

The expression for the MSE related to the *a posteriori* error is then given by

\[ \xi(k) = E[\varepsilon^2(k)] \]
\[ = E[e_o^2(k)] - 2E[x^T(k)\Delta w(k)e_o(k)] + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)] \]  

(5.45)
By replacing the expression (5.43) in equation (5.45) above, the following relations follow
\[
\xi(k) = E[e_2^2(k)] - 2E[x^T(k)S_D(k)x(k)n(k)e_o(k)] + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)]
\]
\[
= \sigma_n^2 - 2E[x^T(k)S_D(k)x(k)] \begin{bmatrix} \sigma_n^2 \\ 0 \\ \vdots \\ 0 \end{bmatrix} + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)]
\]
\[
= \sigma_n^2 - 2E[x^T(k)S_D(k)x(k)]\sigma_n^2 + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)]
\]
\[
= \xi_{\text{min,p}} + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)]
\]
(5.46)

where in the second equality it was considered that the additional noise is uncorrelated with the input signal and that \(e_o(k) = n(k)\). This equality occurs when the adaptive filter has sufficient order to identify the unknown system.

Note that \(\xi_{\text{min,p}}\) related to the *a posteriori* error in equation (5.46) is not the same as minimum MSE of the *a priori* error, denoted in this book by \(\xi_{\text{min}}\). The last term, that is \(E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)]\), in equation (5.46) determines the excess MSE of the RLS algorithm.

It is possible to verify that the following expressions for \(\xi_{\text{min,p}}\) are accurate approximations
\[
\xi_{\text{min,p}} = \{1 - 2E[x^T(k)S_D(k)x(k)]\} \sigma_n^2
\]
\[
= \{1 - 2\text{tr} \left[ E(S_D(k)x(k)x^T(k)) \right] \} \sigma_n^2
\]
\[
= \left\{1 - 2N + 1 \left[ \frac{1 - \lambda}{1 - \lambda^{k+1}} \right] \right\} \sigma_n^2
\]
\[
= \left\{1 - 2N + 1 \left[ \frac{1}{1 + \lambda + \lambda^2 + \ldots + \lambda^k} \right] \right\} \sigma_n^2
\]
(5.47)

In the above expression, it is considered that \(S_D(k)\) is slowly varying as compared to \(x(k)\) when \(\lambda \to 1\), such that
\[
E[S_D(k)x(k)x^T(k)] \approx E[S_D(k)] E[x(k)x^T(k)]
\]
and that by using equation (5.55)
\[
E[S_D(k)x(k)x^T(k)] \approx \frac{1 - \lambda}{1 - \lambda^{k+1}} I
\]

Equation (5.47) applies to the case where \(\lambda < 1\), and as can be observed from the term multiplying \(N + 1\) there is a transient for small \(k\) which dies away when the number of iterations increases\(^2\). If we fit the decrease in the term multiplying \(N + 1\) at each iteration to an exponential envelop, the

\(^2\)The expression for \(\xi_{\text{min,p}}\) can be negative, however, \(\xi(k)\) is always non negative.
time constant will be $\frac{1}{\lambda k+1}$. Unlike the LMS algorithm, this time constant is time varying and is not related to the eigenvalue spread of the input signal correlation matrix.

**Example 5.2**

Repeat the equalization problem of example 3.1 using the RLS algorithm.

(a) Using $\lambda = 0.99$, run the algorithm and save matrix $S_D(k)$ at iteration 500 and compare with the inverse of the input signal correlation matrix.

(b) Plot the convergence path for the RLS algorithm on the MSE surface.

**Solution:**

(a) The inverse of matrix $R$, as computed in the example 3.1, is given by

$$
R^{-1} = 0.45106 \begin{bmatrix}
1.6873 & 0.7937 \\
0.7937 & 1.6873
\end{bmatrix} = \begin{bmatrix}
0.7611 & 0.3580 \\
0.3580 & 0.7611
\end{bmatrix}
$$

The initialization matrix $S_D(-1)$ is a diagonal matrix with the diagonal elements equal to 0.1. The matrix $S_D(k)$ at the 500th iteration, obtained by averaging the results of 30 experiments, is

$$
S_D(500) = \begin{bmatrix}
0.0078 & 0.0037 \\
0.0037 & 0.0078
\end{bmatrix}
$$

Also, the obtained values of the deterministic cross-correlation vector is

$$
p_D(500) = \begin{bmatrix}
95.05 \\
46.21
\end{bmatrix}
$$

Now, we divide each element of the matrix $R^{-1}$ by

$$
\frac{1 - \lambda^{k+1}}{1 - \lambda} = 99.34
$$

since in a stationary environment $E[S_D(k)] = \frac{1 - \lambda}{1 - \lambda^{k+1}} R^{-1}$, see equation (5.55) for a formal proof.

The resulting matrix is

$$
\frac{1}{99.34} R^{-1} = \begin{bmatrix}
0.0077 & 0.0036 \\
0.0036 & 0.0077
\end{bmatrix}
$$

As can be noted the values of the elements of the above matrix are close to the average values of the corresponding elements of matrix $S_D(500)$. 


Similarly, if we multiply the cross-correlation vector $p$ by 99.34, the result is

$$99.34p = \begin{bmatrix} 94.61 \\ 47.31 \end{bmatrix}$$

The values of the elements of this vector are also close to the corresponding elements of $p_D(500)$.

(b) The convergence path of the RLS algorithm on the MSE surface is depicted in Fig. 5.3. The reader should notice that the RLS algorithm approaches the minimum using large steps when the coefficients of the adaptive filter are far away from the optimum solution.

![Figure 5.3 Convergence path of the RLS adaptive filter.](image)

### 5.3.7 Excess Mean-Square Error and Misadjustment

In a practical implementation of the recursive least-squares algorithm, the best estimation for the unknown parameter vector is given by $w(k)$, whose expected value is $w_o$. However, there is always an excess MSE at the output caused by the error in the coefficient estimation, namely $\Delta w(k) =$
$w(k) - w_o.$ The mean-square error is (see equation (5.46))

$$\xi(k) = \xi_{\text{min}, p} + E\{[w(k) - w_o]^T x(k) x^T(k)[w(k) - w_o]\}$$

$$= \xi_{\text{min}, p} + E[\Delta w^T(k)x(k)x^T(k)\Delta w(k)] \quad (5.48)$$

Now considering that $\Delta w_j(k)$, for $j = 0, 1, \ldots, N$, are random variables with zero mean and independent of $x(k)$, the MSE can be calculated as follows

$$\xi(k) = \xi_{\text{min}, p} + E[\Delta w^T(k)R\Delta w(k)]$$

$$= \xi_{\text{min}, p} + E\{\text{tr}[R\Delta w(k)\Delta w^T(k)]\}$$

$$= \xi_{\text{min}, p} + \text{tr}\{RE[\Delta w(k)\Delta w^T(k)]\}$$

$$= \xi_{\text{min}, p} + \text{tr}\{R\text{cov}[\Delta w(k)]\} \quad (5.49)$$

On a number of occasions it is interesting to consider the analysis for $\lambda = 1$ separated from that for $\lambda < 1$.

**Excess MSE for $\lambda = 1$**

By applying in equation (5.49) the results of equations (5.36) and (5.19), and considering that $\xi_{\text{min}, p} = (1 - \frac{2N+1}{k+1})\sigma_n^2$ for $\lambda = 1$ (see equations (5.42) and (5.47)), we can infer that

$$\xi(k) = \left[1 - 2\frac{N+1}{k+1}\right] \sigma_n^2 + \text{tr}\{RE[S_D(k)]\} \sigma_n^2$$

for $\lambda = 1$.

$$= \left[1 - 2\frac{N+1}{k+1} + \text{tr}(R^{-1}_k)\right] \sigma_n^2 \quad \text{for} \quad k \to \infty$$

$$= \left(1 - 2\frac{N+1}{k+1} + \frac{N+1}{k+1}\right) \sigma_n^2 \quad \text{for} \quad k \to \infty$$

As can be noted the minimum MSE can be reached only after the algorithm has operated on a number of samples larger than the filter order.

**Excess MSE for $\lambda < 1$**

Again assuming that the mean-square error surface is quadratic as considered in equation (5.48), the expected excess in the MSE is then defined by

$$\Delta \xi(k) = E[\Delta w^T(k)R\Delta w(k)] \quad (5.50)$$
The objective now is to calculate and analyze the excess MSE when \( \lambda < 1 \). From equation (5.30) one can show that

\[
\Delta w(k) = \lambda S_D(k)R_D(k-1)\Delta w(k-1) + S_D(k)x(k)e_o(k) \tag{5.51}
\]

By applying equation (5.51) to (5.50), it follows that

\[
E[\Delta w^T(k)R\Delta w(k)] = \rho_1 + \rho_2 + \rho_3 + \rho_4 \tag{5.52}
\]

where

\[
\rho_1 = \lambda^2 E[\Delta w^T(k-1)R_D(k-1)S_D(k)RS_D(k)R_D(k-1)\Delta w(k-1)]
\]

\[
\rho_2 = \lambda E[\Delta w^T(k-1)R_D(k-1)S_D(k)RS_D(k)x(k)e_o(k)]
\]

\[
\rho_3 = \lambda E[x^T(k)S_D(k)RS_D(k)R_D(k-1)\Delta w(k-1)e_o(k)]
\]

\[
\rho_4 = E[x^T(k)S_D(k)RS_D(k)x(k)e_o^2(k)]
\]

Now each term in equation (5.52) will be evaluated separately.

1- Evaluation of \( \rho_1 \)

First note that as \( k \to \infty \), it can be assumed that \( R_D(k) \approx R_D(k-1) \), then

\[
\rho_1 \approx \lambda^2 E[\Delta w^T(k-1)R\Delta w(k-1)] \tag{5.53}
\]

2- Evaluation of \( \rho_2 \)

Since each element of \( R_D(k) \) is given by

\[
r_{d,ij}(k) = \sum_{l=0}^{k} \lambda^{k-l}x(l-i)x(l-j) \tag{5.54}
\]

for \( 0 \leq i, j \leq N \). Therefore,

\[
E[r_{d,ij}(k)] = \sum_{l=0}^{k} \lambda^{k-l}E[x(l-i)x(l-j)]
\]

If \( x(k) \) is stationary, \( r(i-j) = E[x(l-i)x(l-j)] \) is independent of the value \( l \), then

\[
E[r_{d,ij}(k)] = r(i-j) \frac{1 - \lambda^{k+1}}{1 - \lambda} \approx \frac{r(i-j)}{1 - \lambda} \tag{5.55}
\]

Equation (5.55) allows the conclusion that

\[
E[R_D(k)] \approx \frac{1}{1 - \lambda} E[x(k)x^T(k)] = \frac{1}{1 - \lambda} \mathbf{R} \tag{5.56}
\]
In each step, it can be considered that

$$ \mathbf{R}_D(k) = \frac{1}{1 - \lambda} \mathbf{R} + \Delta \mathbf{R}(k) $$ (5.57)

where $\Delta \mathbf{R}(k)$ is a symmetric error matrix with zero-mean stochastic entries that are independent of the input signal. From equations (5.56) and (5.57), it can be concluded that

$$ \mathbf{S}_D(k) \mathbf{R} \approx (1 - \lambda) \left[ \mathbf{I} - (1 - \lambda) \mathbf{R}^{-1} \Delta \mathbf{R}(k) \right] $$ (5.58)

where in the last relation $\mathbf{S}_D(k) \Delta \mathbf{R}(k)$ was considered approximately equal to

$$ (1 - \lambda) \mathbf{R}^{-1} \Delta \mathbf{R}(k) $$

by using equation (5.56) and disregarding second-order errors.

In the long run, it is known that $E[\mathbf{S}_D(k) \mathbf{R}] = (1 - \lambda) \mathbf{I}$, that means the second term inside the square bracket in equation (5.58) is a measure of the perturbation caused by $\Delta \mathbf{R}(k)$ in the product $\mathbf{S}_D(k) \mathbf{R}$. Denoting the perturbation by $\Delta \mathbf{I}(k)$, that is

$$ \Delta \mathbf{I}(k) = (1 - \lambda) \mathbf{R}^{-1} \Delta \mathbf{R}(k) $$ (5.59)

it can be concluded that

$$ \rho_2 \approx \lambda(1 - \lambda) E \left\{ \Delta \mathbf{w}^T(k - 1) \left[ \mathbf{I} - \Delta \mathbf{I}(k) \right] \mathbf{w}(k - 1) e_o(k) \right\} $$

$$ \approx \lambda(1 - \lambda) E[\Delta \mathbf{w}^T(k - 1)] E[\mathbf{w}(k) e_o(k)] = 0 $$ (5.60)

where it was considered that $\Delta \mathbf{w}^T(k - 1)$ is independent of $\mathbf{w}(k)$ and $e_o(k)$, $\Delta \mathbf{I}(k)$ was also considered an independent error matrix with zero mean, and finally we used the fact that $\mathbf{w}(k)$ and $e_o(k)$ are orthogonal.

3- Following a similar approach it can be shown that

$$ \rho_3 \approx \lambda(1 - \lambda) E \left\{ \mathbf{x}^T(k) \left[ \mathbf{I} - \Delta \mathbf{I}(k) \right] \Delta \mathbf{w}(k - 1) e_o(k) \right\} $$

$$ \approx \lambda(1 - \lambda) E[\mathbf{x}^T(k) e_o(k)] E[\Delta \mathbf{w}(k - 1)] = 0 $$ (5.61)

4- Evaluation of $\rho_4$

$$ \rho_4 = E[\mathbf{x}^T(k) \mathbf{S}_D(k) \mathbf{R} \mathbf{S}_D(k) \mathbf{R}^{-1} \mathbf{x}(k) e_o^2(k)] $$

$$ \approx (1 - \lambda)^2 E \left\{ \mathbf{x}^T(k) \left[ \mathbf{I} - \Delta \mathbf{I}(k) \right]^2 \mathbf{R}^{-1} \mathbf{x}(k) \right\} \xi_{\text{min}} $$ (5.62)

where equations (5.58) and (5.29) were used and $e_o(k)$ was considered independent of $\mathbf{w}(k)$ and $\Delta \mathbf{I}(k)$. By using the property that

$$ E \left\{ \mathbf{x}^T(k) \left[ \mathbf{I} - \Delta \mathbf{I}(k) \right]^2 \mathbf{R}^{-1} \mathbf{x}(k) \right\} = \text{tr} E \left\{ \left[ \mathbf{I} - \Delta \mathbf{I}(k) \right]^2 \mathbf{R}^{-1} \mathbf{x}(k) \mathbf{x}^T(k) \right\} $$

and recalling that $\Delta \mathbf{I}(k)$ has zero mean and is independent of $\mathbf{w}(k)$, then equation (5.62) is simplified to

$$ \rho_4 = (1 - \lambda)^2 \text{tr} \{ \mathbf{I} + E[\Delta \mathbf{I}^2(k)] \} \xi_{\text{min}} $$ (5.63)
where \( \text{tr}[\cdot] \) means trace of \([\cdot]\), and we utilized the fact that \( E \{ R^{-1}x(k)x^T(k) \} = I \).

By using equations (5.53), (5.60), and (5.63), it follows that
\[
E[\Delta w^T(k)R\Delta w(k)] = \lambda^2 E[\Delta w^T(k-1)R\Delta w(k-1)] + (1 - \lambda)^2 \text{tr}\{I + E[\Delta I^2(k)]\}\xi_{\text{min}}
\]
(5.64)

Asymptotically, the solution of the above equation is
\[
\xi_{\text{exc}} = \frac{1 - \lambda}{1 + \lambda} \text{tr}\{I + E[\Delta I^2(k)]\}\xi_{\text{min}}
\]
(5.65)

Note that the term given by \( E[\Delta I^2(k)] \) is not easy to estimate and is dependent on fourth-order statistics of the input signal. However, in specific situations, it is possible to compute an approximate estimate for this matrix. In steady state, it can be considered for white noise input signal that only the diagonal elements of \( R \) and \( \Delta R \) are important to the generation of excess MSE. Even when the input signal is not white, this diagonal dominance can be considered a reasonable approximation in most of the cases. From the definition of \( \Delta I(k) \) in equation (5.59), it follows that
\[
E[\Delta I^2_{ii}(k)] = (1 - \lambda)^2 E[\Delta r^2_{ii}(k)]
\]
(5.66)

where \( \sigma_x^2 \) is variance of \( x(k) \). By calculating \( \Delta R(k) - \lambda \Delta R(k-1) \) using equation (5.57), we show that
\[
\Delta r_{ii}(k) = \lambda \Delta r_{ii}(k-1) + x(k-i)x(k-i) - r_{ii}
\]
(5.67)

Squaring the above equation, applying the expectation operation, and using the independence between \( \Delta r_{ii}(k) \) and \( x(k) \), it follows that
\[
E[\Delta r^2_{ii}(k)] = \lambda^2 E[\Delta r^2_{ii}(k-1)] + E\{[x(k-i)x(k-i) - r_{ii}]^2\}
\]
(5.68)

Therefore, asymptotically
\[
E[\Delta r^2_{ii}(k)] = \frac{1}{1 - \lambda^2}\frac{\sigma_x^2}{\sigma_x^2} = \frac{1}{1 - \lambda^2}\frac{\sigma_x^2}{\sigma_x^2}
\]
(5.69)

By substituting equation (5.69) in (5.66), it becomes
\[
E[\Delta I^2_{ii}(k)] = \frac{1 - \lambda}{1 + \lambda} \frac{\sigma_x^2}{\sigma_x^2} = \frac{1 - \lambda}{1 + \lambda} \mathcal{K}
\]
(5.70)

where \( \mathcal{K} = \frac{\sigma_x^2}{\sigma_x^2} \) is dependent on input signal statistics. For Gaussian signals, \( \mathcal{K} = 2 \) [7].

Returning to our main objective, the excess MSE can then be described as
\[
\xi_{\text{exc}} = (N + 1) \frac{1 - \lambda}{1 + \lambda} \left(1 + \frac{1 - \lambda}{1 + \lambda} \mathcal{K}\right)\xi_{\text{min}}
\]
(5.71)
If $\lambda$ is approximately one and $K$ is not very large then

$$
\xi_{\text{exc}} = (N + 1) \frac{1 - \lambda}{1 + \lambda} \xi_{\text{min}}
$$

(5.72)

this expression can be reached through a simpler analysis [6]. However, the more complete derivation shown here can give more insight to the interpretation of the results obtained by using the RLS algorithm, mainly when $\lambda$ is not very close to one.

The misadjustment formula can be deduced from equation (5.71)

$$
M = \frac{\xi_{\text{exc}}}{\xi_{\text{min}}} = (N + 1) \frac{1 - \lambda}{1 + \lambda} \left( 1 + \frac{1 - \lambda}{1 + \lambda} K \right)
$$

(5.73)

As can be noted, the decrease of $\lambda$ from one brings a fourth-order statistics term into the picture by increasing the misadjustment. Then, the fast adaptation of the RLS algorithm, that corresponds to smaller $\lambda$, brings a noisier steady-state response. Therefore, when working in a stationary environment the best choice for $\lambda$ would be one, if the excess MSE in the steady state is considered high for other values of $\lambda$. However, other problems such as instability due to quantization noise are prone to occur when $\lambda = 1$.

### 5.4 Behavior in Nonstationary Environments

In cases where the input signal and/or the desired signal are nonstationary, the optimal values of the coefficients are time variant and described by $w_o(k)$. That means the autocorrelation matrix $R(k)$ and/or the cross-correlation vector $p(k)$ are time variant. For example, typically in a system identification application the autocorrelation matrix $R(k)$ is time invariant while the cross-correlation matrix $p(k)$ is time variant, because in this case the designer can choose the input signal. On the other hand, in equalization, prediction, and signal enhancement applications both the input and the desired signal are nonstationary leading to time-varying matrices $R(k)$ and $p(k)$.

The objective in the present section is to analyze how close the RLS algorithm is able to track the time-varying solution $w_o(k)$. Also, it is of interest to learn how the tracking error in $w(k)$ affects the output MSE [7]. Here, the effects of the measurement noise are not considered, since only the nonstationary effects are desired. Also, both effects on the MSE can be added since, in general, they are independent.

Recall from equations (5.8) and (5.9) that

$$
w(k) = w(k - 1) + S_D(k)x(k)[d(k) - x^T(k)w(k - 1)]
$$

(5.74)

and

$$
d(k) = x^T(k)w_o(k - 1) + e_o'(k)
$$

(5.75)

The error signal $e_o'(k)$ is the minimum error at iteration $k$ being generated by the nonstationarity of the environment. One can replace equation (5.75) in (5.74) in order to obtain the following relation

$$
w(k) = w(k - 1) + S_D(k)x(k)x^T(k)[w_o(k - 1) - w(k - 1)] + S_D(k)x(k)e_o'(k)
$$

(5.76)
By taking the expected value of equation (5.76), considering that $x(k)$ and $e_o'(k)$ are approximately orthogonal, and that $w(k-1)$ is independent of $x(k)$, then

$$E[w(k)] = E[w(k-1)] + E[S_D(k)x(k)x^T(k)] \{w_o(k-1) - E[w(k-1)]\} \quad (5.77)$$

It is now needed to compute $E[S_D(k)x(k)x^T(k)]$ in the case of nonstationary input signal. From equations (5.54) and (5.56), one can show that

$$R_D(k) = \sum_{l=0}^{k} \lambda^{k-l} R(l) + \Delta R(k) \quad (5.78)$$

since $E[R_D(k)] = \sum_{l=0}^{k} \lambda^{k-l} R(l)$. The matrix $\Delta R(k)$ is again considered a symmetric error matrix with zero-mean stochastic entries that are independent of the input signal.

If the environment is considered to be varying at a slower pace than the memory of the adaptive RLS algorithm, then

$$R_D(k) \approx \frac{1}{1-\lambda} R(k) + \Delta R(k) \quad (5.79)$$

Considering that $(1-\lambda)||R^{-1}(k)\Delta R(k)|| < 1$ and using the same procedure to deduce equation (5.58), we obtain

$$S_D(k) \approx (1-\lambda)R^{-1}(k) - (1-\lambda)^2 R^{-1}(k)\Delta R(k)R^{-1}(k) \quad (5.80)$$

it then follows that

$$E[w(k)] = E[w(k-1)] + \left\{ (1-\lambda)E[R^{-1}(k)x(k)x^T(k)] 
- (1-\lambda)^2 E[R^{-1}(k)\Delta R(k)R^{-1}(k)x(k)x^T(k)] \right\} \{w_o(k-1) - E[w(k-1)]\}
\approx E[w(k-1)] + (1-\lambda) \{w_o(k-1) - E[w(k-1)]\} \quad (5.81)$$

where it was considered that $\Delta R(k)$ is independent of $x(k)$ and has zero expected value.

Now defining the lag-error vector in the coefficients as

$$l_w(k) = E[w(k)] - w_o(k) \quad (5.82)$$

From equation (5.81), it can be concluded that

$$l_w(k) = \lambda l_w(k-1) - w_o(k) + w_o(k-1) \quad (5.83)$$

Equation (5.83) is equivalent to say that the lag is generated by applying the optimal instantaneous value $w_o(k)$ through a first-order discrete-time filter as follows:

$$L_i(z) = -\frac{z-1}{z-\lambda} W_{oi}(z) \quad (5.84)$$
5.4 Behavior in Nonstationary Environments

The discrete-time filter transient response converges with a time constant given by

\[ \tau = \frac{1}{1 - \lambda} \quad (5.85) \]

The time constant is of course the same for each individual coefficient. Note that the tracking ability of the coefficients in the RLS algorithm is independent of the eigenvalues of the input signal correlation matrix.

The lag in the coefficients leads to an excess MSE. In order to calculate the MSE suppose that the optimal coefficient values are first-order Markov processes described by

\[ w_o(k) = \lambda w_o(k - 1) + n_w(k) \quad (5.86) \]

where \( n_w(k) \) is a vector whose elements are zero-mean white noise processes with variance \( \sigma_w^2 \), and \( \lambda_w < 1 \). Note that \( \lambda < \lambda_w < 1 \), since the optimal coefficients values must vary slower than the filter tracking speed, that means \( \frac{1}{1 - \lambda} < \frac{1}{1 - \lambda_w} \).

The excess MSE due to lag is then given by (see the derivations around equation (3.41))

\[ \xi_{\text{lag}} = E[l_i^T w(k) R_l w(k)] \]
\[ = E\{\text{tr}[R_l w(k) l_i^T w(k)]\} \]
\[ = \text{tr}\{RE[l_w(k) l_i^T w(k)]\} \]
\[ = \text{tr}\{\Lambda E[l_w(k) l_i^T w(k)]\} \]
\[ = \sum_{i=0}^{N} \lambda_i E[l_i^T l_i^T] \]
\[ (5.87) \]

For \( \lambda_w \) not close to one, it is a bit more complicated to deduce the excess MSE due to lag than for \( \lambda_w \approx 1 \). However, the effort is worth it because the resulting expression is more accurate. From equation (5.84), we can see that the lag-error vector elements are generated by applying a first-order discrete-time system to the elements of the unknown system coefficient vector. On the other hand, the coefficients of the unknown system are generated by applying each element of the noise vector \( n_w(k) \) to a first-order all-pole filter, with the pole placed at \( \lambda_w \). For the unknown coefficient vector with the above model, the lag-error vector elements can be generated by applying the elements of the noise vector \( n_w(k) \) to a discrete-time filter with transfer function

\[ H(z) = \frac{-(z - 1)z}{(z - \lambda)(z - \lambda_w)} \quad (5.88) \]

This transfer function consists of a cascade of the lag filter with the all-pole filter representing the first-order Markov process. The solution for the variance of the lag terms \( l_i \) can be computed through the inverse \( Z \)-transform as follows:

\[ E[l_i^T l_i^T] = \frac{1}{2\pi j} \int H(z)H(z^{-1})\sigma_w^2 z^{-1} dz \quad (5.89) \]

The above integral can be solved using the residue theorem as previously shown in the LMS algorithm case.
Using the solution for the variance of the lag terms of equation (5.89) for values of $\lambda_w < 1$, and substituting the result in the last term of equation (5.87) it can be shown that

$$
\xi_{\text{lag}} \approx \frac{\text{tr}[R]\sigma_w^2}{\lambda_w(1 + \lambda^2) - \lambda(1 + \lambda_w^2)} \left( \frac{1 - \lambda}{1 + \lambda} \right) \left( \frac{1 - \lambda_w}{1 + \lambda_w} \right)
$$

where it was used the fact that $\text{tr}[R] = \sum_{i=0}^{N} \lambda_i = (N + 1)\sigma_x^2$, for a tap delay line. It should be noticed that assumptions such as the correlation matrix $R$ being diagonal and the input signal being white noise were not required in this derivation.

If $\lambda = 1$ and $\lambda_w \approx 1$, the MSE due to lag tends to infinity indicating that the RLS algorithm in this case cannot track any change in the environment. On the other hand, for $\lambda < 1$ the algorithm can track variations in the environment, leading to an excess MSE that depends on the variance of the optimal coefficient disturbance and on the input signal variance.

For $\lambda_w = 1$ and $\lambda \approx 1$, it is possible to rewrite equation (5.90) as

$$
\xi_{\text{lag}} \approx (N + 1)\frac{\sigma_w^2}{2(1 - \lambda)}\sigma_x^2
$$

The total excess MSE accounting for the lag and finite memory is given by

$$
\xi_{\text{total}} \approx (N + 1)\left[ \frac{1 - \lambda}{1 + \lambda} \xi_{\text{min}} + \frac{\sigma_w^2\sigma_x^2}{2(1 - \lambda)} \right]
$$

By differentiating the above equation with respect to $\lambda$ and setting the result to zero, an optimum value for $\lambda$ can be found that yields minimum excess MSE.

$$
\lambda_{\text{opt}} = \frac{1 - \frac{\sigma_w^2\sigma_x^2}{2\sigma_n}}{1 + \frac{\sigma_w^2\sigma_x^2}{2\sigma_n}}
$$

In the above equation we used $\sigma_n = \sqrt{\xi_{\text{min}}}$. Note that the optimal value of $\lambda$ does not depend on the adaptive-filter order $N$, and can be used when it falls in an acceptable range of values for $\lambda$. Also, this value is optimum only when quantization effects are not important and the first-order Markov model (with $\lambda_w \approx 1$) is a good approximation for the nonstationarity of the desired signal.

When implemented with finite-precision arithmetic, the conventional RLS algorithm behavior can differ significantly from what is expected under infinite precision. A series of inconvenient effects can show up in the practical implementation of the conventional RLS algorithm, such as divergence and freezing in the updating of the adaptive-filter coefficients. Appendix C, presents a detailed analysis of the finite-wordlength effects in the RLS algorithm.
### 5.5 COMPLEX RLS ALGORITHM

In the complex data case the RLS objective function is given by

\[
\xi^d(k) = \sum_{i=0}^{k} \lambda^{k-i} |\varepsilon(i)|^2 = \sum_{i=0}^{k} \lambda^{k-i} |d(i) - w^H(i)x(k)|^2
\]

\[
= \sum_{i=0}^{k} \lambda^{k-i} \left[ d(i) - w^H(i)x(k) \right] \left[ d^*(i) - w^T(i)x^*(k) \right]
\]

(5.94)

Differentiating \(\xi^d(k)\) with respect to the complex coefficient \(w^*(k)\) leads to\(^3\)

\[
\frac{\partial \xi^d(k)}{\partial w^*(k)} = -\sum_{i=0}^{k} \lambda^{k-i} x(i) [d^*(i) - w^T(i)x^*(k)]
\]

(5.95)

The optimal vector \(w(k)\) that minimizes the least-squares error, is computed by equating the above equation to zero that is

\[
-\sum_{i=0}^{k} \lambda^{k-i} x(i)x^H(i)w(k) + \sum_{i=0}^{k} \lambda^{k-i} x(i)d^*(i) = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix}
\]

leading to the following expression

\[
w(k) = \left[ \sum_{i=0}^{k} \lambda^{k-i} x(i)x^H(i) \right]^{-1} \sum_{i=0}^{k} \lambda^{k-i} x(i)d^*(i)
\]

\[
= R_D^{-1}(k)p_D(k)
\]

(5.96)

The matrix inversion lemma to the case of complex data is given by

\[
S_D(k) = R_D^{-1}(k) = \frac{1}{\lambda} \left[ S_D(k-1) - \frac{S_D(k-1)x(k)x^H(k)S_D(k-1)}{\lambda + x^H(k)S_D(k-1)x(k)} \right]
\]

(5.97)

The complete conventional RLS algorithm is described in Algorithm 5.3.

An alternative complex RLS algorithm has an updating equation described by

\[
w(k) = w(k-1) + e^*(k)S_D(k)x(k)
\]

(5.98)

where

\[
e(k) = d(k) - w^H(k-1)x(k)
\]

(5.99)

With equation (5.98), it is straightforward to generate an alternative conventional RLS algorithm as shown in Algorithm 5.4.

\(\text{Again the reader should recall that when computing the gradient with respect to } w^*(k), w(k) \text{ is treated as a constant.}\)
Algorithm 5.3

Conventional Complex RLS Algorithm

Initialization
\[ S_D(-1) = \delta I \]
where \( \delta \) can be the inverse of the input signal power estimate
\[ p_D(-1) = x(-1) = [0 \ 0 \ldots 0]^T \]
Do for \( k \geq 0 \):
\[ S_D(k) = \frac{1}{\lambda} [S_D(k-1) - \frac{S_D(k-1) x(k) x^H(k) S_D(k-1)}{\lambda + x^H(k) S_D(k-1) x(k)}] \]
\[ p_D(k) = \lambda p_D(k-1) + d^*(k) x(k) \]
\[ w(k) = S_D(k) p_D(k) \]
If necessary compute
\[ y(k) = w^H(k) x(k) \]
\[ \varepsilon(k) = d(k) - y(k) \]

Algorithm 5.4

Alternative Complex RLS Algorithm

Initialization
\[ S_D(-1) = \delta I \]
where \( \delta \) can be the inverse of an estimate of the input signal power
\[ x(-1) = w(-1) = [0 \ 0 \ldots 0]^T \]
Do for \( k \geq 0 \):
\[ e(k) = d(k) - w^H(k-1) x(k) \]
\[ \psi(k) = S_D(k-1) x(k) \]
\[ S_D(k) = \frac{1}{\lambda} [S_D(k-1) - \frac{\psi(k) \psi^H(k)}{\lambda + \psi^H(k) x(k)}] \]
\[ w(k) = w(k-1) + e^*(k) S_D(k) x(k) \]
If necessary compute
\[ y(k) = w^H(k) x(k) \]
\[ \varepsilon(k) = d(k) - y(k) \]
5.6 SIMULATION EXAMPLES

In this section, some adaptive-filtering problems described in the last two chapters are solved using the conventional RLS algorithm presented in this chapter.

Example 5.3: System Identification Simulations

The conventional RLS algorithm is employed in the identification of the system described in the subsection 3.6.2. The forgetting factor is chosen as $\lambda = 0.99$.

Solution:

In the first test, we address the sensitivity of the RLS algorithm to the eigenvalue spread of the input signal correlation matrix. The measured simulation results are obtained by ensemble averaging 200 independent runs. The learning curves of the mean-squared *a priori* error are depicted in Fig. 5.4, for different values of the eigenvalue spread. Also, the measured misadjustment in each example is given in Table 5.1. From these results, we conclude that the RLS algorithm is insensitive to the eigenvalue spread. It is worth mentioning at this point that the convergence speed of the RLS algorithm is affected by the choice of $\lambda$, since a smaller value of $\lambda$ leads to faster convergence while increasing the misadjustment in stationary environment. Table 5.1 shows the misadjustment predicted by theory, calculated using the relation repeated below. As can be seen from this table the analytical results agree with those obtained through simulations.

$$M = (N + 1) \frac{1 - \lambda}{1 + \lambda} \left( 1 + \frac{1 - \lambda}{1 + \lambda} K \right)$$

<table>
<thead>
<tr>
<th>$\lambda_{\text{max}}$</th>
<th>$\lambda_{\text{min}}$</th>
<th>Misadjustment</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.04211</td>
<td>0.04020</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.04211</td>
<td>0.04020</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>0.04547</td>
<td>0.04020</td>
<td></td>
</tr>
</tbody>
</table>

The conventional RLS algorithm is implemented with finite-precision arithmetic, using fixed-point representation with 16, 12, and 10 bits, respectively. The results presented are measured before any sign of instability is noticed. Table 5.2 summarizes the results of the finite-precision implementation of the conventional RLS algorithm. Note that in most cases there is a close agreement between the measurement results and those predicted by the equations given below. These equations correspond to equations (C.37) and (C.48) derived in Appendix C.

$$E[||\Delta w(k)\|_Q^2] \approx \frac{(1 - \lambda)(N + 1)}{2\lambda} \left( \frac{\sigma_e^2}{\sigma_x^2} + \frac{\sigma_w^2}{2\lambda(1 - \lambda)} \right)$$
\[ \xi(k)_Q \approx \xi_{\text{min}} + \sigma^2_e + \frac{(N + 1)\sigma^2_w\sigma^2_x}{2\lambda(1 - \lambda)} \]

For the simulations with 12 and 10 bits, the discrepancy between the measured and theoretical estimates of \( E[||\Delta w(k)_Q||^2] \) are caused by the freezing of some coefficients.

If the results presented here are compared with the results presented in Table 3.2 for the LMS, we notice that both the LMS and the RLS algorithms performed well in the finite-precision implementation. The reader should bear in mind that the conventional RLS algorithm requires an expensive strategy to keep the deterministic correlation matrix positive definite, as discussed in Appendix C.

**Table 5.2**  Results of the Finite-Precision Implementation of the RLS Algorithm

| No. of bits | \( \xi(k)_Q \) Experiment | \( \xi_{\text{min}} \) Theory | \( E[||\Delta w(k)_Q||^2] \) Experiment | \( \sigma^2_w \) Theory |
|-------------|----------------|----------------|----------------|----------------|
| 16 | 1.566 \( 10^{-3} \) | 1.500 \( 10^{-3} \) | 6.013 \( 10^{-5} \) | 6.061 \( 10^{-5} \) |
| 12 | 1.522 \( 10^{-3} \) | 1.502 \( 10^{-3} \) | 3.128 \( 10^{-5} \) | 6.261 \( 10^{-5} \) |
| 10 | 1.566 \( 10^{-3} \) | 1.532 \( 10^{-3} \) | 6.979 \( 10^{-5} \) | 9.272 \( 10^{-5} \) |

The simulations related to the experiment described for nonstationary environments are also performed. From the simulations we measure the total excess MSE, and then compare the results to
those obtained with the expression below.

\[ \xi_{exc} \approx (N + 1) \frac{1 - \lambda}{1 + \lambda} (1 + \frac{1 - \lambda}{1 + \lambda} K) \xi_{min} + \frac{(N + 1) \sigma_w^2 \sigma_x^2}{\lambda_w (1 + \lambda^2) - \lambda (1 + \lambda_w^2)} \left( \frac{1 - \lambda}{1 + \lambda} - \frac{1 - \lambda_w}{1 + \lambda_w} \right) \]

An attempt to use the optimal value of \( \lambda \) is made. The predicted optimal value, in this case, is too small and as a consequence \( \lambda = 0.99 \) is used. The measured excess MSE is 0.0254, whereas the theoretical value predicted by the above equation is 0.0418. Note that the theoretical result is not as accurate as all the previous cases discussed so far, due to a number of approximations used in the analysis. However, the above equation provides a good indication of what is expected in the practical implementation. By choosing a smaller value for \( \lambda \) a better tracking performance is obtained, a situation where the above equation is not as accurate.

---

**Example 5.4: Signal Enhancement Simulations**

We solved the same signal enhancement problem described in the subsection 4.7.1 with the conventional RLS and LMS algorithms.

**Solution:**

For the LMS algorithm, the convergence factor is chosen \( \mu_{max}/5 \). The resulting value for \( \mu \) in the LMS case is 0.001, whereas \( \lambda = 1.0 \) is used for the RLS algorithm. The learning curves for the algorithms are shown in Fig. 5.5, where we can verify the faster convergence of the RLS algorithm. By plotting the output errors after convergence, we noted the large variance of the MSE for both algorithms. This result is due to the small signal to noise ratio, in this case. Fig. 5.6 depicts the output error and its DFT with 128 points for the RLS algorithm. In both cases, we can clearly detect the presence of the sinusoid.

---

**5.7 CONCLUDING REMARKS**

In this chapter, we introduced the conventional RLS algorithm and discussed various aspects related to its performance behavior. Much of the results obtained herein through mathematical analysis are valid for the whole class of RLS algorithms to be presented in the following chapters, except for the finite-precision analysis since that depends on the form the internal calculations of each algorithm are performed. The analysis presented here is far from being complete. However, the main aspects of the conventional RLS have been addressed, such as: convergence behavior and tracking capabilities.
Figure 5.5 Learning curves for the (a) LMS and (b) RLS algorithms.
Figure 5.6  (a) Output error for the RLS algorithm and (b) DFT of the output error.
The interested reader should consult [9]-[11] for some further results. Appendix C complements this chapter by addressing the finite-precision analysis of the conventional RLS algorithm.

From the analysis presented, one can conclude that the computational complexity and the stability in finite-precision implementations are two aspects to be concerned. When the elements of the input signal vector consist of delayed versions of the same signal, it is possible to derive a number of fast RLS algorithms whose computational complexity is of order $N$ per output sample. Several different classes of these algorithms are presented in the following chapters. In all cases, their stability conditions in finite-precision implementation are briefly discussed.

For the general case where the elements of the input signal vector have different origins the QR-RLS algorithm is a good alternative to the conventional RLS algorithm. The stability of the QR-RLS algorithm can be easily guaranteed.

The conventional RLS algorithm is fully tested in a number of simulation results included in this chapter. These examples were meant to verify the theoretical results discussed in the present chapter and to compare the RLS algorithm with the LMS algorithm.

The LMS algorithm is usually referred to as stochastic gradient algorithm originated from the stochastic formulation of the Wiener filter which in turn deals with stationary noises and signals. The RLS algorithm is derived from a deterministic formulation meant to achieve weighted least-squares error minimization in a sequential recursive format. A widely known generalization of the Wiener filter is the Kalman filter which deals with nonstationary noises and signals utilizing a stochastic formulation. However, it is possible to show that the discrete-time version of the Kalman filtering algorithm can be considered to be a generalization of the RLS algorithm. In Appendix D we present a brief description of Kalman filters as well as its relationship with the RLS algorithm.
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5.9 PROBLEMS

1. The RLS algorithm is used to predict the signal \(x(k) = \cos \frac{\pi k}{3}\) using a second-order FIR filter with the first tap fixed at 1. Given \(\lambda = 0.98\), calculate the output signal \(y(k)\) and the tap coefficients for the first 10 iterations. Note that we aim the minimization of \(E[y^2(k)]\).

Start with \(w^T(-1) = [1 0 0]\) and \(\delta = 100\).

2. Show that the solution in equation (5.4) is a minimum point.
3. Show that $S_D(k)$ approaches a null matrix for large $k$, when $\lambda = 1$.

4. Suppose that the measurement noise $n(k)$ is a random signal with zero-mean and the probability density with normal distribution. In a sufficient-order identification of an FIR system with optimal coefficients given by $w_o$, show that the least-squares solution with $\lambda = 1$ is also normally distributed with mean $w_o$ and covariance $E[S_D(k)\sigma_n^2]$.

5. Prove that equation (5.42) is valid. What is the result when $n(k)$ has zero mean and is correlated to the input signal $x(k)$?
   
   Hint: You can use the relation $E[e^2(k)] = E[e(k)]^2 + \sigma^2[e(k)]$, where $\sigma^2[\cdot]$ means variance of $\cdot$.

6. Consider that the additive noise $n(k)$ is uncorrelated with the input and the desired signals and is also a nonwhite noise with autocorrelation matrix $R_n$. Determine the transfer function of a prewhitening filter that applied to $d'(k) + n(k)$ and $x(k)$ generates the optimum least-squares solution $w_o = R^{-1} p$ for $k \to \infty$.

7. Show that if the additive noise is uncorrelated with $d'(k)$ and $x(k)$, and nonwhite, the least-squares algorithm will converge asymptotically to the optimal solution.

8. In problem 4, when $n(k)$ is correlated to $x(k)$, is $w_o$ still the optimal solution? If not, what is the optimal solution?

9. Show that in the RLS algorithm the following relation is true

$$\xi_d(k) = \lambda \xi_d(k-1) + \epsilon(k)e(k)$$

where $e(k)$ is the a priori error as defined in equation (5.8).

10. Prove the validity of the approximation in equation (5.80).

11. Demonstrate that the updating formula for the complex RLS algorithm is given by equation (5.98).

12. Show that for an input signal with diagonal dominant correlation matrix $R$ the following approximation related to equations (C.28) and (C.32) is valid.

$$E\{N_S_D(k)x(k)x^T(k)\text{cov}[\Delta w(k-1)]x(k)x^T(k)N_S_D(k)\} \approx \sigma^2_S D \sigma^4 x \text{tr} \{\text{cov}[\Delta w(k-1)]\} I$$

13. Derive the equations (C.35), (C.36), and (C.37).

14. The conventional RLS algorithm is applied to identify a 7th-order time-varying unknown system whose coefficients are first-order Markov processes with $\lambda_W = 0.999$ and $\sigma^2_W = 0.033$. The initial time-varying system multiplier coefficients are

$$w_o^T = [0.03490 - 0.01100 - 0.06864 0.22391 0.55686 0.35798 - 0.02390 - 0.07594]$$

The input signal is Gaussian white noise with variance $\sigma^2_x = 1$ and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of $n_w(k)$, with variance $\sigma^2_n = 0.01$. 


(a) For $\lambda = 0.97$, compute the excess MSE.
(b) Repeat (a) for $\lambda = \lambda_{\text{opt}}$.
(c) Simulate the experiment described, measure the excess MSE, and compare to the calculated results.

15. Reduce the value of $\lambda_w$ to 0.97 in problem 14, simulate, and comment on the results.

16. Suppose a 15th-order FIR digital filter with multiplier coefficients given below is identified through an adaptive FIR filter of the same order using the conventional RLS algorithm. Consider that fixed-point arithmetic is used.

Additional noise : white noise with variance $\sigma_n^2 = 0.0015$
Coefficient wordlength: $b_c = 16$ bits
Signal wordlength: $b_d = 16$ bits
Input signal: Gaussian white noise with variance $\sigma_x^2 = 0.7$
$\lambda = \lambda_{\text{opt}}$

\[ w_o^T = [0.0219360 \ 0.0015786 - 0.0602449 - 0.0118907 \ 0.1375379 \ 0.0574545 - 0.3216703 - 0.5287203 - 0.2957797 \ 0.0002043 \ 0.0026067 \ 0.0010333 - 0.0143593] \]

(a) Compute the expected value for $||\Delta w(k) Q||^2$ and $\xi(k)_Q$ for the described case.
(b) Simulate the identification example described and compare the simulated results with those obtained through the closed form formulas.
(c) Plot the learning curves for the finite- and infinite-precision implementations. Also, plot $E[||\Delta w(k)||^2]$ versus $k$ in both cases.

17. Repeat the above problem for the following cases
(a) $\sigma_n^2 = 0.01$, $b_c = 9$ bits, $b_d = 9$ bits, $\sigma_x^2 = 0.7$, $\lambda = \lambda_{\text{opt}}$.
(b) $\sigma_n^2 = 0.1$, $b_c = 10$ bits, $b_d = 10$ bits, $\sigma_x^2 = 0.8$, $\lambda = \lambda_{\text{opt}}$.
(c) $\sigma_n^2 = 0.05$, $b_c = 8$ bits, $b_d = 16$ bits, $\sigma_x^2 = 0.8$, $\lambda = \lambda_{\text{opt}}$.

18. In problem 17, compute (do not simulate) $E[||\Delta w(k) Q||^2]$, $\xi(k)_Q$, and the probable number of iterations before the algorithm stop updating for $\lambda = 1$, $\lambda = 0.98$, $\lambda = 0.96$, and $\lambda = \lambda_{\text{opt}}$.

19. Repeat problem 16 for the case where the input signal is a first-order Markov process with $\lambda_x = 0.95$.

20. A digital channel model can be represented by the following impulse response:

\[
[-0.001 - 0.002 0.002 0.2 0.6 0.76 0.9 0.78 0.67 0.58 \\
0.45 0.3 0.2 0.12 0.06 0 - 0.2 - 1 - 2 - 1 0 0.1]
\]

The channel is corrupted by Gaussian noise with power spectrum given by

\[ |S(e^{j\omega})|^2 = \kappa' |\omega|^{3/2} \]

where $\kappa' = 10^{-1.5}$. The training signal consists of independent binary samples (-1,1).

Design an FIR equalizer for this problem and use the RLS algorithm. Use a filter of order 50 and plot the learning curve.
21. For the previous problem, using the maximum of 51 adaptive-filter coefficients, implement a DFE equalizer and compare the results with those obtained with the FIR equalizer. Again use the RLS algorithm.

22. Use the complex RLS algorithm to equalize a channel with the transfer function given below. The input signal is a four QAM signal representing a randomly generated bit stream with the signal to noise ratio \( \frac{\sigma_x^2}{\sigma_n^2} = 20 \) at the receiver end, that is, \( \tilde{x}(k) \) is the received signal without taking into consideration the additional channel noise. The adaptive filter has 10 coefficients.

\[
H(z) = (0.34 - 0.27j) + (0.87 + 0.43j)z^{-1} + (0.34 - 0.21j)z^{-2}
\]

(a) Use an appropriate value for \( \lambda \) in the range 0.95 – 0.99, run the algorithm and comment on the convergence behavior.

(b) Plot the real versus imaginary parts of the received signal before and after equalization.

(c) Increase the number of coefficients to 20 and repeat the experiment in (b).

23. In a system identification problem the input signal is generated from a four QAM of the form

\[
x(k) = x_{re}(k) + jx_{im}(k)
\]

where \( x_{re}(k) \) and \( x_{im}(k) \) assume values \( \pm 1 \) randomly generated. The unknown system is described by

\[
H(z) = 0.5 + 0.2j + (-0.1 + 0.4j)z^{-1} + (0.2 - 0.4j)z^{-2} + (0.2 + 0.7j)z^{-3}
\]

The adaptive filter is also a third-order complex FIR filter, and the additional noise is zero-mean Gaussian white noise with variance \( \sigma_n^2 = 0.3 \). Using the complex RLS algorithm run an ensemble of 20 experiments, and plot the average learning curve.

24. Apply the Kalman filter to equalize the system

\[
H(z) = \frac{0.19z}{z - 0.9}
\]

when the additional noise is a uniformly distributed white noise with variance \( \sigma_n^2 = 0.1 \), and the input signal to the channel is a Gaussian noise with unit variance.
DATA-SELECTIVE ADAPTIVE FILTERING

6.1 INTRODUCTION

The families of adaptive-filtering algorithms introduced so far present a tradeoff between speed of convergence and the misadjustment after the transient. These characteristics are easily observable in stationary environments. In general fast converging algorithms tend to be very dynamic, a feature not necessarily advantageous after convergence in a stationary environment. In this chapter, an alternative formulation to govern the updating of the adaptive-filter coefficients is introduced. The basic assumption is that the additional noise is considered bounded, and the bound is either known or can be estimated [1]. The key strategy of the formulation is to find a feasibility set\(^1\) such that the bounded error specification is met for any member of this set. As a result, the set-membership filtering (SMF) is aimed at estimating the feasibility set itself or a member of this set [2].

As a byproduct, the SMF allows the reduction of computational complexity in adaptive filtering, since the filter coefficients are updated only when the output estimation error is higher than the pre-determined upper bound [2]-[3].

Set-membership adaptive filters employ a deterministic objective function related to a bounded error constraint on the filter output, such that the updates belong to a set of feasible solutions. The objective function resembles the prescribed specifications of non-adaptive digital filter design. In the latter, any filter whose amplitude ripples in some frequency bands are smaller than given bounds is an acceptable solution. The main difference is that in the SMF the considered bound applies to the time-domain output error. As compared with their competing algorithms such as the normalized LMS, affine projection, and RLS algorithms [4]-[11], the SMF algorithms lead to reduced computational complexity primarily due to data-selective updates.

Usually the set-membership algorithms perform updates more frequently during the early iterations in stationary environments. As such, if these updates entail more computational complexity than available, some alternative solution is required. A possible strategy to maintain some control on the

\(^1\)This set is defined as the set of filter coefficients leading to output errors whose moduli fall below a prescribed upper bound.

amount of computational resources is to adopt partial update, where only a subset of the adaptive-filter coefficients are updated at each iteration. The resulting algorithms are collectively called partial-update (PU) algorithms [14]-[19].

This chapter presents several alternative set-membership algorithms which are closely related to the normalized LMS algorithm [7], the binormalized data-reusing LMS algorithm (here denoted as SM-BNLMS) [10], and the affine projection (SM-AP) [11] algorithm. In addition, this chapter describes the set-membership affine projection algorithm with partial update in some detail. The family of algorithms described in this chapter leads to more flexible management of the computational resources, in comparison with the algorithms presented in the previous chapters.

### 6.2 SET-MEMBERSHIP FILTERING

The SMF concept is a framework applicable to adaptive-filtering problems that are linear in parameters. The adaptive-filter output is given by

\[ y(k) = w^T x(k) \]  

(6.1)

where \( x(k) = [x_0(k) \ x_1(k) \ldots x_N(k)]^T \) is the input signal vector, and \( w = [w_0 \ w_1 \ldots w_N]^T \) is the parameter vector.

Considering a desired signal sequence \( d(k) \) and a sequence of input vectors \( x(k) \), both for for \( k = 0, 1, 2, \ldots, \infty \), the estimation error sequence \( e(k) \) is calculated as

\[ e(k) = d(k) - w^T x(k) \]  

(6.2)

also for \( k = 0, 1, 2, \ldots, \infty \). The vectors \( x(k) \) and \( w \in \mathbb{R}^{N+1} \), where \( \mathbb{R} \) represents the set of real numbers, whereas \( y(k) \) and \( e(k) \) represent the adaptive-filter output signal and output error, respectively. The objective of the SMF is to design \( w \) such that the magnitude of estimation output error is upper bounded by a prescribed quantity \( \bar{\gamma} \). If the value of \( \bar{\gamma} \) is properly chosen there are several valid estimates for \( w \). In summary, any filter parameter leading to a magnitude of the output estimation error smaller than a deterministic threshold is an acceptable solution. From the bounded error constraint results a set of filters rather than a single estimate. If \( \bar{\gamma} \) is chosen too small there might be no solution.

Assuming that \( \bar{S} \) denotes the set of all possible input-desired data pairs \( (x, d) \) of interest, it is possible to define \( \Theta \) as the set of all possible vectors \( w \) leading to output errors whose magnitudes are bounded by \( \bar{\gamma} \) whenever \( (x, d) \in \bar{S} \). The set \( \Theta \), called feasibility set, is given by

\[ \Theta = \bigcap_{(x, d) \in \bar{S}} \{ w \in \mathbb{R}^{N+1} : |d - w^T x| \leq \bar{\gamma} \} \]  

(6.3)

Now let’s consider the practical case where only measured data are available. Given a set of data pairs \( \{x(i), d(i)\} \), for \( i = 0, 1, \ldots, k \), let’s define \( \mathcal{H}(k) \) as the set containing all vectors \( w \) such that
the associated output error at time instant $k$ is upper bounded in magnitude by $\bar{\gamma}$. That is,

$$H(k) = \{ w \in \mathbb{R}^{N+1} : |d(k) - w^T x(k)| \leq \bar{\gamma} \}$$  \hspace{1cm} (6.4)

The set $H(k)$ is usually referred to as the \textit{constraint set}. The boundaries of $H(k)$ are hyperplanes. For the two-dimensional case, where the coefficient vector has two elements, $H(k)$ comprises the region between the lines where $d(k) - w^T x(k) = \pm \bar{\gamma}$ as depicted in Fig. 6.1. For more dimensions, $H(k)$ represents the region between two parallel hyperplanes in the parameter space $w$.

$$d(k) - w^T x(k) = \bar{\gamma}$$

![Figure 6.1](constraint_set.png)

\textbf{Figure 6.1} Constraint set in $w$ plane for a two-dimension example.

Since for each data pair there is an associated constraint set, the intersection of the constraint sets over all the available time instants $i = 0, 1, \ldots, k$, is called the \textit{exact membership set} $\psi(k)$, formally defined as

$$\psi(k) = \bigcap_{i=0}^{k} H(i)$$  \hspace{1cm} (6.5)

The set $\psi(k)$ represents a polygon in the parameter space whose location is one of the main objectives of the set-membership filtering.
For a set of data pairs including substantial innovation, the polygon in $w, \psi(k)$, should become small. This property usually occurs after a large number of iterations $k$, when most likely $\psi(k) = \psi(k - 1)$ since $\psi(k - 1)$ is entirely contained in the constraint set $\mathcal{H}(k)$ as depicted in Fig. 6.2.a. In this case, the adaptive-filter coefficients do not need updating because the current membership set is totally inside the constraint set, resulting in a selection of update which is data dependent. The selective updating of the set-membership filtering brings about opportunities for power and computational savings, so crucial in devices such as mobile terminals. On the other hand, in the early iterations it is highly possible that the constraint set reduces the size of the membership-set polygon as illustrates Fig. 6.2.b.

At any given time instant, it can be observed that the feasibility set $\Theta$ is a subset of the exact membership set $\psi(k)$. The feasibility set is the limiting set of the exact membership set because the two sets are equal if the available input-desired data pairs traverses all signal pairs belonging to $\mathcal{S}$.

The goal of set-membership adaptive filtering is to adaptively find an estimate that belongs to the feasibility set. The easiest approach is to compute a point estimate using, for example, the information provided by the constraint set $\mathcal{H}(k)$ like in the set-membership NLMS algorithm considered in the following section, or several previous constraint sets like the set-membership affine projection (SM-AP) algorithm discussed in section 6.4, [10], [11].

For historical reasons, it is worth mentioning that the first SMF approach proposed in the literature tries to outer bound $\psi(k)$ with ellipsoids and the resulting algorithms are called optimal bounding ellipsoid (OBE) algorithms [4]-[6]. These algorithms bear a close resemblance with the RLS algorithm [2] and have inherent data selectivity. In the OBE algorithms the membership set are bounded by ellipsoids comprising the smallest closed set [4]-[6]. These algorithms are also important but they are not included as they present higher computational complexity than those discussed here.

### 6.3 SET-MEMBERSHIP NORMALIZED LMS ALGORITHM

The set-membership NLMS (SM-NLMS) algorithm first proposed in [7] has a form similar to the conventional NLMS algorithm presented in section 4.4. The key idea of the SM-NLMS algorithm is to perform a test to verify if the previous estimate $w(k)$ lies outside the constraint set $\mathcal{H}(k)$, i.e., $|d(k) - w^T(k)x(k)| > \bar{\gamma}$. If the modulus of the error signal is greater than the specified bound, the new estimate $w(k + 1)$ will be updated to the closest boundary of $\mathcal{H}(k)$ at a minimum distance, i.e., the SM-NLMS minimizes $\|w(k + 1) - w(k)\|^2$ subjected to $w(k + 1) \in \mathcal{H}(k)$ [12]. The updating is performed by an orthogonal projection of the previous estimate onto the closest boundary of $\mathcal{H}(k)$. Fig. 6.3 illustrates the updating procedure of the SM-NLMS algorithm.

In order to derive the update equations, first consider the a priori error $e(k)$ given by

$$e(k) = d(k) - w^T(k)x(k) \quad (6.6)$$
6.3 Set-Membership Normalized LMS Algorithm

Figure 6.2  Exact membership set \( \psi(k-1) \) and its possible intersection with the constraint set \( \mathcal{H}(k) \).

(a) Exact membership set, \( \psi(k-1) \), contained in the constraint set, \( \psi(k-1) \subset \mathcal{H}(k) \).

(b) Exact membership set, \( \psi(k-1) \), not contained in the constraint set, \( \psi(k-1) \not\subset \mathcal{H}(k) \).

Figure 6.2  Exact membership set \( \psi(k) \) and its possible intersection with the constraint set \( \mathcal{H}(k) \).
then, let’s start with the normalized LMS algorithm which utilizes the following recursion for updating $w(k)$

$$
w(k + 1) = w(k) + \frac{\mu(k)}{\gamma + x^T(k)x(k)} e(k) x(k)
$$

(6.7)

where in the present discussion $\mu(k)$ is the variable step size that should be appropriately chosen in order to satisfy the desired set-membership updating.

The update should occur either if

$$
e(k) = d(k) - w^T(k)x(k) > \bar{\gamma}
$$

or

$$
e(k) = d(k) - w^T(k)x(k) < -\bar{\gamma}
$$

and the \textit{a posteriori} error should be given by

$$
\varepsilon(k) = d(k) - w^T(k + 1)x(k) = \pm \bar{\gamma}
$$

$$
= d(k) - w^T(k)x(k) - \frac{\mu(k)}{\gamma + x^T(k)x(k)} e(k) x^T(k)x(k)
$$

$$
= e(k) - \frac{\mu(k)}{\gamma + x^T(k)x(k)} e(k) x^T(k)x(k)
$$

(6.8)
where $\varepsilon(k)$ becomes equal to $\pm \bar{\gamma}$ because the coefficients are updated to the closest boundary of $\mathcal{H}(k)$. Since $\gamma$, whose only task is regularization, is a small constant it can be disregarded leading to the following equality

$$
\varepsilon(k) = e(k)[1 - \mu(k)] = \pm \bar{\gamma}
$$

(6.9)

The above equation leads to

$$
1 - \mu(k) = \pm \frac{\bar{\gamma}}{e(k)}
$$

(6.10)

where the plus ($+$) sign applies for the case when $e(k) > 0$ and the minus ($-$) sign applies for the case where $e(k) < 0$. Therefore, by inspection we conclude that the variable step size, $\mu(k)$, is given by

$$
\mu(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise}
\end{cases}
$$

(6.11)

The updating equations (6.6), (6.11), and (6.7) are quite similar to those of the NLMS algorithm except for the variable step size $\mu(k)$. The SM-NLMS algorithm is outlined in Algorithm 6.1. As a rule of thumb, the value of $\bar{\gamma}$ is chosen around $\sqrt{5}\sigma_n$, where $\sigma_n^2$ is the variance of the additional noise, some further discussion in this matter is found in section 6.7 [7], [25].

The reader should recall that the NLMS algorithm minimizes $\|w(k+1) - w(k)\|^2$ subjected to the constraint that $w^T(k+1)x(k) = d(k)$, as such it is a particular case of the SM-NLMS algorithm by choosing the bound $\bar{\gamma} = 0$. It should be noticed that by using a step size $\mu(k) = 1$ in the SM-NLMS whenever $w(k) \notin \mathcal{H}(k)$, one performs a valid update since the hyperplane with zero a posteriori error lies in $\mathcal{H}(k)$. In this case, the resulting algorithm does not minimize the Euclidean distance $\|w(k+1) - w(k)\|^2$ since the a posteriori error is zero and less than $\bar{\gamma}$.

### 6.4 SET-MEMBERSHIP AFFINE PROJECTION ALGORITHM

The exact membership set $\psi(k)$ previously defined in equation (6.5) suggests the use of more constraint-sets in the update [11]. This section generalizes the concept of set-membership in order to conceive algorithms whose updates belong to the past $L + 1$ constraint sets. In order to achieve our goal, it is convenient to express $\psi(k)$ as

$$
\psi(k) = \left( \bigcap_{i=0}^{k-L-1} \mathcal{H}(i) \right) \left( \bigcap_{j=k-L}^{k} \mathcal{H}(j) \right) = \psi^{k-L-1}(k) \bigcap \psi^{L+1}(k)
$$

(6.12)

where $\psi^{L+1}(k)$ represents the intersection of the $L + 1$ last constraint sets, whereas $\psi^{k-L-1}(k)$ is the intersection of the first $k - L$ constraint sets. The aim of this derivation is to conceive an algorithm whose coefficient update belongs to the last $L + 1$ constraint-sets, i.e., $w(k+1) \in \psi^{L+1}(k)$.

Just like in the original affine projection algorithm of section 4.6, we can retain the last $L + 1$ input signal vectors in a matrix as follows:

$$
X_{ap}(k) = [x(k) \ x(k-1) \ldots x(k-L)]
$$

(6.13)
Algorithm 6.1

The Set-Membership Normalized LMS Algorithm

Initialization
\[ x(0) = w(0) = [0...0]^T \]

choose \( \bar{\gamma} \) around \( \sqrt{5} \sigma_n \)
\( \gamma = \) small constant

Do for \( k \geq 0 \)
\[ e(k) = d(k) - x^T(k)w(k) \]
\[ \mu(k) = \begin{cases} 1 - \frac{\gamma}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\ 0 & \text{otherwise} \end{cases} \]
\[ w(k + 1) = w(k) + \frac{\mu(k)}{\gamma + x^T(k)x(k)} e(k) x(k) \]

where \( X_{ap}(k) \in \mathbb{R}^{(N+1) \times (L+1)} \) contains the corresponding retained inputs, with \( x(k) \) being the input-signal vector

\[ x(k) = [x(k) \ x(k-1) \ldots x(k-N)]^T \] (6.14)

The vectors representing the data considered at a given iteration \( k \), such as the desired signal and error vectors are given by

\[ d_{ap}(k) = \begin{bmatrix} d(k) \\ d(k-1) \\ \vdots \\ d(k-L) \end{bmatrix} \] (6.15)
\[ e_{ap}(k) = \begin{bmatrix} e_{ap,0}(k) \\ e_{ap,1}(k) \\ \vdots \\ e_{ap,L}(k) \end{bmatrix} \] (6.16)

where \( d_{ap}(k) \in \mathbb{R}^{(L+1) \times 1} \) contains the desired outputs from the \( L + 1 \) last time instants.

Consider that \( S(k - i + 1) \) denotes the hyperplane which contains all vectors \( w \) such that \( d(k - i + 1) - w^T x(k - i + 1) = \tilde{\gamma}_i(k) \), for \( i = 1, \ldots, L + 1 \), where the parameters \( \tilde{\gamma}_i(k) \) represent the bound constraint to be satisfied by the error magnitudes after coefficient updating. Some particular choices for the parameters \( \tilde{\gamma}_i(k) \) are discussed later on, for now any choice satisfying the bound constraint is valid. That is, if all \( \tilde{\gamma}_i(k) \) are chosen such that \( |\tilde{\gamma}_i(k)| \leq \bar{\gamma} \) then \( S(k - i + 1) \in \mathcal{H}(k - i + 1) \), for \( i = 1, \ldots, L + 1 \). Vector \( \tilde{\gamma}(k) \in \mathbb{R}^{(L+1) \times 1} \) specifies the point in \( \psi^{L+1}(k) \), where

\[ \tilde{\gamma}(k) = [\tilde{\gamma}_1(k) \ \tilde{\gamma}_2(k) \ldots \tilde{\gamma}_{L+1}(k)]^T \] (6.17)
The objective function to be minimized in the set-membership affine projection (SM-AP) algorithm can now be stated. Perform a coefficient update whenever $w(k) \not\in \psi^{L+1}(k)$ in such a way that

$$
\min \|w(k+1) - w(k)\|^2 
$$

subject to:

$$
d_{ap}(k) - X_{ap}^T(k)w(k+1) = \gamma(k)
$$

where the constraint can be rewritten as $d(k - i + 1) - x^T(k - i + 1)w(k + 1) = \tilde{\gamma}_i(k)$, for $i = 1, \ldots, L + 1$. Fig. 6.4 illustrates a typical coefficient update related to the SM-AP algorithm for the case with two coefficients, $L = 1$ and $|\tilde{\gamma}_i(k)| < |\tilde{\gamma}|$, such that $w(k + 1)$ is not placed at the border of $\mathcal{H}(k)$.

Using the method of Lagrange multipliers [12], the unconstrained function to be minimized is

$$
F[w(k + 1)] = \|w(k + 1) - w(k)\|^2 + \lambda_{ap}^T(k)(d_{ap}(k) - X_{ap}^T(k)w(k + 1) - \gamma(k))
$$

where the vector of Lagrange multipliers, $\lambda_{ap}(k) \in \mathbb{R}^{(L+1)\times 1}$, is given by

$$
\lambda_{ap}(k) = [\lambda_{ap,1}(k) \lambda_{ap,2}(k) \ldots \lambda_{ap,L+1}(k)]^T
$$

The reader should note that in earlier definition of the objective function related to the affine projection algorithm a constant $\frac{1}{2}$ was multiplied to the norm to be minimized. This constant is not relevant and is only used when it simplifies the algorithm derivation.
such that the constraints can be rewritten in the above equation as follows

\[
F[w(k+1)] = \|w(k+1) - w(k)\|^2 + \sum_{i=1}^{L+1} \lambda_{ap,i}(k)[d(k-i+1) - x^T(k-i+1)w(k+1) - \bar{\gamma}_i(k)]
\] (6.22)

We solve the minimization problem of equation (6.18) by first setting the gradient of the function \(F[w(k+1)]\) with respect to \(w(k+1)\) equal to zero, in order to derive the following equation

\[
w(k+1) = w(k) + \sum_{i=1}^{L+1} \frac{\lambda_i(k)}{2} x(k-i+1)
\]

(6.23)

By premultiplying the above equation by \(X_{ap}(k)^T\) and utilizing the constraints

\[
X_{ap}(k)^T w(k+1) = d_{ap}(k) - \bar{\gamma}(k)
\]

given in equation (6.19), we obtain

\[
d_{ap}(k) - \bar{\gamma}(k) = X_{ap}(k)^T w(k) + X_{ap}(k)X_{ap}(k) \frac{\lambda_{ap}(k)}{2}
\]

(6.24)

or alternatively

\[
d(k-i+1) - \bar{\gamma}_i(k) = x^T(k-i+1)w(k) + \sum_{j=1}^{L+1} \frac{\lambda_j(k)}{2} x^T(k-i+1)x(k-j+1)
\]

for \(i = 1, \ldots, L+1\).

Equation (6.24) can be rewritten in a more interesting format as

\[
X_{ap}(k)X_{ap}(k) \frac{\lambda_{ap}(k)}{2} = d_{ap}(k) - X_{ap}(k)^T w(k) - \bar{\gamma}(k)
\]

(6.25)

leading to

\[
\frac{\lambda_{ap}(k)}{2} = \left[X_{ap}(k)X_{ap}(k)\right]^{-1} [d_{ap}(k) - \bar{\gamma}(k)]
\]

(6.26)

It is now possible to derive the updating equation by starting from equation (6.23) with \(\lambda_{ap}(k)\) being given by equation (6.26), i.e.,

\[
w(k+1) = \begin{cases} 
    w(k) + X_{ap}(k) \left[X_{ap}(k)^T X_{ap}(k)\right]^{-1} [e_{ap}(k) - \bar{\gamma}(k)] & \text{if } |e(k)| > \bar{\gamma} \\
    w(k) & \text{otherwise}
\end{cases}
\]

(6.27)
Algorithm 6.2

The Set-Membership Affine Projection Algorithm

Initialization
\[ x(0) = w(0) = [0 \ldots 0]^T \]
choose \( \bar{\gamma} \) around \( \sqrt{\delta} \sigma_n \)
\( \gamma = \) small constant

Do for \( k \geq 0 \)
\[ e_{ap}(k) = d_{ap}(k) - X_{ap}^T(k)w(k) \]
\[ w(k + 1) = \begin{cases} w(k) + X_{ap}(k) \left[X_{ap}^T(k)X_{ap}(k) + \gamma I\right]^{-1}[e_{ap}(k) - \bar{\gamma}(k)] & \text{if } |e(k)| > \bar{\gamma} \\ w(k) & \text{otherwise} \end{cases} \]

where
\[ e_{ap}(k) = [e(k) \, \varepsilon(k - 1) \ldots \varepsilon(k - L)]^T \] (6.28)

with \( \varepsilon(k - i) = d(k - i) - x^T(k - i)w(k) \) denoting the a posteriori error calculated with the data pair of iteration \( k - i \) using the coefficients of iteration \( k \). Algorithm 6.2 describes in detail the general form of the SM-AP algorithm.

Several properties related to the SM-AP algorithm are straightforward to infer.

- For time instants \( k < L + 1 \), i.e., during initialization, we can only assume knowledge of \( \mathcal{H}(i) \) for \( i = 0, 1, \ldots, k \). As a result, if an update is needed when \( k < L + 1 \), the algorithm is used with the only \( k + 1 \) constraint sets available.
- In order to verify if an update \( w(k + 1) \) is required, we only have to check if \( w(k) \notin \mathcal{H}(k) \) since due to previous updates \( w(k) \in \mathcal{H}(k - i + 1) \) holds for \( i = 2, \ldots, L + 1 \).
- By choosing the bound \( \bar{\gamma} = 0 \), it is possible to verify that the algorithm becomes the conventional AP algorithm with unity step-size.

### 6.4.1 A Trivial Choice for Vector \( \bar{\gamma}(k) \)

In the above discussions no specific choice for the parameters \( \bar{\gamma}(k) \) has been discussed except for the requirement that the adaptive-filter coefficients should be in \( \mathcal{H}(k - i + 1) \), meaning that \( |\bar{\gamma}(k)| \leq \bar{\gamma} \). There is infinite number of possible choices for \( \bar{\gamma}(k) \), each leading to a different update.
The most trivial choice would be $\bar{\gamma}(k) = 0$, i.e., to force the a posteriori errors to be zero at the last $L + 1$ time instants. If we replace $\bar{\gamma}(k) = 0$ in equation (6.24) and solving for $\lambda_{ap}(k)$ the following recursions result

$$\frac{\lambda_{ap}(k)}{2} = (X_{ap}^T(k)X_{ap}(k))^{-1} e_{ap}(k)$$

(6.29)

The update recursion is given by

$$w(k + 1) = \begin{cases} w(k) + X_{ap}(k)(X_{ap}^T(k)X_{ap}(k))^{-1} e_{ap}(k) & \text{if } |e(k)| > \bar{\gamma} \\ w(k) & \text{otherwise} \end{cases}$$

(6.30)

The above updating equation is identical to the conventional affine-projection (AP) algorithm with unity step size whenever an update takes place, that is, $w(k) \notin \mathcal{H}(k)$. However, owing to the data selectivity, the SM-AP algorithm leads to considerable reduction in complexity as compared with the conventional AP algorithm. Fig. 6.5 depicts a typical coefficient update, where for illustration purposes $w(k)$ does not lie in the zero a posteriori hyperplane belonging to $\mathcal{H}(k - 1)$.

![Figure 6.5](image-url)  
**Figure 6.5** SM-AP algorithm coefficient updated with zero a posteriori error.

### 6.4.2 A Simple Vector $\bar{\gamma}(k)$

Any choice for $\bar{\gamma}_i(k)$ is valid as long as they correspond to points represented by the adaptive-filter coefficients in $\mathcal{H}(k - i + 1)$, i.e., $|\bar{\gamma}_i(k)| \leq \bar{\gamma}$. One can exploit this freedom in order to make the
resulting algorithm more suitable for a target application. A particularly simple SM-AP version is obtained if \( \tilde{\gamma}_1(k) \) for \( i \neq 1 \) corresponds to the \textit{a posteriori} error \( \varepsilon(k-i+1) = d(k-i+1) - w^T(k)x(k-i+1) \) and \( \tilde{\gamma}_1(k) = e(k)/|e(k)| \). Since the coefficients were updated considering previous data pairs then at this point it is true that \( w(k) \in \mathcal{H}(k-i+1) \), i.e., \(|\varepsilon(k-i+1)| = |d(k-i+1) - x^T(k-i+1)w(k)| \leq \tilde{\gamma} \), for \( i = 2, \ldots, L + 1 \). Therefore, by choosing \( \tilde{\gamma}_1(k) = \varepsilon(k-i+1) \), for \( i \neq 1 \), all the elements on the right-hand side of equation (6.24) become zero, except for first element.

It is only left now the choice of the constraint value \( \tilde{\gamma}_1(k) \), that can be selected as in the SM-NLMS algorithm where \( \tilde{\gamma}_1(k) \) is such that the solution lies at the nearest boundary of \( \mathcal{H}(k) \), i.e.,

\[
\tilde{\gamma}_1(k) = \tilde{\gamma} \frac{e(k)}{|e(k)|} \quad (6.31)
\]

Such choices utilized in equation (6.25) leads to

\[
X_{ap}^T(k)X_{ap}(k)\lambda_{ap}(k) - \frac{\mu(k)}{2} = \mu(k)e(k)u_1 \quad (6.32)
\]

where \( \mu(k) = 1 - \frac{\tilde{\gamma}}{|e(k)|} \) and \( u_1 = [1 \ 0 \ \ldots \ 0]^T \).

The resulting update equation is then given by

\[
w(k+1) = w(k) + X_{ap}(k)\left[X_{ap}^T(k)X_{ap}(k)\right]^{-1}\mu(k)e(k)u_1 \quad (6.33)
\]

where

\[
e(k) = d(k) - w^T(k)x(k) \quad (6.34)
\]

\[
\mu(k) = \begin{cases} 
1 - \frac{\tilde{\gamma}}{|e(k)|} & \text{if } |e(k)| > \tilde{\gamma} \\
0 & \text{otherwise}
\end{cases} \quad (6.35)
\]

This algorithm minimizes the Euclidean distance \( \|w(k+1) - w(k)\|^2 \) subject to the constraint \( w(k+1) \in \psi^{L+1}(k) \) such that the \textit{a posteriori} errors at iteration \( k-i \), \( \varepsilon(k-i) \), are kept constant for \( i = 2, \ldots, L+1 \). Fig. 6.6 illustrates a typical coefficient updating for the simplified SM-AP algorithm where it is observed that the \textit{a posteriori} error related to previous data remains unaltered.

The simplified SM-AP algorithm given by equation (6.33) will perform an update if and only if \( w(k) \notin \mathcal{H}(k) \), or \( e(k) > \tilde{\gamma} \). The step-by-step description of the simplified SM-AP algorithm is presented in Algorithm 6.3.

6.4.3 Reducing the Complexity in the Simplified SM-AP Algorithm

In the updating expression of equation (6.33) vector \( u_1 \) has a special form which can be exploited in order to reduce the computational complexity.

The inverse matrix in equation (6.33) can be partitioned as

\[
\left[X_{ap}^T(k)X_{ap}(k)\right]^{-1} = \left\{ [x(k) \bar{X}_{ap}(k)]^T [x(k) \bar{X}_{ap}(k)] \right\}^{-1} = \begin{bmatrix} \alpha & b^T \\ b & C \end{bmatrix} \quad (6.36)
\]
Algorithm 6.3

The Simplified Set-Membership
Affine Projection Algorithm

Initialization
\[ x(0) = w(0) = [0 \ldots 0]^T \]
choose \( \bar{\gamma} \) around \( \sqrt{5}\sigma_n \)
\( \gamma = \) small constant
Do for \( k \geq 0 \)
\[ e_{ap}(k) = d_{ap}(k) - X_{ap}^T(k)w(k) \]
\[ \mu(k) = \begin{cases} 
1 - \frac{\gamma}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise}
\end{cases} \]
\[ w(k + 1) = w(k) + X_{ap}(k) \left[ X_{ap}^T(k)X_{ap}(k) + \gamma I \right]^{-1} \mu(k)e(k)u_1 \]
where

\[ a = \left[ \varphi^T(k) \varphi(k) \right]^{-1} \]  
\[ b = - \left[ \tilde{X}_{ap}^T(k) \tilde{X}_{ap}(k) \right]^{-1} \tilde{X}_{ap}^T(k) x(k) a \]

with \( \varphi(k) \) defined as

\[ \varphi(k) = x(k) - \tilde{X}_{ap}(k) \left[ \tilde{X}_{ap}^T(k) \tilde{X}_{ap}(k) \right]^{-1} \tilde{X}_{ap}^T(k) x(k) \]

where the vector \( \varphi(k) \in \mathbb{R}^{(N+1)\times 1} \), see problem 12.

As a result,

\[ \tilde{X}_{ap}(k) \left[ \tilde{X}_{ap}^T(k) \tilde{X}_{ap}(k) \right]^{-1} u_1 = \left[ x(k) \tilde{X}_{ap}(k) \right] \begin{bmatrix} a \\ b \end{bmatrix} = \left[ x(k) \tilde{X}_{ap}(k) \right] \begin{bmatrix} 1 \\ a \end{bmatrix} a \\
= \left[ x(k) - \left[ \tilde{X}_{ap}^T(k) \tilde{X}_{ap}(k) \right]^{-1} \tilde{X}_{ap}^T(k) x(k) \right] a \\
= \varphi(k) \left[ \varphi^T(k) \varphi(k) \right]^{-1} \]

where the last equality follows from equations (6.37) and (6.39).

An efficient expression for the coefficient update is obtained using the partition in equation (6.36), that is

\[ w(k + 1) = w(k) + \frac{\varphi(k)}{\varphi^T(k) \varphi(k)} e(k) \]

where \( \varphi(k) \) is defined as in equation (6.39). This representation of the SM-AP algorithm is computationally attractive since it utilizes matrices with lower dimensions than those presented in equation (6.33), specifically matrix \( \left[ \tilde{X}_{ap}^T(k) \tilde{X}_{ap}(k) \right] \) in equation (6.39) has dimension \( L \times L \) whereas matrix \( \left[ X_{ap}^T(k) X_{ap}(k) \right] \) in equation (6.33) has dimension \( (L + 1) \times (L + 1) \). The number of reuses \( L \) is in most of the cases chosen in the range \( 0 \leq L \leq 5 \), therefore the strategy for reducing the computational burden of the inversion brings about significant benefit.

### 6.5 SET-MEMBERSHIP BINORMALIZED LMS ALGORITHMS

In the SM-AP algorithm the computational complexity is directly related to the number of data reuses. The main component of the computational burden is the information matrix inversion. Since the SM-NLMS algorithm only considers the constraint set \( \mathcal{H}(k) \) in its update, it has low complexity per update whereas its convergence speed follows the pattern of the NLMS algorithm. Both algorithms have
their convergence speed governed by the eigenvalue spread of the input-signal correlation matrix. In order to alleviate this drawback while keeping the implementation complexity as low as possible, an attractive particular solution for the SM-AP algorithm is the set-membership binormalized LMS (SM-BNLMS) algorithm. Two algorithms are derived requiring that the solution belongs to the constraint sets at time instants $k$ and $k-1$, i.e., $\mathbf{w}(k+1) \in \mathcal{H}(k) \cap \mathcal{H}(k-1)$, which are general cases of the binormalized LMS algorithm [13]. The SM-BNLMS algorithms can be seen as extensions of the SM-NLMS algorithm that use two consecutive constraint sets for each update, and also as special cases of the SM-AP algorithms.

Let’s assume $\mathcal{S}(k-i+1)$, for $i = 1, 2$, denote the hyperplanes which contain all vectors $\mathbf{w}$ such that $d(k-i+1) - \mathbf{w}^T \mathbf{x}(k-i+1) = \tilde{\gamma}_i(k)$, where $\tilde{\gamma}_i(k)$ are the values of the bound constraints that should be met in order to validate a given estimate. Specifically, if $\tilde{\gamma}_i(k)$, for $i = 1, 2$, are chosen such that $|\tilde{\gamma}_i(k)| \leq \tilde{\gamma}$, then $\mathcal{S}(k-i+1) \in \mathcal{H}(k-i+1)$ [10].

Whenever $\mathbf{w}(k) \not\in \mathcal{H}(k) \cap \mathcal{H}(k-1)$, we can propose an objective function such as

$$\min \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2$$

subject to:

$$d(k) - \mathbf{x}^T(k) \mathbf{w}(k+1) = \tilde{\gamma}_1(k)$$

$$d(k-1) - \mathbf{x}^T(k-1) \mathbf{w}(k+1) = \tilde{\gamma}_2(k)$$

(6.42)

where the pair of thresholds $(\tilde{\gamma}_1(k), \tilde{\gamma}_2(k))$ specifies the point in $\mathcal{H}(k) \cap \mathcal{H}(k-1)$ where the final parameter estimate will be placed. The previously shown Fig. 6.4 illustrates how the coefficients are updated to prescribed \textit{a posteriori} errors determined by $(\tilde{\gamma}_1(k), \tilde{\gamma}_2(k))$.

In principle there is a need to verify if an update according to equation (6.42) is required, where such an update can be skip if $\mathbf{w}(k) \in \mathcal{H}(k) \cap \mathcal{H}(k-1)$. There are ways of keeping $\mathbf{w}(k+1) \in \mathcal{H}(k-1)$ whenever an update is required, that is, whenever $\mathbf{w}(k) \not\in \mathcal{H}(k)$. This type of solution is discussed further in subsection 6.5.2. At any rate, we can solve the general constrained minimization problem of equation (6.42) for the binormalized case by applying Lagrange multiplier method, resulting in the following unconstrained objective function

$$F[\mathbf{w}(k+1)] = \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 + \lambda_1(k)[d(k) - \mathbf{x}^T(k) \mathbf{w}(k+1) - \tilde{\gamma}_1(k)]$$

$$+ \lambda_2(k)[d(k-1) - \mathbf{x}^T(k-1) \mathbf{w}(k+1) - \tilde{\gamma}_2(k)]$$

(6.43)

By computing the gradient of equation (6.43) with respect to $\mathbf{w}(k+1)$, setting the result to zero, we get

$$\mathbf{w}(k+1) = \mathbf{w}(k) + \mathbf{X}_{ap}(k) \frac{\lambda_{ap}(k)}{2}$$

$$= \mathbf{w}(k) + [\mathbf{x}(k) \mathbf{x}(k-1)] \left[ \frac{\lambda_1(k)}{\lambda_2(k)} \right]$$

(6.44)

where this expression is the specialized form of equation (6.23) to the binormalized case.
The Lagrange multipliers are obtained by replacing equation (6.44) in the constraints of equation (6.42) such that

\[
\begin{bmatrix}
\mathbf{x}^T(k) \\
\mathbf{x}^T(k-1)
\end{bmatrix} \begin{bmatrix}
\frac{\lambda_1(k)}{2} \\
\frac{\lambda_2(k)}{2}
\end{bmatrix} = \begin{bmatrix}
d(k) \\
d(k-1)
\end{bmatrix} - \begin{bmatrix}
\mathbf{x}^T(k) \\
\mathbf{x}^T(k-1)
\end{bmatrix} \mathbf{w}(k) - \gamma(k)
\]

By solving the above equation we obtain

\[
\frac{\lambda_1(k)}{2} = \frac{[\varepsilon(k) - \hat{\gamma}_1(k)] \|\mathbf{x}(k-1)\|^2 - [\varepsilon(k-1) - \hat{\gamma}_2(k)] \mathbf{x}^T(k)\mathbf{x}(k-1)}{\|\mathbf{x}(k)\|^2 \|\mathbf{x}(k-1)\|^2 - \|\mathbf{x}^T(k-1)\mathbf{x}(k)\|^2}
\]

\[
\frac{\lambda_2(k)}{2} = \frac{[\varepsilon(k-1) - \hat{\gamma}_2(k)] \|\mathbf{x}(k)\|^2 - [\varepsilon(k) - \hat{\gamma}_1(k)] \mathbf{x}^T(k-1)\mathbf{x}(k)}{\|\mathbf{x}(k)\|^2 \|\mathbf{x}(k-1)\|^2 - \|\mathbf{x}^T(k-1)\mathbf{x}(k)\|^2}
\]

where the errors in the above equations are the a priori error at iteration \(k\), defined as \(\varepsilon(k) = d(k) - \mathbf{w}^T(k)\mathbf{x}(k)\), and the a posteriori error at iteration \(k-1\), defined as \(\varepsilon(k-1) = d(k-1) - \mathbf{w}^T(k)\mathbf{x}(k-1)\).

The expression for the coefficient update of the SM-BNLMS algorithm is then given by

\[
\mathbf{w}(k+1) = \begin{cases} 
\mathbf{w}(k) + \frac{\lambda_1(k)}{2} \mathbf{x}(k) + \frac{\lambda_2(k)}{2} \mathbf{x}(k-1) & \text{if } |\varepsilon(k)| > \bar{\gamma} \\
\mathbf{w}(k) & \text{otherwise}
\end{cases}
\]

Some special forms of the SM-BNLMS algorithm are following discussed.

### 6.5.1 SM-BNLMS Algorithm 1

The first form of the SM-BNLMS algorithm is derived by employing two steps, where in each step we minimize the Euclidean distance between the old filter coefficients and the new update, subjected to the constraint that the new update lies in constraint set \(\mathcal{H}(k)\). Then, we test if the new update belongs in the previous constraint set \(\mathcal{H}(k-1)\) and if not a new update takes place. Basically, the SM-BNLMS algorithm 1 performs a step according to the SM-NLMS algorithm and if the solution belongs to both constraint sets \(\mathcal{H}(k)\) and \(\mathcal{H}(k-1)\) no further update is required. If the initial step moves the solution away from \(\mathcal{H}(k-1)\), then a second update is performed in order to place the solution at the intersection of \(\mathcal{H}(k)\) and \(\mathcal{H}(k-1)\) at a minimum distance from \(\mathbf{w}(k)\). Fig. 6.7 illustrates the coefficient updates according to the situations discussed so far. As desired, the SM-BNLMS algorithm 1 minimizes \(\|\mathbf{w}(k+1) - \mathbf{w}(k)\|^2\) subject to the constraint that \(\mathbf{w}(k+1) \in \mathcal{H}(k) \cap \mathcal{H}(k-1)\).

The updating equation for the SM-BNLMS algorithm 1 can be derived by first performing an orthogonal projection of \(\mathbf{w}(k)\) onto the nearest boundary of \(\mathcal{H}(k)\) just like in the SM-NLMS algorithm

\[
\hat{\mathbf{w}}(k) = \mathbf{w}(k) + \mu(k) \frac{\varepsilon(k)\mathbf{x}(k)}{\|\mathbf{x}(k)\|^2}
\]
\( \mathcal{H}(k) \)

\[ d(k - 1) - w^T x(k - 1) = \gamma \]

\( \mathcal{H}(k - 1) \)

\[ d(k - 1) - w^T x(k - 1) = -\gamma \]

\[ d(k) - w^T x(k) = \gamma \]

\[ d(k) - w^T x(k) = -\gamma \]

(a) \( w(k + 1) \in \mathcal{H}(k) \cap \mathcal{H}(k - 1) \), no further update.

\( \mathcal{H}(k) \)

\[ d(k - 1) - w^T x(k - 1) = \gamma \]

\[ d(k - 1) - w^T x(k - 1) = -\gamma \]

\[ d(k) - w^T x(k) = \gamma \]

\[ d(k) - w^T x(k) = -\gamma \]

(b) \( w(k + 1) \notin \mathcal{H}(k - 1) \), further update.

Figure 6.7 Possible coefficient updates for the SM-BNLMS algorithm 1.
where \(\mu(k)\) is the variable convergence factor given by equation (6.11) and \(e(k)\) is the \textit{a priori} output error defined in equation (6.6). If \(\hat{w}(k) \in \mathcal{H}(k-1)\), i.e., \(|d(k-1) - \hat{w}^T(k)x(k-1)| \leq \tilde{\gamma}\), no further update is required, therefore \(w(k+1) = \hat{w}(k)\). On the other hand, if \(\hat{w}(k) \not\in \mathcal{H}(k-1)\) a second step is necessary in order to move the solution to the intersection of \(\mathcal{H}(k)\) and \(\mathcal{H}(k-1)\) at a minimum distance. This second step is performed in the orthogonal direction with respect to the first step, namely \(\xhat(k)\). The resulting second updating is then performed in the following form

\[
w(k+1) = \hat{w}(k) + \hat{\mu}(k) \frac{e(k-1)\xhat(k)}{\|\xhat(k)\|^2}
\]

where

\[
xhat(k) = \left( I - \frac{x(k)x^T(k)}{\|x(k)\|^2} \right) x(k-1)
\]

\[
e(k-1) = d(k-1) - \hat{w}^T(k)x(k-1)
\]

\[
\hat{\mu}(k) = 1 - \frac{\tilde{\gamma}}{|e(k-1)|}
\]

Algorithm 6.4 describes in detail the SM-BNLMS algorithm 1, where we utilized an explicit form for \(\xhat(k)\), see problem 2. It is straightforward to observe that if the bound of the estimation error is chosen to be zero, i.e., \(\tilde{\gamma} = 0\), the updating equations of the SM-BNLMS algorithm 1 coincide with those of binormalized LMS algorithm with unity step-size [13].

In the SM-BNLMS algorithm 1 if the constraint sets \(\mathcal{H}(k)\) and \(\mathcal{H}(k-1)\) are parallel, the denominator term \(\|\xhat(k)\|^2\) is zero, since this term is given by

\[
\|\xhat(k)\|^2 = \|x(k-1)\|^2 - \frac{|x^T(k-1)x(k)|^2}{\|x(k)\|^2}
\]

As a result the second step of equation (6.50) is not performed to avoid division by zero.

### 6.5.2 SM-BNLMS Algorithm 2

The SM-BNLMS algorithm 2 reduces the computational complexity per update even further by avoiding the intermediate constraint check required by the SM-BNLMS algorithm 1. A smart idea to avoid extra computation is, at instant \(k\), to maintain the value of the \textit{a posteriori} error \(e(k-1)\), which utilizes the data from instant \(k-1\), equal to the constraint threshold, that is by choosing \(\tilde{\gamma}_2(k) = e(k-1)\). Since the previous coefficient estimate \(w(k) \in \mathcal{H}(k-1)\), then it is a fact that \(e(k-1) \leq \tilde{\gamma}\). Therefore by choosing \(\tilde{\gamma}_2(k) = e(k-1)\) then \(\tilde{\gamma}_2(k) \leq \tilde{\gamma}\). On the other hand, if we choose \(\tilde{\gamma}_1(k)\) such that the update lies on the closest boundary of \(\mathcal{H}(k)\), i.e., \(\tilde{\gamma}_1(k) = \tilde{\gamma}\text{sign}[e(k)]\), the new coefficient estimate \(w(k+1)\) lies on the nearest boundary of \(\mathcal{H}(k)\) such that the \textit{a posteriori} error at iteration \(k-1\), \(e(k-1)\), is kept constant. By specializing the updating equation of the general SM-BNLMS algorithm to the SM-BNLMS algorithm 2 case, we have

\[
w(k+1) = w(k) + \frac{\lambda_1}{2}x(k) + \frac{\lambda_2}{2}x(k-1)
\]

\[
\lambda_1 = \frac{1}{|\mathcal{H}(k)|}
\]

\[
\lambda_2 = \frac{1}{|\mathcal{H}(k-1)|}
\]
Algorithm 6.4

The Set-Membership Binormalized LMS Algorithm 1

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{x}(0) = \mathbf{w}(0) = [0...0]^T )</td>
</tr>
<tr>
<td>choose ( \bar{\gamma} ) around ( \sqrt{5} \sigma_n )</td>
</tr>
<tr>
<td>( \gamma = ) small constant</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Do for ( k \geq 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e(k) = d(k) - \mathbf{x}(k)^T \mathbf{w}(k) )</td>
</tr>
</tbody>
</table>
| \( \mu(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise} 
\end{cases} \) |
| \( \mathbf{w}(k) = \mathbf{w}(k) + \mu(k) \frac{e(k)\mathbf{x}(k)}{\gamma + \|\mathbf{x}(k)\|^2} \) |
| \( \varepsilon(k - 1) = d(k - 1) - \mathbf{w}(k)^T \mathbf{x}(k - 1) \) |
| \( \hat{\mu}(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|\varepsilon(k - 1)|} & \text{if } |e(k)| > \bar{\gamma} \text{ and } |\varepsilon(k - 1)| > \bar{\gamma} \\
0 & \text{otherwise} 
\end{cases} \) |
| \( \frac{\lambda_1(k)}{2} = -\frac{\hat{\mu}(k)e(k-1)\mathbf{x}(k-1)^T}{\gamma + \|\mathbf{x}(k-1)\|^2 - \|\mathbf{x}(k-1)\|^2 - \|\mathbf{x}(k)\|^2} \) |
| \( \frac{\lambda_2(k)}{2} = \frac{\mu(k)e(k)\mathbf{x}(k)}{\gamma + \|\mathbf{x}(k)^{\top}(k-1)\|^2 - \|\mathbf{x}(k)^{\top}(k-1)\|^2 - \|\mathbf{x}(k)\|^2} \) |
| \( \mathbf{w}(k + 1) = \mathbf{w}(k) + \frac{\lambda_1(k)}{2} \mathbf{x}(k) + \frac{\lambda_2(k)}{2} \mathbf{x}(k - 1) \) |

where

\[
\frac{\lambda_1(k)}{2} = \frac{\mu(k)e(k)^2\|\mathbf{x}(k - 1)\|^2}{\|\mathbf{x}(k)\|^2\|\mathbf{x}(k - 1)\|^2 - \|\mathbf{x}(k - 1)\|^2\|\mathbf{x}(k)\|^2} \quad (6.55)
\]

\[
\frac{\lambda_2(k)}{2} = -\frac{\mu(k)e(k)^2\mathbf{x}(k)^{\top}(k - 1)\mathbf{x}(k)}{\|\mathbf{x}(k)^{\top}(k - 1)\|^2 - \|\mathbf{x}(k - 1)\|^2\|\mathbf{x}(k)\|^2} \quad (6.56)
\]

\[
\mu(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise} 
\end{cases} \quad (6.57)
\]

Fig. 6.6 depicts the update procedure of the SM-BNLMS algorithm 2, whereas Algorithm 6.5 describes it stepwise.

In the SM-BNLMS algorithm 2 if the constraint sets \( \mathcal{H}(k) \) and \( \mathcal{H}(k - 1) \) are parallel, the denominators of the \( \lambda_i(k) \), for \( i = 1, 2 \) are zero. In this case, in order to avoid division by zero a regularization factor, as in equation (6.7), is employed instead.
Algorithm 6.5
The Set-Membership Binormalized LMS Algorithm 2

Initialization
\[ x(0) = w(0) = [0...0]^T \]
choose \( \bar{\gamma} \) around \( \sqrt{5} \sigma_n \)
\( \gamma = \) small constant

Do for \( k \geq 0 \)
\[ e(k) = d(k) - x^T(k)w(k) \]
\[ \mu(k) = \begin{cases} 1 - \frac{\gamma}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\ 0 & \text{otherwise} \end{cases} \]
\[ \frac{\lambda'(1)}{2} = \frac{\mu(k)e(k)|x(k-1)|^2}{\gamma + |x(k)|^2|X(k-1)|^2 - |x^T(k-1)x(k)|^2} \]
\[ \frac{\lambda'(2)}{2} = -\frac{\mu(k)e(k)|x(k-1)|^2}{\gamma + |x(k)|^2|X(k-1)|^2 - |x^T(k-1)x(k)|^2} \]
\[ w(k + 1) = w(k) + \frac{\lambda'(1)}{2}x(k) + \frac{\lambda'(2)}{2}x(k-1) \]

6.6 Computational Complexity

A brief comparison of the computational complexity among some algorithms presented in this chapter is appropriate at this point. The figure of merit considered is the number of multiplications, additions, and divisions, where it is assumed that the implementation minimizes the number of divisions, multiplications, and additions in that order. Table 6.1 lists the computational complexity for several algorithms, where in the case of the SM-BNLMS algorithm 1 there are two entries since the update complexity is related to the number of steps a given update requires. Two steps are required if after the first step \( \hat{w}(k) \notin \mathcal{H}(k - 1) \). The SM-BNLMS algorithm 2 has fix complexity whenever an update occurs whereas for the SM-BNLMS algorithm 1 the complexity depends not only on when an update occurs but also how often the second step takes place. As expected the two versions of the SM-BNLMS algorithm lead to a small increase in computational complexity when compared with the SM-NLMS algorithm. On the other hand, the former algorithms usually require less updates and converge faster than the SM-NLMS algorithm.

The computational complexity reduction is essential in applications where the filter order is high and the resources are limited. Therefore, special care should be taken to exploit opportunities to reduce the computational burden, for example, assuming the value of \( |x(k-1)|^2 \) at iteration \( k \) is unknown. If \( |x(k-1)|^2 \) is known, we can compute \( |x(k)|^2 \) using only two additional multiplications through \( |x(k)|^2 = |x(k-1)|^2 + x^2(k) - x^2(k-N) \), also in case the value of \( x^2(k-N) \) is prestored then only one multiplication is required. This strategy has been considered when evaluating the multiplication and addition counts of the SM-BNLMS algorithms. If update occurs at two successive time instants, \( |x(k-1)|^2 \) and \( x^T(k-1)x(k-2) \) have already been computed in the previous update, as a result,
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Table 6.1 Computational Complexity in Set-membership Algorithms, † The Numbers for the RLS Apply to the Particular Implementation of Algorithm 5.2

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Multiplication</th>
<th>Addition</th>
<th>Division</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>$2N + 3$</td>
<td>$2N + 2$</td>
<td>0</td>
</tr>
<tr>
<td>NLMS</td>
<td>$2N + 3$</td>
<td>$2N + 5$</td>
<td>1</td>
</tr>
<tr>
<td>SM-NLMS</td>
<td>$2N + 4$</td>
<td>$2N + 6$</td>
<td>1</td>
</tr>
<tr>
<td>SM-BNLMS 1 (1 step)</td>
<td>$3N + 4$</td>
<td>$3N + 7$</td>
<td>1</td>
</tr>
<tr>
<td>SM-BNLMS 1 (2 steps)</td>
<td>$5N + 13$</td>
<td>$5N + 16$</td>
<td>2</td>
</tr>
<tr>
<td>SM-BNLMS 2</td>
<td>$3N + 11$</td>
<td>$3N + 10$</td>
<td>1</td>
</tr>
<tr>
<td>RLS†</td>
<td>$3N^2 + 11N + 8$</td>
<td>$3N^2 + 7N + 4$</td>
<td>1</td>
</tr>
</tbody>
</table>

The number of multiplications and additions in such updates can be further reduced by approximately $N + 1$ for the SM-NLMS algorithm and $2N + 2$ for the SM-BNLMS algorithms 1 and 2, depending on the implementation. Finally, note that if one continuously computes $\|x(k)\|^2$ and $x^T(k)x(k - 1)$, regardless if an update is required or not, the SM-BNLMS algorithm 2 is always more efficient than SM-BNLMS algorithm 1.

6.7 TIME-VARYING $\tilde{\gamma}$

In this section, an automatic way to choose $\tilde{\gamma}$ is presented in order to avoid overbounding and underbounding of such a crucial parameter. In case $\tilde{\gamma}$ is chosen too small the feasibility set might become null, whereas if the threshold parameter is chosen too big the resulting estimate might be meaningless and inconsistent [24].

Let’s first consider the case of channel equalization application such as that of Fig. 2.13. In a typical multiuser communication environment the noise signal vector can be composed as follows [32]

$$n(k) = n_n(k) + n_{ISI}(k) + n_{MAI}(k)$$ (6.58)

where $n(k) = [n(k) \ n(k-1) \ldots n(k-N)]^T$, and

- $n_n(k)$ represents the contribution of the environment noise.
- $n_{ISI}(k)$ is the contribution of the intersymbol interference (ISI) originated when the transmitted signal crosses a channel with memory, in other words, whenever multiple paths are perceived by the receiver.
- $n_{MAI}(k)$ accounts for the multi-access interference (MAI), that is, the signals from other users that reach the receiver.
At the equalizer output, the disturbance due to noise can be accounted for as follows
\[ y_n(k) = w^T(k)n(k) \] (6.59)
where \( w^T(k) \) is the equalizer coefficient vector and \( y_n(k) \) is the noise signal vector filtered by the equalizer. As a result, the equalizer output \( y(k) \) is described by
\[ y(k) = y_n(k) + y_n(k) \] (6.60)
with \( y_n(k) \) representing the equalized signal when there is no noise at the adaptive-filter input.

The average power of the disturbance, for a given equalizer with parameters \( w(k) \), can be calculated as
\[ \sigma^2_{y_n}(k) = E[y^2_n(k)] = w^T(k)E[n(k)n^T(k)]w(k) = ||w(k)||^2\sigma^2_n(k) \] (6.61)
Assuming there is an estimate of \( \sigma^2_{y_n}(k) \) denoted as \( \hat{\sigma}^2_{y_n}(k) = ||w(k)||^2\hat{\sigma}^2_n(k) \) we can generate a time-varying threshold parameter as follows
\[ \bar{\gamma}(k + 1) = \alpha\bar{\gamma}(k) + (1 - \alpha)\sqrt{\beta\hat{\sigma}^2_n(k)} \] (6.62)
where \( \alpha \) is a forgetting factor and \( \beta \) is a constant to be set. As justified in [25], a range of values for \( \beta \) leading to a good compromise between misadjustment and speed of convergence is \( 4 \leq \beta \leq 5 \).

In equalization environments the best way to estimate \( \sigma^2_n(k) \) is to remove the effect of the detected symbols from \( x(k) \) in order to get a rough estimate of \( n(k) \) [26]-[28], and from this estimate compute
\[ \hat{\sigma}^2_n(k + 1) = \alpha\hat{\sigma}^2_n(k) + (1 - \alpha)\hat{n}^2(k) \] (6.63)
where again \( \alpha \) is a forgetting factor. Fig. 6.8 illustrates how the environment noise can be typically estimated in a general equalizer setup.

For system identification environment as depicted in Fig. 2.10, an estimate of the additional noise plus an eventual effect of undermodeling can be calculated from the output error itself. If the input signal and the additional noise are considered white noise and uncorrelated, see equation (2.148) for details, the MSE can be calculated as
\[ \xi = E[e^2(k)] = E\left[\left|h^T x_\infty(k) - w^T x_{N+1}(k)\right|^2 + n^2(k)\right] \]
\[ = \sigma^2_x \sum_{i=N+1}^{\infty} h^2(i) + \sigma^2_n \] (6.64)
where \( x_\infty(k) \) and \( x_{N+1}(k) \) are the input signal vector with infinite and finite lengths, respectively. Likewise the equalization setup, a time-varying threshold parameter for the system identification application is given by
\[ \bar{\gamma}(k + 1) = \alpha\bar{\gamma}(k) + (1 - \alpha)\sqrt{\beta\hat{\sigma}^2_n(k)} \] (6.65)
where for this case
\[
\hat{\sigma}^2_n(k+1) = \alpha \hat{\sigma}^2_n(k) + (1 - \alpha) e^2(k)
\]  

(6.66)

In [25] some analytical expressions are developed in order to provide values for \( \bar{\gamma}(k) \) such that the some prescribed updating rate are nearly satisfied after the algorithm has reached convergence.

### 6.8 PARTIAL-UPDATE ADAPTIVE FILTERING

In several applications the number of coefficients to be updated might be prohibitive, therefore some strategies to control the computational complexity is desirable. In some cases like in acoustics echo cancellation, which might use a few thousands of adaptive coefficients, the convergence would entail a large number of iterations, calling for more sophisticated updating algorithms which are inherently more computationally intensive. A good compromise might be to update only part of the filter coefficients at each iteration instant, generating a family of algorithms called partial-update (PU) algorithms. The most widely known PU algorithm in the literature is the normalized LMS with partial update [14]-[19].

In this section special emphasis is given to the set-membership partial-update affine projection (SM-PUAP) algorithms. The combination of the partial-update with set-membership allows the updating of a selected set of coefficients whenever an update is needed. The resulting algorithms capitalize not only from the sparse updating related to the set-membership framework but also from the partial
Two versions of the SM-PUAP algorithm are discussed:

- Fix partial update, where a constant number of coefficients is updated whenever required.
- Variable partial update, where the number of coefficients to be updated vary up to a maximum prescribed number.

In the partial update adaptation strategy, the main objective is to perform updates in \( \tilde{M} \) out of the \( N + 1 \) adaptive-filter coefficients. The \( \tilde{M} \) coefficients to be updated at time instant \( k \) are selected through an index set \( \mathcal{I}_M(k) = \{ i_0(k), \ldots, i_{\tilde{M}-1}(k) \} \) where the indexes \( \{ i_j(k) \}_{j=0}^{M-1} \) are chosen from the set \( \{0, 1, \ldots, N\} \) representing the available coefficients to be updated. The partition of the \( N + 1 \) coefficients into mutually exclusive subsets, each with \( \tilde{M} \) elements, plays a key role in the performance and in the effectiveness of the partial-update strategy. As a result, \( \mathcal{I}_M(k) \) varies with the iteration index \( k \) such that the \( \tilde{M} \) coefficients to be updated can change according to the iteration. The choice of which \( \tilde{M} \) coefficients should be updated is related to the objective function considered in the algorithm derivation.

As already known, in the SM-AP algorithms the new coefficient vector can be obtained as the vector \( w(k+1) \) that minimizes the Euclidean distance \( \|w(k+1) - w(k)\|^2 \), subject to the constraint that the moduli of \textit{a posteriori} errors fall below certain prescribed threshold. The same idea can be used in order to derive the SM-PUAP algorithm, specifically the vector \( w(k+1) \) is chosen by minimizing the Euclidean distance \( \|w(k+1) - w(k)\|^2 \) subject to the constraint \( w(k+1) \in \mathcal{H}(k) \) in such a way that only \( \tilde{M} \) coefficients are updated. If \( w(k) \in \mathcal{H}(k), \) there is no update and the Euclidean distance is zero.

The objective function to be minimized in the set-membership partial-update affine projection (SM-PUAP) algorithm is following described. A coefficient update is performed whenever \( w(k) \not\in \psi_jL+1(k) \) such that

\[
\begin{align*}
\min & \|w(k+1) - w(k)\|^2 \\
\text{subject to:} & \quad d_{ap}(k) - X_{ap}^T(k)w(k+1) = \tilde{\gamma}(k) \\
& \quad \tilde{C}_{\mathcal{I}_M(k)}[w(k+1) - w(k)] = 0
\end{align*}
\]

where \( \tilde{\gamma}(k) \) is a vector determining a point within the constraint set \( \mathcal{H}(k), \) such that \( |\tilde{\gamma}_i(k)| \leq \tilde{\gamma}, \) for \( i = 0, 1, \ldots, L. \) The matrix \( \tilde{C}_{\mathcal{I}_M(k)} = I - C_{\mathcal{I}_M(k)} \) is a complementary matrix of \( C_{\mathcal{I}_M(k)} \) enforcing \( \tilde{C}_{\mathcal{I}_M(k)}w(k+1) = \tilde{C}_{\mathcal{I}_M(k)}w(k), \) such that only \( \tilde{M} \) coefficients are updated. A possible choice for \( \tilde{\gamma}_0(k) \) is such that the updated vector belongs to the closest bounding hyperplane in \( \mathcal{H}(k), \) i.e., \( \tilde{\gamma}_0(k) = \tilde{\gamma} e(k)/|e(k)|. \) On the other hand, some alternative choices \( |\tilde{\gamma}_i(k)| \leq \tilde{\gamma}, \) for \( i = 1, 2, \ldots, L, \) had been discussed. The matrix \( C_{\mathcal{I}_M(k)} \) is a diagonal matrix that determines the coefficients to be updated, reducing the average computational complexity. It is expected that the SM-PUAP algorithms have comparable performance to that of SM-AP algorithms and affine projection algorithms with partial-update whereas computational complexity is reduced with respect to both updating schemes.
updated at instant $k$, if an update is required. This matrix has $M$ nonzero elements equal to one placed at positions indicated by $\mathcal{I}_{\bar{M}}(k)$.

Applying the method of Lagrange multipliers gives the recursive updating rule

$$\mathbf{w}(k+1) = \mathbf{w}(k) + \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \left[ \mathbf{X}_{ap}^T(k) \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \right]^{-1} [\mathbf{e}_{ap}(k) - \bar{\gamma}(k)]$$

(6.69)

The updating equation of the SM-PUAP algorithm is given by

$$\mathbf{w}(k+1) = \begin{cases} \mathbf{w}(k) + \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \left[ \mathbf{X}_{ap}^T(k) \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \right]^{-1} [\mathbf{e}_{ap}(k) - \bar{\gamma}(k)] & \text{if } |e(k)| > \bar{\gamma} \\ \mathbf{w}(k) & \text{otherwise} \end{cases}$$

(6.70)

As can be noticed from equation (6.70), for a fixed value of $\|e_{ap}(k) - \bar{\gamma}(k)\|^2$, the Euclidean distance between two consecutive coefficient vectors is minimized if $\|\mathbf{X}_{ap}^T(k) \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k)\|$ is maximized. As a result, a natural choice for the $M$ coefficients to be updated are those that will be multiplied by the elements of $\mathbf{X}_{ap}(k)$ with the largest norm.

Like in the case of the SM-AP algorithm of equation (6.33), it is straightforward to derive a simplified version of the SM-PUAP algorithm, whose update equation is given by

$$\mathbf{w}(k+1) = \mathbf{w}(k) + \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \left[ \mathbf{X}_{ap}^T(k) \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k) \right]^{-1} \mu(k)e(k) \mathbf{u}_1$$

(6.71)

where

$$e(k) = d(k) - \mathbf{w}^T(k) \mathbf{x}(k)$$

(6.72)

$$\mu(k) = \begin{cases} 1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\ 0 & \text{otherwise} \end{cases}$$

(6.73)

This algorithm also minimizes the Euclidean distance $\|\mathbf{w}(k+1) - \mathbf{w}(k)\|^2$ subject to the constraint $\mathbf{w}(k+1) \in \psi^{L+1}(k)$ maintaining the values of the a posteriori errors, $\varepsilon(k-i)$, at iteration $k-i$. Note that $\mu(k)$ starts with high values, becomes small when the error reduces, and reaches zero whenever moduli of the errors become smaller than the threshold. An interesting choice for the index set $\mathcal{I}_{\bar{M}}(k)$ specifying the coefficients to be updated is the $M$ coefficients leading to the maximum value of $\|\mathbf{X}_{ap}^T(k) \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)} \mathbf{X}_{ap}(k)\|$. Algorithm 6.6 describes in detail the simplified version of the SM-PUAP algorithm.

### 6.8.1 Set-Membership Partial-Update NLMS Algorithm

The simplest form of the SM-PUAP algorithm is the set-membership partial-update NLMS (SM-PUNLMS) algorithm. The updating equation of the SM-PUNLMS algorithm follows directly from
Algorithm 6.6

The Simplified Set-Membership Partial-Update Affine Projection Algorithm

**Initialization**

\( \mathbf{x}(0) = \mathbf{w}(0) = [0 \ldots 0]^T \)

choose \( \bar{\gamma} \) around \( \sqrt{5}\sigma_n \)

\( \gamma = \) small constant

**Do for** \( k \geq 0 \)

\( \mathbf{e}_{ap}(k) = \mathbf{d}_{ap}(k) - \mathbf{X}_{ap}^T(k)\mathbf{w}(k) \)

\( \mu(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise}
\end{cases} \)

\( \mathbf{w}(k+1) = \mathbf{w}(k) + \mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{X}_{ap}(k) \left[ \mathbf{X}_{ap}^T(k)\mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{X}_{ap}(k) + \gamma \mathbf{I} \right]^{-1} \mu(k)e(k)\mathbf{u}_1 \)

equation (6.71) and is given by

\[
\mathbf{w}(k+1) = \mathbf{w}(k) + \mu(k)\frac{e(k)\mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{x}(k)}{\|\mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{x}(k)\|^2} \tag{6.74}
\]

where

\[
\mu(k) = \begin{cases} 
1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } \mathbf{w}(k) \not\in \mathcal{H}(k), \text{ i.e., if } |e(k)| > \bar{\gamma} \\
0 & \text{otherwise}
\end{cases} \tag{6.75}
\]

In [17], a number of properties and an interesting geometrical interpretation of the SM-PU-NLMS algorithm update are provided, some of these results are discussed here. Fig. 6.9 depicts the situation where one coefficient updates out of three, i.e., \( \bar{M} = 1 \) and \( N + 1 = 3 \).

As can be observed, the element \( x_2(k) \) is the largest in magnitude among the elements of \( \mathbf{x}(k) \), therefore a natural choice for \( \mathbf{C}_{\mathcal{I}_{\bar{M}}}(k) \) is a diagonal matrix whose diagonal elements are \([0 1 0]^T\). The solution denoted by \( \mathbf{w}_{SM-NLMS} \) is obtained by an orthogonal projection starting from \( \mathbf{w}(k) \) onto the closest boundary of the constraint set \( \mathcal{H}(k) \). The angle denoted by \( \theta \) shown in Fig. 6.9 is the angle between the direction of update \( \mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{x}(k) = [0 x_2(k) 0]^T \) and the input vector \( \mathbf{x}(k) \). When \( \bar{M} \) coefficients are updated, the general expression for the cosine of \( \theta \) in \( \mathbb{R}^{N+1} \) is given by the relation

\[
\cos \theta = \frac{\|\mathbf{C}_{\mathcal{I}_{\bar{M}}}(k)\mathbf{x}(k)\|}{\|\mathbf{x}(k)\|} \tag{6.76}
\]

whereas for the case in discussion, the particular expression for the cosine is

\[
\cos \theta = \frac{|x_2(k)|}{\sqrt{|x_1(k)|^2 + |x_2(k)|^2 + |x_3(k)|^2}}
\]
The SM-PUNLMS algorithm may face convergence problem whenever trying to find a solution in the constraint set. If the number of coefficients to be updated is small, $\cos \theta$ might become small according to equation (6.76), with $\theta$ becoming close to $\frac{\pi}{2}$, as can be observed in Fig. 6.10. As a result, the solution in the constraint set will depart from the SM-NLMS solution, and will give rise to stability problems.

A possible solution is to increase $\bar{M}$ up to the point where the solution provided by the SM-PUNLMS algorithm reaches a prescribed closer distance of SM-NLMS or NLMS solutions. Unfortunately this solution does not impose an upper bound on the value of $\bar{M}$, and it is highly probable that during initial iterations $\bar{M}$ would be close to the overall number of filter coefficients $N + 1$. On the other hand, it is desirable that $\bar{M} \ll N + 1$ in order to make the partial update effective in reducing the computational complexity.

Let’s first define as $\bar{M}_{\text{max}}$ the maximum number of coefficients that can be updated at any given iteration. It is now required to derive a strategy to control the number of coefficients to be updated while keeping a bound on the norm of the update. If $\| C_{\tilde{T}_{\bar{M}}(k)} x(k) \|^2 = \| x(k) \|^2$, it is straightforward
to verify that the angle $\phi$ is equal to $\frac{\pi}{2}$ and $\mathbf{w}_{NLMS} - \mathbf{w}(k + 1)$ represents the projection of $\mathbf{w}_{NLMS} - \mathbf{w}(k)$ into $\mathbf{C}_{\mathcal{I}_{\bar{M}}(k)}\mathbf{x}(k)$. For angle $\phi < \frac{\pi}{2}$ the norm of the updating term might become large in order to meet the error modulus requirement, placing the partial solution far away from $\mathbf{w}_{NLMS}$ and $\mathbf{w}_{SM-NLMS}$. Indeed, whenever $\phi \geq \frac{\pi}{2}$ the norm of the updating term becomes smaller than the one required to turn the \textit{a posteriori} error equal to zero (the one reaching $\mathbf{w}_{NLMS}$). Then, an alternative solution is to increase the number of coefficients to update up to the condition that $\left\| \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)}\mathbf{x}(k) \right\|^2 \geq \mu(k)\left\| \mathbf{x}(k) \right\|^2$, for $\mu(k) = 1 - \bar{\gamma}/|e(k)|$, or $M = \bar{M}_{\text{max}}$. This strategy will keep the angle $\phi$ lower bounded by $\frac{\pi}{2}$. If $M = \bar{M}_{\text{max}}$, increase the threshold $\bar{\gamma}$ temporarily at the $k$th iteration to

$$
\bar{\gamma}(k) = \left(\frac{\left\| \mathbf{x}(k) \right\|^2 - \left\| \mathbf{C}_{\mathcal{I}_{\bar{M}}(k)}\mathbf{x}(k) \right\|^2}{\left\| \mathbf{x}(k) \right\|^2} \right)|e(k)| \tag{6.77}
$$

Fig. 6.11 shows that this strategy temporarily expands the constraint set in order to allow a feasible solution in the case where the required number of coefficients to meet a solution in the constraint set exceeds $\bar{M}_{\text{max}}$, at a given iteration.

Another possible strategy for the partial update is to choose the set of coefficients to be updated in a random manner [19] utilizing randomly partitions of the $N + 1$ coefficients consisting of mutually exclusive subsets of $\bar{M}$ elements, each determined by the index set $\mathcal{I}_{\bar{M}}(k) = \{i_0(k) \ldots i_{\bar{M}-1}(k)\}$, as previously defined. This solution avoids the possible instability of the partial-update LMS algorithm originated by the choice of subsets in a deterministic manner, since in the latter case it is usually possible to generate input signals in which the algorithm fails to converge.
6.9 SIMULATION EXAMPLES

In this section, some adaptive-filtering problems are described and solved by using some of the algorithms presented in this chapter.

Example 6.1: SM-AP Algorithms, system identification simulation

An adaptive-filtering algorithm is used to identify the system described in the example of subsection 3.6.2 using the following SM-AP algorithms:

- Set-membership affine projection using $L = 0$, $L = 1$ and $L = 4$.
- Set-membership partial-update affine projection with $\bar{M} = 5$, using $L = 0$, $L = 1$ and $L = 2$ and only for the eigenvalue spread of 20.

Do not consider the finite-precision case.

Solution:

All the results presented here for the affine projection and the SM-AP algorithms are obtained by averaging the results of 200 independent runs. We first run the affine projection algorithm with a value of $\mu = 0.18$, with $\gamma = 10^{-6}$. With this value of $\mu$, the misadjustment of the affine projection
algorithm is about the same as that of the LMS algorithm with \( \mu = 0.0128 \) and eigenvalue spread of the input signal autocorrelation matrix of 20, see Table 3.1. Fig. 6.12 illustrates the learning curves for the eigenvalue spread 80 and distinct values of \( L \). As expected the convergence speed and the misadjustment increase with the value of \( L \).

![Figure 6.12](image)

**Figure 6.12** Learning curves for the affine projection algorithms for \( L = 0 \), \( L = 1 \), and \( L = 4 \), eigenvalue spread equal 80.

Table 6.2 lists the measured misadjustments along with their theoretical values obtained from equation (4.125) for distinct versions of the affine projection algorithms. As expected the misadjustment increases with the values of the reuse factor and with the ratio \( \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \).

<table>
<thead>
<tr>
<th>( \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} )</th>
<th>Misadjustment, ( L = 0 )</th>
<th>Misadjustment, ( L = 1 )</th>
<th>Misadjustment, ( L = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>Theory</td>
<td>Experiment</td>
<td>Theory</td>
</tr>
<tr>
<td>1</td>
<td>0.1275</td>
<td>0.0989</td>
<td>0.2665</td>
</tr>
<tr>
<td>20</td>
<td>0.1458</td>
<td>0.0989</td>
<td>0.2951</td>
</tr>
<tr>
<td>80</td>
<td>0.1708</td>
<td>0.0989</td>
<td>0.3157</td>
</tr>
</tbody>
</table>

Figs. 6.13, 6.14 and 6.15 depict the the learning curves for the simplified SM-AP algorithm for the eigenvalue spreads 1, 20 and 80, respectively. In each figure, distinct values of \( L \) are tested and the value of \( \bar{\gamma} \) is \( \sqrt{5} \sigma_n \). As can be observed, the convergence speed and the misadjustment increase with
the value of $L$. As will be discussed, a reduction in the misadjustment is achieved at the expense of mild increase in number of iterations for convergence.

![Learning curves for the SM-AP algorithms for $L = 0$, $L = 1$, and $L = 4$, eigenvalue spread equal 1.](image)

Table 6.3 illustrates the convergence speeds of the affine projection algorithms and the SM-AP algorithms for distinct input signal eigenvalue spreads and distinct reuse factors. As can be observed, the SM-AP algorithms have convergence speeds comparable to the corresponding affine projection algorithms, being better for low values of $L$ and worse for high values of $L$. The number of iterations for convergence is measured whenever the average square error reaches a value 5% above the noise floor.

<table>
<thead>
<tr>
<th>Convergence speed</th>
<th>$\lambda_{max}$</th>
<th>$L = 0$</th>
<th>$L = 1$</th>
<th>$L = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP</td>
<td>SM-AP</td>
<td>AP</td>
<td>SM-AP</td>
</tr>
<tr>
<td>$\lambda_{min}$</td>
<td>1</td>
<td>316</td>
<td>227</td>
<td>213</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>465</td>
<td>344</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>644</td>
<td>468</td>
<td>197</td>
</tr>
</tbody>
</table>
6.9 Simulation Examples

Figure 6.14 Learning curves for the SM-AP algorithms for $L = 0$, $L = 1$, and $L = 4$, eigenvalue spread equal 20.

Figure 6.15 Learning curves for the SM-AP algorithms for $L = 0$, $L = 1$, and $L = 4$, eigenvalue spread equal 80.
Table 6.4 includes the measures misadjustments of the affine projection algorithms and the SM-AP algorithms considering the same input signal eigenvalue spreads and distinct reuse factors as before. As can be seen, the SM-AP algorithms have lower misadjustments than the corresponding affine projection algorithms for higher values of $L$.

Table 6.4  Misadjustment of the Affine Projection and SM-AP Algorithms

<table>
<thead>
<tr>
<th>$\lambda_{\text{max}}$</th>
<th>$L = 0$</th>
<th>$L = 1$</th>
<th>$L = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP</td>
<td>SM-AP</td>
<td>AP</td>
</tr>
<tr>
<td>1</td>
<td>0.1275</td>
<td>0.1542</td>
<td>0.2665</td>
</tr>
<tr>
<td>20</td>
<td>0.1458</td>
<td>0.2094</td>
<td>0.2951</td>
</tr>
<tr>
<td>80</td>
<td>0.1708</td>
<td>0.2723</td>
<td>0.3157</td>
</tr>
</tbody>
</table>

The SM-PUAP algorithm was set to update only 5 coefficients per iteration. For the SM-PUAP algorithm the learning curves are depicted in Fig. 6.16 for distinct values of $L$. The values of $\bar{\gamma}$ for $L = 0, 1,$ and $2$ are $\sqrt{5\sigma_n^2}$, $\sqrt{7\sigma_n^2}$, and $\sqrt{17\sigma_n^2}$, respectively. The corresponding measured misadjustments were 0.1979, 0.3137, and 0.8189. An efficient algorithm for the best selection of the updating coefficients in the partial-updating affine projection algorithm is an open problem, although some approximate solutions exist [21]. The choice of the coefficients to be updated relies on a low complexity procedure to sort out the $M$ columns of $X_T^{ap}(k)$ consisting of choosing the ones whose Euclidean norm have higher values.

The SM-PUAP algorithm was set to update only 5 coefficients per iteration. For the SM-PUAP algorithm the learning curves are depicted in Fig. 6.16 for distinct values of $L$. The values of $\bar{\gamma}$ for $L = 0, 1,$ and $2$ are $\sqrt{5\sigma_n^2}$, $\sqrt{7\sigma_n^2}$, and $\sqrt{17\sigma_n^2}$, respectively. The corresponding measured misadjustments were 0.1979, 0.3137, and 0.8189. An efficient algorithm for the best selection of the updating coefficients in the partial-updating affine projection algorithm is an open problem, although some approximate solutions exist [21]. The choice of the coefficients to be updated relies on a low complexity procedure to sort out the $M$ columns of $X_T^{ap}(k)$ consisting of choosing the ones whose Euclidean norm have higher values.

6.9.1 Echo Cancellation Environment

The elimination of echo signals in communication networks and in hands-free communication environment are challenging problems in which adaptive filtering plays a major role [29]-[30].

The network echo, also known as line echo, is caused by the hybrid transformer whose main task is to convert the two-wire loop connection between the end user and the central office into a four-wire circuit. In the two-wire case, the signal in both directions traverses the two wires, whereas in the four-wires the signals in each direction are separated. Fig. 6.17 illustrates a very simplified long-distance telephone system where the location of the echo canceller is also included. The four-wire circuit exists only in long-distance connections and the delay included in Fig. 6.17 accounts for the traveling time of the signal from one hybrid to the other. Usually the far-end hybrid leaks back to the phone its own transmitted signal giving rise to the echo. If the echo delay is over 100 ms, its effect in the conversation is very disturbing. The early solution comprised of echo suppressor, whose aim was removing the echo from the talker by cutting off the outgoing hybrid port whenever an
incoming signal is detected. This approach works well for low round trip delays, but for large delays an adaptive echo canceller is more effective.

Echo cancellers are also used in acoustics echo cancellation problems where its task is to model the transfer function from the loudspeaker to the microphone in a given room. This application is more challenging than the network echo cancellation since the echo path impulse response is much longer, usually well above 500 taps, and changes quite rapidly. As depicted in Figs. 6.17 and 6.18, the echo cancellation problems in networks and in acoustics are closely related, with the latter requiring more sophisticated algorithms such as the subband adaptive filters of Chapter 12.

For both applications two measures of performance are the echo return loss (ERL) and the the echo return loss enhancement (ERLE). The ERL is ratio of the returned-echo power and the input-signal power, measuring the attenuation faced by the signal in the echo path. The ERL, measured in dB, is defined as

$$\text{ERL} = -10 \log \frac{\sigma_d^2}{\sigma_x^2} = -10 \log \frac{E[d^2(k)]}{E[x^2(k)]}$$  \hspace{1cm} (6.78)

The ERLE measures the reduction in the echo obtained by utilizing the echo canceller, that is

$$\text{ERLE} = -10 \log \frac{\sigma_e^2}{\sigma_d^2} = -10 \log \frac{E[e^2(k)]}{E[d^2(k)]}$$  \hspace{1cm} (6.79)

For simulation purposes we will utilize the models recommended by the International Telecommunication Union (ITU) in the ITU-T recommendation G.168 for digital network echo cancellers.
The main focus is to highlight the typical artificial input signals and echo path models utilized to test the performance of the echo canceller algorithms. The echo cancellers should be disabled during signaling transmission periods, however, no mention is given here to this and many other practical issues described in the recommendation related to the actual implementation of the echo canceller, see [31] for details.

The tests recommended by the standard ITU-T G.168 utilize particular signals such as noise, tones, facsimile signals and a set of composite source signals (CSS). In our simulations we apply the CSS input signal as input to the echo cancellers. The CSS simulates speech characteristics in single talk and double talk enabling a performance test for echo cancellers for speech signals. The CSS consists of speech signal, non speech signal and pauses. The speech signal activates the speech detectors and has approximately 50 msec of duration. The speech signal is followed by a pseudo-noise signal having constant magnitude Fourier transform whose phase changes with time. The pause is the third component of the CSS representing an amplitude modulation to the CSS and the usual pauses during a conversation. The pause duration ranges from 100 msec to 150 msec. Fig. 6.19 illustrates the CSS for single talk. The specific timings are:

- $T_{vst}$ (Speech signal): 48.62 msec.
- $T_{pn}$ (Pseudo noise): 200.00 msec.
- $T_{pst}$ (Pause): 101.38 msec.
- $T_{st1}$ (Half period): 350.00 msec.
- $T_{st}$ (Full period): 700.00 msec.

The echo path model according to the recommendation ITU-T G.168, is a linear digital filter whose impulse response $h(k)$ is given by

$$h(k) = \left(K_{i}10^{-ERL/20}\right)m_{i}(k - \delta)$$

(6.80)
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where ERL is the echo return loss defined in equation (6.78) and \( h(k) \) consists of a delayed and attenuated version of any sequence sorted from \( m_i(k), i = 1, 2, ..., 8 \), for the channel models 1 to 8. These models represent channels whose origins range from hybrid simulation models to measured responses on telephone networks. The constants \( K_i \) are determined by the input signal used in the test [31] and are different for distinct echo path models.

Just for illustration Table 6.5 shows the sequence \( m_1(k) \) composing the echo-path impulse response. In this case, for CSS type input signal, the scaling signal should be signal \( K_1 = 1.39 \) and the minimum value of the ERL to be used in the test is 6 dB. The resulting echo-path impulse response is depicted in Fig. 6.20. For the other cases, please refer to [31].
Table 6.5  Coefficients of $m_1(k)$, with $k$ Ranging from 0 to 63, to be Read Column-wise

\[
m_1(k) = \begin{bmatrix}
-0.00436 & 0.46150 & 0.00390 & -0.03948 & -0.01098 & 0.00745 & 0.01033 & 0.00899 & 0.00073 & -0.00512 & -0.00772 \\
0.00829 & 0.34480 & -0.08191 & -0.02557 & 0.00618 & 0.00716 & 0.01091 & 0.00716 & -0.00119 & -0.00580 & -0.00820 \\
-0.02797 & -10427 & -0.01751 & -0.03372 & -0.00340 & 0.00946 & 0.01053 & 0.00390 & -0.00109 & -0.00704 & -0.00839 \\
-0.04208 & -0.09049 & -0.06051 & -0.01808 & -0.00061 & 0.00880 & 0.01042 & 0.00313 & -0.00176 & -0.00618 & -0.00724 \\
-0.17968 & -0.01309 & -0.03796 & -0.02259 & 0.00323 & 0.01014 & 0.00794 & 0.00304 & -0.00359 & -0.00685 & \\
-0.11215 & -0.06320 & -0.04055 & -0.01300 & 0.00419 & 0.00976 & 0.00831 & 0.00304 & -0.00407 & -0.00791 & 
\end{bmatrix}
\]

Figure 6.19  CSS single talk characteristics.

Figure 6.20  Echo-path impulse response.
Example 6.2: Echo cancellation simulations

For the algorithms pointed below, run simulations for an echo cancellation experiment consisting of 50 independent runs describing the average performance for single talk input signal for one of the eight channel models described in [31], specifically the one described in Table 6.5 with an ERLE = 12dBs. List the resulting ERLE in dB for each algorithm as well as their respective number of iterations to convergence, measured whenever the average of the last 100 error signals is 10% above the error in steady state. Utilize echo cancellers with sufficient order.

- Normalized LMS algorithm.
- RLS algorithm.
- SM-NLMS algorithm.
- The simplified SM-AP algorithm with \( L = 0, 1, 4 \).
- The SM-PUAP algorithm with \( L = 0, 1, 4 \), and \( \bar{M} = \text{floor} \left[ \frac{2(N+1)}{3} \right] \) where \( \text{floor} \cdot \) indicates the largest integer smaller than \( \cdot \).

For channel model 1, depict the learning curves for the simplified SM-AP and the SM-PUAP algorithms.

Solution:

The numbers and figures presented in this example are result of averaging fifty independent runs. The normalized LMS algorithm utilizes a value of \( \mu = 0.5 \), with the value of the regularization parameter of \( \gamma = 10^{-6} \). The forgetting factor of the RLS algorithm is \( \lambda = 0.99 \). These values of \( \mu \) and \( \lambda \) were chosen after some simulation trials indicating favorable performances of the corresponding algorithms. In the SM-AP algorithms distinct values of \( L \) are tested and the value of \( \bar{M} = 0.0002 \).

Fig. 6.21 depicts the CSS signal utilized in this example. Fig. 6.22 illustrates the error signal for the simplified SM-AP algorithm with \( L = 0, 1, 4 \), where it can be observed that the error reduces faster for the case with \( L = 4 \) since the algorithm is more sophisticate, even though the convergence speeds for \( L = 1 \) and \( L = 4 \) are quite similar. Fig. 6.23 shows that with the SM-PUAP algorithm the convergence speed is not substantially reduced, showing that the partial updating strategy is very useful. A low complexity way to choose the elements to be updated was to sort out the \( \bar{M} \) columns of \( X_{ap}^{T}(k) \) whose Euclidean norm have higher values. The SM-PUAP algorithm was set to update only \( \frac{2}{3} \) of the coefficients.

Table 6.6 lists the relevant parameters in the echo cancellation environment, namely the ERLE in dB for each algorithm as well as their respective convergence speed. As can be seen in Table 6.6, the algorithms SM-NLMS \( (L = 0) \), SM-AP, and SM-PUAP require less updates than the remaining algorithms compared. The fastest converging algorithm is the SM-AP \( (L = 4) \) but it requires the highest computational complexity among the set-membership algorithms. The algorithms SM-AP and SM-PUAP, with \( L = 4 \), are faster converging than the RLS while requiring much less updates and
Figure 6.21 CSS signal.

Figure 6.22 Learning curves for the simplified SM-AP algorithm with $L = 0, 1, 4$. 
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computations. On the other hand, the RLS algorithm lead to much higher ERLE than the remaining algorithms followed by the NLMS. The SM-NLMS and NLMS algorithms have less computations but are slow converging as compared to the remaining SM-AP algorithms of this example.

\[ \text{Figure 6.23} \] Learning curves for the SM-PUAP algorithm \( L = 0, 1, 4. \)

6.9.2 Wireless Channel Environment

A typical continuous-time model for mobile communication channels is described by [33]

\[
\tilde{h}(t) = \sum_{i=0}^{I} \sqrt{p_i} a_i(t) b_i(t - \tau_i)
\]  

(6.81)

where \( t \) is the time variable, \( p_i \) represents the power of the \( i \)th tap weight of the FIR model, \( a_i(t) \) is complex Gaussian process that multiplies the corresponding transmitted symbol denoted by \( b_i(t - \tau_i) \), and \( \tau_i \) accounts for the relative delay that the receiver detects the \( i \)th replica of the transmitted symbols.

The power spectrum of \( a_i(t) \) is responsible for the rate of fading of the \( i \)th replica (or reflection) of the transmitted symbols. This spectrum is also known as Doppler spectrum. The complete model requires the specification of the Doppler spectrum of the tap weights, denoted by \( R_a(f) \) with \( f \) being the analog frequency, the delays \( \tau_i \), as well as the powers \( p_i \), for \( i = 0, \ldots, I \).
The process $a_i(t)$ is the result of a cluster of multipath components that cannot be resolved by the receiver, arriving within a range of delays $\tau_i$. Usually for outdoor environments of mobile communication systems, the model for the Doppler power spectrum is represented by the Jakes model [32] given by

$$R_\alpha(f) = \begin{cases} \frac{1}{\pi f_D} \frac{1}{\sqrt{1-(f/f_D)^2}} & \text{for } |f| \leq f_D \\ 0 & \text{for } |f| > f_D \end{cases}$$

where $f_D = \frac{v}{\lambda_s} = \frac{vf_o}{c}$ is the maximum Doppler frequency shift, $\lambda_s$ is the carrier wavelength, $v$ is the mobile velocity in m/s, $c$ is the speed of light ($3.00 \times 10^8$ m/s), and $f_o$ is the carrier central frequency.

If we assume that the input signal is complex and bandlimited to a bandwidth around $BW$, the received signal can be generated by filtering the input signal through a tapped delay line whose tap coefficients are given by $\sqrt{T_i}a_i(t)$ and the delay elements correspond to $T = \frac{1}{\pi BW}$ [33].

As an illustration, Table 6.7 lists the parameters of test channel models for an outdoor to indoor environment to be utilized in simulations. These models originate from a standard described in [34] for the Universal Mobile Telecommunications System (UMTS). In Table 6.7, the delays are relative

$^3\tau_i - \frac{1}{2BW} < \tau < \tau_i + \frac{1}{2BW}$ with BW denoting the bandwidth of the transmitted signal.
to the first tap whereas the power is relative to the strongest tap. The Doppler power spectrum applies to each tap.

Let’s consider for illustration a typical case of UMTS where the chip duration is 260.04 nano seconds (ns) for a transmission rate of 3.84 Mc/s (Mega chips per second). In the case the time difference between two multipath components is at least 260.04 = \( \frac{1}{3.84} \) ns, it is possible for the receiver to separate them. For example according to Table 6.7, in a digital simulation environment where the input signal is sampled at chip rate for channel B, it will be possible to verify the presence of the multipath signals of the taps at approximately

- 1 chip from the reference for tap 2.
- 3 chips from the reference for tap 3.
- 5 chips from the reference for tap 4.
- 9 chips from the reference for tap 5.
- 14 chips from the reference for tap 6.

where it was taken into consideration that the relative delays in the table represent the time where the energy of the continuous-time reflection reaches its maximum.

<table>
<thead>
<tr>
<th>Tap</th>
<th>Channel A</th>
<th>Channel B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Delay</td>
<td>Average Power</td>
</tr>
<tr>
<td></td>
<td>ns</td>
<td>dB</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>110</td>
<td>-9.7</td>
</tr>
<tr>
<td>3</td>
<td>190</td>
<td>-19.2</td>
</tr>
<tr>
<td>4</td>
<td>410</td>
<td>-22.8</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 6.7  Channel Model Parameters: Outdoor to Indoor Test Environment with Jakes Doppler Spectrum

The coefficients of a time-varying channel including the Doppler effects can be generated as depicted in Fig. 6.24, where \( \bar{n}(t) \) is a Gaussian noise source and the Doppler filter is an approximation of \( H_D(f) = \sqrt{R_a(f)} \). Fig. 6.25 shows an efficient way to generate the coefficients of the channel model [36]-[37], where from two real-valued Gaussian sources with \( \bar{N} + 1 \) points we calculate their symmetrical FFT spectrum [38]. Then we multiply the FFT outputs by \( H_D(f_m) \) where \( f_m = \bar{m} \frac{2f_D}{\bar{N}+1} \) for \( \bar{m} = 0, 1, \ldots, \bar{N} \), and the resulting vector is applied as input to an \( \bar{N} + 1 \) length IFFT. The quadrature and in-phase results are squared at each point in time, added, with the result square rooted. Finally, an \( \bar{N} + 1 \) length time series is generated. In an actual simulation environment the
Gaussian noise is generated with around $\alpha_1$ samples per period of the maximum Doppler frequency, that is $\frac{1}{\alpha_1 f_D}$, therefore the sampling rate of the channel coefficients is around $\alpha_1 f_D$ with $\alpha_1$ being an integer usually chosen in the range 5 to 12. As can be noticed the coefficients of the channel model are generated from the Jakes model of the Doppler effect. However, the system simulation takes place at much higher frequency rate denoted as $f_{\text{sim}}$. As a result, an interpolation operation given by $L_{\text{sim}} = \text{floor}(\frac{f_{\text{sim}}}{\alpha_1 f_D})$ should be applied to the coefficients of the channel model.

**Figure 6.24** Generation of multipath coefficient including Doppler effect.

**Figure 6.25** Simulation setup for Jakes model.

**Example 6.3: CDMA receiver simulations**

Consider a downlink connection of a synchronous direct-sequence code-division multiple access (DS-CDMA) system with $J$ users, $G + 1$ chips per symbol and a channel with $I + 1$ paths. Assume the user receiver is moving at $v = 30.00 \text{m/s}$ and the carrier frequency is at $f_o = 1.0 \text{GHz}$. We consider a simple model for the channel inspired by the UMTS test model above described. The channel model should be generated at a simulation sampling rate of at least $f_{\text{sim}} = \alpha_2 \times \frac{1}{T} = \alpha_2 \text{BW}$ samples per second, with $\alpha_2$ being normally an integer ranging from 5 to 12. It is worth emphasizing again that the channel coefficients will be generated at a much lower rate than the simulation sampling.
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As a result, some standard interpolation technique [38] should be used in order to match the channel model generation rate with simulation sampling rate.

Consider that the chip rate of the CDMA system is 0.5 Mc/s (Mega chips per second) and that we utilize $\alpha_2 = 10$ samples per chip to simulate the system. As such, the CDMA system simulation has sampling rate equal to 5 Msamples/s. In this case the interpolation factor applied to the chip level signal should be $L_{\text{interp}} = \text{floor}\left[\frac{5\text{Mc/s}}{0.5\text{Mc/s}}\right] = \text{floor}\left[\frac{5\text{Mc/s}}{\text{BW}}\right]$, where floor[·] indicates the largest integer smaller than [·]. The sampling frequency that the channel model should be generated is then given by

$$f_{\text{sim}} \approx \text{BW}L_{\text{interp}} \approx \alpha_1 f_D L_{\text{sim}}$$

in Msamples/s. In this particular discussion, assuming the input signal sampling rate equal to the chip rate the interpolation factor $L_{\text{interp}}$ is equal to 10. Note that in the above discussion we satisfy the sampling theorem by utilizing the complex envelope, that is the complex lowpass equivalent, of the transmitted signal. This means the sampling rate is equal to the channel bandwidth.

Assuming the channel model as described is constant during each symbol interval, and that the input signal vector $\mathbf{x}(k)$ is given by

$$\mathbf{x}(k) = \sum_{j=1}^{J} A_j b_j(k) \mathbf{C}_j \mathbf{h}(k) + \mathbf{n}(k)$$

$$= \sum_{j=1}^{J} A_j b_j(k) \mathbf{C}_j \mathbf{h}(k) + \mathbf{n}_n(k) + \mathbf{n}_{\text{ISI}}(k)$$  \hfill (6.82)

where $\mathbf{x}(k)$ is an $(N+1 = G + I + 1) \times 1$ vector and $\mathbf{n}_n(k)$ is defined in equation (6.58). We consider that $\mathbf{n}_n(k)$ is a complex Gaussian noise vector with $E[\mathbf{n}_n(k)\mathbf{n}_n^H(k)] = \sigma_n^2 \mathbf{I}$. The symbols $b_j(k)$ are four QAM given by $\sqrt{2}/2 \{ \pm 1 \pm j \}$, where the amplitude of user $j$ is $A_j$. The channel vector is $\mathbf{h}(k) = [h_0(k) \ldots h_I(k)]^T$ and the $(N+1) \times (I+1)$ convolution matrix $\mathbf{C}_k$ contains one-chip shifted versions of the signature sequence for user $j$ given by $\mathbf{s}_j = [s_{j,0} \ s_{j,1} \ldots s_{j,G}]^T$. Matrix $\mathbf{C}_j$ has the following format

$$\mathbf{C}_j = \begin{bmatrix} s_{j,0} & 0 & 0 & \cdots & 0 \\ s_{j,1} & s_{j,0} & 0 & \cdots & 0 \\ s_{j,2} & s_{j,1} & s_{j,0} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & s_{j,G} & s_{j,G-1} & \cdots & s_{j,G-I} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & s_{j,G} \end{bmatrix}$$  \hfill (6.83)

This example aims to access the bit error rate (BER) performance of some adaptive-filtering algorithms such as:

---

4In an actual implementation $\mathbf{x}(k)$ originates from the received signal after filtering it through a chip-pulse matched filter and then sampled at chip rate.
- Normalized LMS algorithm.
- RLS algorithm.
- SM-NLMS algorithm.
- The simplified SM-AP algorithm with $L = 4$ and time-varying $\gamma(k)$.
- The SM-PUAP algorithm with $L = 1$, and $\bar{M} = \text{floor}\left(\frac{N+1}{1.8}\right)$ where $\text{floor}[\cdot]$ indicates the largest integer smaller than $[\cdot]$.

The receiver of the DS-CDMA system simulation setup is depicted in Fig. 6.26 where we utilize as spreading sequences the Gold sequences of length $G + 1 = 7$ listed in Table 6.26 [35]. The Gold sequences are not orthogonal to each other leaving some multi-access interference from the other users in the CDMA system on the information of the user of interest, even in synchronous transmission case.

![Figure 6.26 Simulations setup for DS-CDMA example.](image)

<table>
<thead>
<tr>
<th>Sequences</th>
<th>Gold Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>1 0 0 1 0 1 1</td>
</tr>
<tr>
<td>$s_2$</td>
<td>1 1 1 0 1 0 0</td>
</tr>
<tr>
<td>$s_3$</td>
<td>0 1 1 1 1 1 1</td>
</tr>
<tr>
<td>$s_4$</td>
<td>1 1 1 0 0 0 1</td>
</tr>
<tr>
<td>$s_5$</td>
<td>1 0 1 0 1 1 0</td>
</tr>
<tr>
<td>$s_6$</td>
<td>0 0 0 0 1 0 1</td>
</tr>
<tr>
<td>$s_7$</td>
<td>1 1 0 1 1 0 0</td>
</tr>
<tr>
<td>$s_8$</td>
<td>0 0 1 1 0 0 0</td>
</tr>
<tr>
<td>$s_9$</td>
<td>0 1 0 0 0 1 0</td>
</tr>
</tbody>
</table>
All users are synchronized such that all their information face the same channel with three paths with relative powers given by 0, −0.9 and −4.9 dB, respectively. The relative delays between the paths are determined by a uniformly distributed random variable whose outcome is mapped to integers in the range 1 to 4, where these integers represent the number of chips.

The system starts with 5 users where all the 4 interferers have transmission powers 3 dB below the desired user power level. The corresponding signal to noise ratio, defined as the ratio between the desired user symbol energy per bit and the environment noise, is given by $E_b/N_0 = 20$ dB. The quantity $N_0/2$ corresponds to power spectral density of the noise for positive and negative frequencies, that is $N_0$ is average noise power per bandwidth where the noise is measured at the receiver input. At 2000 symbols, an interferer with the same power as the desired user power enters the system, whereas 2 interferers with the same level of power disconnect. This dynamic behavior aims at addressing, for this particular example, if some noticeable disturbance to the receiver performance originates from user access and disconnection from the system.

Plot the evolution of the estimated of the noise and ISI powers as compared with the actual interference power.

Solution:

For this example we measure the results by averaging the outcomes from 50 independent runs. In the case of the normalized LMS algorithm the value of $\mu$ is 0.3, whereas the regularization parameter value is $\gamma = 10^{-6}$. The RLS algorithm is implemented with $\lambda = 0.97$. Again these values of $\mu$ and $\lambda$ were chosen after some simulation trials. The SM-AP algorithm uses $L = 4$ and variable $\bar{\gamma}$, whereas the SM-PUAP algorithm uses $L = 1$.

For a better view of the results the channel was allowed to change completely in an interval of 50 symbols, equivalent to 450 chips. Fig. 6.27 depicts the first 450 samples of the learning curves for the algorithms compared in this example, whereas Fig. 6.28 shows the behavior of these algorithms in the long run. In both figures the channel changes are noticeable every 350 chips, where the first change occurs at around 370 chips due to the channel plus spreading delays. As can be observed, the NLMS, RLS, SM-NLMS and the SM-AP algorithms were able to track the changes in the channel to some extent. However, as shown in Fig. 6.29, the simplified SM-PUAP algorithm with $L = 1$ using variable $\bar{\gamma}$ has very competitive performance since it is among the fastest converging in such nonstationary environment. Very similar result is obtained with the simplified SM-AP algorithm which has higher computational cost. All the algorithms did not show any noticeable distinct behavior after the entrance and exit of users in the system, mainly due to the fact that the channel model changes at every 50 symbols was the main source of changes.

Fig. 6.30 plots the evolution of the estimated noise and ISI powers as compared with the actual interference power. The estimated curve was obtained using equation (6.63) with $\alpha = 0.96$. As can be observed, the estimated average power of the interferences follows closely its actual value for this particular example, except at iteration 2000 when the interference estimate takes a few iterations to track the true interference power. The accurate estimate of the disturbances turns the SM-AP algorithms very attractive since virtually no environment dependent parameter is required to achieve good overall performance.
Figure 6.27 Learning curves for the NLMS, RLS, SM-NLMS, and SM-AP algorithms; 250 iterations.

Figure 6.28 Learning curves for the NLMS, RLS, SM-NLMS, and SM-AP algorithms.
Figure 6.29  Learning curve SM-PUAP algorithms, $L = 1$.

Figure 6.30  Interference estimation.
6.10 CONCLUDING REMARKS

In this chapter, a number of adaptive affine projection algorithms were derived utilizing the set-membership concept. Although the algorithms in the affine projection family might have high misadjustment, their combination with deterministic objective functions leading to data selective updating results in computationally efficient algorithms with low misadjustment and high convergence speed. The set-membership family of algorithms can be very attractive for mobile terminals, sensor arrays and embedded systems where by avoiding unnecessary computation the battery life is increased. In stationary environments, the set-membership algorithms require more frequent updating during the early iterations, as a consequence, if the computational complexity is of major concern some strategy to reduce even further the computation count is required. The proposed solution is to introduce the concept of partial update, in which only a subset of the adaptive filter are updated in each iteration. It is mentioned that some caution should be exercised in choosing the selection of the coefficients in order to avoid stability problems. The resulting set-membership affine projection algorithms with partial update are powerful solutions to exploit the tradeoff between speed of convergence and misadjustment with computational burden.

It should be mention that there are set-membership algorithms with automatic data-reusing factor according with the progress of the algorithm [20], [23]. Simulation results show that in most of iterations the SM-AP algorithm requires a small number of reuses, that is in the limit, it becomes the SM-NLMS or the SM-BNLMS algorithms. The set-membership technique can also be applied to generate constrained affine projection algorithms with low computational complexity as proposed in [39].
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### 6.12 PROBLEMS

1. In a system identification application the unknown system has transfer function given by

\[
H(z) = \frac{1}{2} - \frac{1}{2} z^{-1}
\]

whereas the input signal is a binary \((-1, 1)\) random signal, and the additional noise is generated via \((-\frac{1}{4}, \frac{1}{4})\) by tossing a fair coin. Evaluate by hand the first 10 iterations SM-NLMS algorithm.

2. Show that the updating equation (6.50) is equivalent to the second coefficient updating of Algorithm 6.4.

3. Repeat problem 1 for the SM-BNLMS algorithm 1.

4. Repeat problem 1 for the SM-BNLMS algorithm 2.
5. Perform the equalization of a channel with the following impulse response

\[ h(k) = ku(k) - (2k - 9)u(k-5) + (k - 9)u(k-10) \]

using a known training signal consisting of a binary (-1,1) random signal. An additional Gaussian white noise with variance \(10^{-2}\) is present at the channel output.

(a) Apply the SM-NLMS algorithm with an appropriate \(\bar{\gamma}\) and find the impulse response of an equalizer with 15 coefficients.

(b) Convolve the equalizer impulse response at an iteration after convergence, with the channel impulse response and comment on the result.

6. In a system identification problem, the input signal is generated by an autoregressive process given by

\[ x(k) = -1.2x(k-1) - 0.81x(k-2) + n_x(k) \]

where \(n_x(k)\) is zero-mean Gaussian white noise with variance such that \(\sigma_x^2 = 1\). The unknown system is described by

\[ H(z) = 1 + 0.9z^{-1} + 0.1z^{-2} + 0.2z^{-3} \]

The adaptive filter is also a third-order FIR filter, and the additional noise is a zero-mean Gaussian noise with variance given by \(\sigma_n^2 = 0.001\).

Using the SM-BNLMS algorithm:

(a) Choose an appropriate \(\bar{\gamma}\), run an ensemble of 20 experiments, and plot the average learning curve.

(b) Measure the excess MSE.

7. Derive the complex versions of the SM-BNLMS algorithms 1 and 2 to equalize a channel with the transfer function given below. The input signal is a four QAM signal representing a randomly generated bit stream with the signal to noise ratio \(\frac{\sigma_x^2}{\sigma_n^2} = 20\) at the receiver end, that is, \(\tilde{x}(k)\) is the received signal without taking into consideration the additional channel noise. The adaptive filter has 10 coefficients.

\[ H(z) = (0.34 - 0.27j) + (0.87 + 0.43j)z^{-1} + (0.34 - 0.21j)z^{-2} \]

(a) Run the algorithm for \(\mu = 0.1\), \(\mu = 0.4\), and \(\mu = 0.8\). Comment on the convergence behavior in each case.

(b) Plot the real versus imaginary parts of the received signal before and after equalization.

(c) Increase the number of coefficients to 20 and repeat the experiment in (b).

8. In a system identification problem, the input signal is generated from a four QAM of the form

\[ x(k) = x_{re}(k) + jx_{im}(k) \]

where \(x_{re}(k)\) and \(x_{im}(k)\) assume values \(\pm 1\) randomly generated. The unknown system is described by

\[ H(z) = 0.32 + 0.21j + (-0.3 + 0.7j)z^{-1} + (0.5 - 0.8j)z^{-2} + (0.2 + 0.5j)z^{-3} \]
Algorithm 6.7

The Complex Set-Membership Affine Projection Algorithm

Initialization
\[ x(0) = w(0) = [0 \ldots 0]^T \]
choose \( \gamma \) around \( \sqrt{5} \sigma_n \)
\( \gamma = \) small constant
Do for \( k \geq 0 \)
\[ e_{ap}^*(k) = d_{ap}^*(k) - X_{ap}^H(k)w(k) \]
\[ \mu(k) = \begin{cases} 1 - \frac{|e(k)|}{\gamma} & \text{if } |e(k)| > \gamma \\ 0 & \text{otherwise} \end{cases} \]
\[ w(k + 1) = w(k) + X_{ap}(k) \left[ X_{ap}^H(k)X_{ap}(k) + \gamma I \right]^{-1} \mu(k)e^*(k)u_1 \]

The adaptive filter is also a third-order complex FIR filter, and the additional noise is zero-mean Gaussian white noise with variance \( \sigma_n^2 = 0.04 \). Derive and use the complex set-membership normalized LMS algorithm, choose an appropriate \( \gamma \), run an ensemble of 20 experiments, and plot the average learning curve.

9. Repeat problem 8 utilizing the complex version of SM-AP algorithm, detailed in Algorithm 6.7 provided, with \( L = 4 \).

10. The double threshold SM-AP algorithm can be derived for applications such as echo cancellation where there is no interest in reducing the error signal power beyond certain level. Derive an SM-AP algorithm by choosing the vector \( \gamma(k) \) in such a way that the echo canceller does not reduce the output error power below the power of the far-end signal. Instead of using as threshold a single value of \( \gamma \), the proposed algorithm uses a range for the acceptable output error value between \( \gamma_1 \) and \( \gamma_2 \), where \( \gamma_1 > \gamma_2 \), as depicted in Fig. 6.31.

11. In applications where the parameters to be estimated are dominated by few dominant coefficients, that is, they are sparse, it is often desirable to employ a proportionate adaptation strategy where weights are assigned to parameter components proportional to their magnitude [20]. The updating equation of the proportionate SM-AP algorithm is given by

\[ w(k + 1) = w(k) + P(k)X_{ap}(k) \left[ X_{ap}^T(k)X_{ap}(k) \right]^{-1} [e_{ap}(k) - \gamma(k)] \] (6.84)
where

\[
P(k) = \mu(k) \begin{bmatrix} p_0(k) & 0 & \cdots & 0 \\ 0 & p_1(k) & \vdots \\ \vdots & 0 & \cdots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 0 & 0 & \cdots & p_N(k) \end{bmatrix}
\]

\[
\mu(k) = \begin{cases} 1 - \frac{\bar{\gamma}}{|e(k)|} & \text{if } |e(k)| > \bar{\gamma} \\ 0 & \text{otherwise} \end{cases}
\]

and

\[
p_i(k) = \frac{1 - \kappa \mu(k)}{N + 1} + \frac{\kappa \mu(k) |w_i(k)|}{\sum_{i=0}^{N} |w_i(k)|}
\]

Figure 6.31  SM-AP algorithm with double threshold.

Use the proportionate adaption algorithm identify a system whose impulse response is given below.

\[
h(k) = [1 \ 0 \ 0 \ 0.5 \ 0 \ 2]
\]

The input signal is a uniformly distributed white noise with variance \(\sigma_x^2 = 1\), and the measurement noise is Gaussian white noise uncorrelated with the input with variance \(\sigma_n^2 = 5.25 \times 10^{-3}\). The adaptive filter has 6 coefficients.

(a) Use \(\kappa = 0.5\), experiment some values of \(\bar{\gamma}\) and discuss the results.

(b) Plot the obtained FIR filter impulse response at any iteration after convergence is achieved.
and compare with the unknown system.
(c) Compare the best solution with that obtained by the corresponding SM-AP algorithm.

12. Prove from equations (6.36) to (6.39) that

\[
\begin{bmatrix}
[x(k) \bar{X}_{ap}(k)]^T
\end{bmatrix}
\begin{bmatrix}
[a \\
b]
\end{bmatrix}
= \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

13. In SM-PUAP algorithm only \(N + 1 - \bar{M}\) coefficients are updated at a given iteration. Exploit this fact to derive a reduced complexity algorithm by generalizing the procedure used to derive equations (6.36) to (6.41).

14. Identify a typical Channel A model for wireless environment described in Table 6.7 with the SM-BNLMS algorithm 2, using as input signal a Gaussian white noise and such that the signal to noise ratio at the receiver end is 10dB’s. Determine though simulations the approximate number of training symbols to achieve a good channel estimation of sufficient order.
7

ADAPTIVE LATTICE-BASED RLS ALGORITHMS

7.1 INTRODUCTION

There are a large number of algorithms that solve the least-squares problem in a recursive form. In particular, the algorithms based on the lattice realization are very attractive because they allow modular implementation and require a reduced number of arithmetic operations (of order \( N \)) \([1]-[7]\). As a consequence, the lattice recursive least-squares (LRLS) algorithms are considered fast implementations of the RLS problem.

The LRLS algorithms are derived by solving the forward and backward linear prediction problems simultaneously. The lattice-based formulation provides the prediction and the general adaptive filter (joint-process estimation) solutions of all intermediate orders from 1 to \( N \) simultaneously. Consequently, the order of the adaptive filter can be increased or decreased without affecting the lower order solutions. This property allows the user to activate or deactivate sections of the lattice realization in real time according to performance requirements.

Unlike the RLS algorithm previously discussed, which requires only time-recursive equations, the lattice RLS algorithms use time-update and order-update equations. A key feature of the LRLS algorithms is that the prediction process discloses the properties (or the model) of the input signal. The internal signals of the prediction part retain in a sense nonredundant information of the input signal that can be utilized in a decoupled form in the following processing. This mechanism is inherently built in the lattice algorithm derivations.

The performance of the LRLS algorithms when implemented with infinite-precision arithmetic is identical to that of any other RLS algorithm. However, in finite-precision implementation each algorithm will perform differently.

In this chapter, several forms of the LRLS algorithm are presented. First, the standard LRLS algorithm based on \( a \ posteriori \) errors is presented, followed by the normalized version. The algorithms with error feedback are also derived. Finally, the LRLS algorithm based on \( a \ priori \) errors is described.
7.2 RECURSIVE LEAST-SQUARES PREDICTION

The solutions of the RLS forward and backward prediction problems are essential to derive the order-updating equations inherent to the LRLS algorithms. In both cases, the results are derived following the same derivation procedure as in the conventional RLS algorithm, since the only distinct feature of the prediction problems is the definition of the reference signal \(d(k)\). For example, in the forward prediction case we have \(d(k) = x(k)\) whereas the input signal vector has the sample \(x(k-1)\) as the most recent data. For the backward prediction case \(d(k) = x(k-i-1)\), where the index \(i\) defines the sample in the past which we wish to predict, and the input signal vector has \(x(k)\) as the most recent data. In this section, these solutions are studied and the results demonstrate how information can be exchanged between the forward and backward predictor solutions.

7.2.1 Forward Prediction Problem

The objective of the forward prediction is to predict a future sample of a given input sequence using the currently available information of the sequence. For example, one can try to predict the value of \(x(k)\) using past samples \(x(k-1), x(k-2)\ldots\), through an FIR prediction filter with \(i+1\) coefficients as

\[
y_f(k,i+1) = w_f^T(k,i+1)x(k-1,i+1)
\]

where \(y_f(k,i+1)\) is the predictor output signal,

\[
w_f(k,i+1) = [w_f0(k) w_f1(k) \ldots w_fi(k)]^T
\]

is the FIR forward prediction coefficient vector, and

\[
x(k-1,i+1) = [x(k-1) x(k-2) \ldots x(k-i-1)]^T
\]

is the available input signal vector. The second variable included in the vectors of equation (7.1) is to indicate the vector dimension, since it is required in the order-updating equations of the LRLS algorithm. This second variable will be included where needed in the present chapter.

The instantaneous \textit{a posteriori} forward prediction error is given by

\[
\varepsilon_f(k,i+1) = x(k) - w_f^T(k,i+1)x(k-1,i+1)
\]

(7.2)

For the RLS formulation of the forward prediction problem, define the weighted forward prediction error vector as

\[
\varepsilon_f(k,i+1) = \hat{x}(k) - X^T(k-1,i+1)w_f(k,i+1)
\]

(7.3)

where

\[
\hat{x}(k) = [x(k) \lambda^{1/2}x(k-1) \lambda x(k-2) \ldots \lambda^{k/2}x(0)]^T
\]
\[ \varepsilon_f(k, i + 1) = [\varepsilon_f(k, i + 1) \lambda^{1/2} \varepsilon_f(k-1, i + 1) \lambda \varepsilon_f(k-2, i + 1) \ldots \lambda^{k/2} \varepsilon_f(0, i + 1)]^T \]

and

\[ \mathbf{X}(k-1, i + 1) = \begin{bmatrix}
    x(k-1) & \lambda^{1/2} x(k-2) & \cdots & \lambda^{(k-2)/2} x(1) & \lambda^{(k-1)/2} x(0) & 0 \\
    x(k-2) & \lambda^{1/2} x(k-3) & \cdots & \lambda^{(k-2)/2} x(0) & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
    x(k-i-1) & \lambda^{1/2} x(k-i-2) & \cdots & 0 & 0 & 0
\end{bmatrix} \]

It is straightforward to show that \( \varepsilon_f(k, i + 1) \) can be rewritten as

\[ \varepsilon_f(k, i + 1) = \mathbf{X}^T(k, i + 2) \begin{bmatrix} 1 \\ -w_f(k, i + 1) \end{bmatrix} \]  \hspace{1cm} (7.4)

The objective function that we want to minimize in the least-squares sense is the forward prediction error given by

\[ \xi^d_f(k, i + 1) = \varepsilon_f^T(k, i + 1) \varepsilon_f(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} \varepsilon_f^2(l, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} [x(l) - \mathbf{x}^T(l-1, i + 1) \mathbf{w}_f(k, i + 1)]^2 \]  \hspace{1cm} (7.5)

By differentiating \( \xi^d_f(k, i + 1) \) with respect to \( \mathbf{w}_f(k, i + 1) \) and equating the result to zero, we can find the optimum coefficient vector that minimizes the objective function, namely,

\[ \mathbf{w}_f(k, i + 1) = \left[ \sum_{l=0}^{k} \lambda^{k-l} \mathbf{x}(l-1, i + 1) \mathbf{x}^T(l-1, i + 1) \right]^{-1} \sum_{l=0}^{k} \lambda^{k-l} \mathbf{x}(l-1, i + 1) x(l) = \left[ \mathbf{X}(k-1, i + 1) \mathbf{X}^T(k-1, i + 1) \right]^{-1} \mathbf{X}(k-1, i + 1) \hat{x}(k) = \mathbf{R}^{-1}_{Df}(k-1, i + 1) \mathbf{p}_{Df}(k, i + 1) \]  \hspace{1cm} (7.6)

where \( \mathbf{R}_{Df}(k-1, i + 1) \) is equal to the deterministic correlation matrix \( \mathbf{R}_D(k-1) \) of order \( i + 1 \) and \( \mathbf{p}_{Df}(k, i + 1) \) is the deterministic cross-correlation vector between \( x(l) \) and \( \mathbf{x}(l-1, i + 1) \).
The exponentially weighted sum of squared errors can be written as (see equation (7.5)):
\[
\xi_d^d(k, i + 1) = \sum_{l=0}^{k} \lambda^{k - l} \left\{ x^2(l) - 2x(l)x^T(l - 1, i + 1)w_f(k, i + 1) \\
+ \left[ x^T(l - 1, i + 1)w_f(k, i + 1) \right]^2 \right\}
\]
\[
= \sum_{l=0}^{k} \lambda^{k - l} \left[ x^2(l) - x(l)x^T(l - 1, i + 1)w_f(k, i + 1) \right]
+ \sum_{l=0}^{k} \lambda^{k - l} \left[ -x(l) + x^T(l - 1, i + 1)w_f(k, i + 1) \right] x^T(l - 1, i + 1)w_f(k, i + 1)
\]
\[
= \sum_{l=0}^{k} \lambda^{k - l} x(l) \left[ x(l) - x^T(l - 1, i + 1)w_f(k, i + 1) \right]
+ \sum_{l=0}^{k} \lambda^{k - l} x(l)x^T(l - 1, i + 1)w_f(k, i + 1)
\]
\[
\xi_d^d(k, i + 1) = \sum_{l=0}^{k} \lambda^{k - l} x^2(l) - p_{Df}^T(k, i + 1)w_f(k, i + 1)
\]
\[
= \sigma_f^2(k) - w_f^T(k, i + 1)p_{Df}(k, i + 1)
\]
\[
(7.7)
\]

If we replace equation (7.6) in the second term of the last relation above, it can be shown by using the fact that \( R_D(k - 1) \) is symmetric that this term is zero. Therefore, the minimum value of \( \xi_d^d(k, i + 1) \) is given by
\[
\xi_{f, \text{min}}^d(k, i + 1) = \sum_{l=0}^{k} \lambda^{k - l} x^2(l) - p_{Df}^T(k, i + 1)w_f(k, i + 1)
\]
\[
= \sigma_f^2(k) - w_f^T(k, i + 1)p_{Df}(k, i + 1)
\]
\[
(7.8)
\]

By combining equation (7.6) for \( w_f(k, i) \) and equation (7.8) for \( \xi_{f, \text{min}}^d(k, i + 1) \) the following matrix equation can be obtained
\[
\begin{bmatrix}
\sigma_f^2(k) & p_{Df}^T(k, i + 1) \\
p_{Df}(k, i + 1) & R_{Df}(k - 1, i + 1)
\end{bmatrix}
\begin{bmatrix}
1 \\
-w_f(k, i + 1)
\end{bmatrix}
= \begin{bmatrix}
\xi_{f, \text{min}}^d(k, i + 1) \\
0
\end{bmatrix}
\]
\[
(7.9)
\]

\(^1\)Notice that no special notation was previously used for the minimum value of the RLS objective function. However, when deriving the lattice algorithms, this definition is necessary.
Since \( \sigma_f^2(k) = \sum_{l=0}^{k} \lambda^{k-l} x^2(l) \) and \( p_{DF}(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} x(l - 1, i + 1) x(l) \), it is possible to conclude that the leftmost term of equation (7.9) can be rewritten as
\[
\begin{bmatrix}
\sum_{l=0}^{k} \lambda^{k-l} x^2(l) & \sum_{l=0}^{k} \lambda^{k-l} x^T(l - 1, i + 1) x(l)
\end{bmatrix}
\begin{bmatrix}
x(l)
x(l - 1, i + 1)
\end{bmatrix} =
\begin{bmatrix}
\sum_{l=0}^{k} \lambda^{k-1} x(l - 1, i + 1) x(l - 1, i + 1)
\end{bmatrix}
\]

Therefore,
\[
R_D(k, i + 2) = \begin{bmatrix}
1
-\mathbf{w}_f(k, i + 1)
\end{bmatrix} = \begin{bmatrix}
\xi_{f_{\min}}^d(k, i + 1)
0
\end{bmatrix}
\]

where \( R_D(k, i + 2) \) corresponds to \( R_D(k) \) used in the previous chapter with dimension \( i + 2 \). The above equation relates the deterministic correlation matrix of order \( i + 2 \) to the minimum least-squares forward prediction error. The appropriate partitioning of matrix \( R_D(k, i + 2) \) enables the derivation of the order-updating equation for the predictor tap coefficients, as will be discussed later.

### 7.2.2 Backward Prediction Problem

The objective of the backward predictor is to generate an estimate of a past sample of a given input sequence using the currently available information of the sequence. For example, sample \( x(k - i - 1) \) can be estimated from \( x(k, i + 1) \), through an FIR backward prediction filter with \( i + 1 \) coefficients as
\[
y_b(k, i + 1) = \mathbf{w}_b^T(k, i + 1) x(k, i + 1)
\]

where \( y_b(k, i + 1) \) is the backward predictor output signal, and
\[
\mathbf{w}_b(k, i + 1) = [w_{b0}(k) w_{b1}(k) \ldots w_{bi}(k)]^T
\]
is the FIR backward prediction coefficient vector.

The instantaneous \textit{a posteriori} backward prediction error is given by
\[
\varepsilon_b(k, i + 1) = x(k - i - 1) - \mathbf{w}_b^T(k, i + 1) x(k, i + 1)
\]

The weighted backward prediction error vector is defined as
\[
\varepsilon_b(k, i + 1) = \mathbf{x}(k - i - 1) - \mathbf{X}^T(k, i + 1) \mathbf{w}_b(k, i + 1)
\]

where
\[
\mathbf{x}(k - i - 1) = [x(k - i - 1) \lambda^{1/2} x(k - i - 2) \ldots \lambda^{(k-i-1)/2} x(0) \ 0 \ldots 0]^T
\]
\[
\varepsilon_b(k, i + 1) = [\varepsilon_b(k, i + 1) \lambda^{1/2} \varepsilon_b(k - 1, i + 1) \ldots \lambda^{k/2} \varepsilon_b(0, i + 1)]^T
\]
and

\[
\mathbf{X}(k, i + 1) = \begin{bmatrix}
    x(k) & \lambda^{1/2}x(k - 1) & \cdots & \lambda^{(k-1)/2}x(1) & \lambda^{k/2}x(0) \\
    x(k - 1) & \lambda^{1/2}x(k - 2) & \cdots & \lambda^{(k-2)/2}x(0) & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    x(k - i) & \lambda^{1/2}x(k - i - 1) & \cdots & 0 & \cdots & 0
\end{bmatrix}
\]

The error vector can be rewritten as

\[
\mathbf{e}_b(k, i + 1) = \mathbf{X}^T(k, i + 2) \begin{bmatrix}
    -\mathbf{w}_b(k, i + 1) \\
    1
\end{bmatrix}
\] (7.14)

The objective function to be minimized in the backward prediction problem is given by

\[
\xi^d_b(k, i + 1) = \mathbf{e}_b^T(k, i + 1)\mathbf{e}_b(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l}\mathbf{e}_b^2(l, i + 1)
\]

\[
= \sum_{l=0}^{k} \lambda^{k-l}[x(l - i - 1) - \mathbf{x}^T(l, i + 1)\mathbf{w}_b(k, i + 1)]^2
\] (7.15)

The optimal solution for the coefficient vector is

\[
\mathbf{w}_b(k, i + 1) = \left[ \sum_{l=0}^{k} \lambda^{k-l}\mathbf{x}(l, i + 1)\mathbf{x}^T(l, i + 1) \right]^{-1} \sum_{l=0}^{k} \lambda^{k-l}\mathbf{x}(l, i + 1)x(l - i - 1)
\]

\[
= \left[ \mathbf{X}(k, i + 1)\mathbf{X}^T(k, i + 1) \right]^{-1}\mathbf{X}(k, i + 1)\hat{x}(k - i - 1)
\]

\[
= \mathbf{R}^{-1}_{Db}(k, i + 1)p_{Db}(k, i + 1)
\] (7.16)

where \( \mathbf{R}_{Db}(k, i + 1) \) is equal to the deterministic correlation matrix \( \mathbf{R}_D(k) \) of order \( i + 1 \), and \( p_{Db}(k, i + 1) \) is the deterministic cross-correlation vector between \( x(l - i - 1) \) and \( \mathbf{x}(l, i + 1) \).

Using the same procedure to derive the minimum least-squares solution in the RLS problem, it can be shown that the minimum value of \( \xi^d_b(k) \) is given by

\[
\xi^d_{b_{\min}}(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l}x(l - i - 1)[x(l - i - 1) - \mathbf{x}^T(l, i + 1)\mathbf{w}_b(k, i + 1)]
\]

\[
= \sum_{l=0}^{k} \lambda^{k-l}x^2(l - i - 1) - \mathbf{p}_{Db}^T(k, i + 1)\mathbf{w}_b(k, i + 1)
\]

\[
= \sigma_b^2(k) - \mathbf{w}_b^T(k, i + 1)p_{Db}(k, i + 1)
\] (7.17)
By combining equations (7.16) and (7.17), we obtain

\[
\begin{bmatrix}
R_{Db}(k, i + 1) & p_{Db}(k, i + 1) \\
p_{Db}^T(k, i + 1) & \sigma^2_b(k)
\end{bmatrix}
\begin{bmatrix}
-w_b(k, i + 1) \\
1
\end{bmatrix}
= \begin{bmatrix}
\sum_{l=0}^{k} \lambda^{k-l}x(l, i + 1)x^T(l, i + 1) & \sum_{l=0}^{k} \lambda^{k-l}x(l, i + 1)x(l - i - 1) \\
\sum_{l=0}^{k} \lambda^{k-l}x^T(l, i + 1)x(l - i - 1) & \sum_{l=0}^{k} \lambda^{k-l}x^2(l - i - 1)
\end{bmatrix}
\begin{bmatrix}
-w_b(k, i + 1) \\
1
\end{bmatrix}
= R_D(k, i + 2)
\begin{bmatrix}
0 \\
1
\end{bmatrix}
\]

(7.18)

where \(R_D(k, i + 2)\) is equal to \(R_D(k)\) of dimension \(i + 2\). The above equation relates the deterministic correlation matrix of order \(i + 1\) to the minimum least-squares backward prediction error. This equation is important in the derivation of the order-updating equation for the backward predictor tap coefficients. This issue is discussed in the following section.

### 7.3 ORDER-UPDATING EQUATIONS

The objective of this section is to derive the order-updating equations for the forward and backward prediction errors. These equations are the starting point to generate the lattice realization.

#### 7.3.1 A New Parameter \(\delta(k, i)\)

Using the results of equations (7.9) and (7.10), and the decomposition of \(R_D(k, i + 2)\) given in equation (7.18), we can show that

\[
R_D(k, i + 2)
\begin{bmatrix}
1 \\
0
\end{bmatrix}
= \begin{bmatrix}
R_D(k, i + 1) & p_{Db}(k, i + 1) \\
p_{Db}^T(k, i + 1) & \sigma^2_b(k)
\end{bmatrix}
\begin{bmatrix}
1 \\
0
\end{bmatrix}
= \begin{bmatrix}
\xi_{f_{\text{min}}}(k, i) \\
0
\end{bmatrix}
\]

(7.19)
where relation (7.9) was employed in the second equality. From the last element relation of the above vector and the definition of $p_{D_b}(k, i + 1)$, we obtain

$$\delta_f(k, i) = \sum_{l=0}^{k} \lambda^{k-l} x(l) x(l - i - 1) - \sum_{l=0}^{k} \lambda^{k-l} x(l - i - 1) x^T(l - 1, i) w_f(k, i)$$

$$= \sum_{l=0}^{k} \lambda^{k-l} x(l) x(l - i - 1) - \sum_{l=0}^{k} \lambda^{k-l} x(l - i - 1) y_f(l, i)$$

$$= \sum_{l=0}^{k} \lambda^{k-l} \varepsilon_f(l, i) x(l - i - 1)$$

and $y_f(l, i) = x^T(l - 1, i) w_f(k, i)$ is the output of a forward prediction filter of order $i - 1$. Note that the parameter $\delta_f(k, i)$ can be interpreted as the deterministic cross-correlation between the forward prediction error $\varepsilon_f(l, i)$ with the coefficients fixed at $w_f(k, i)$ and the desired signal of the backward predictor filter $x(l - i - 1)$.

Similarly, using the results of equations (7.17) and (7.18) it can be shown that

$$R_D(k, i + 2) \begin{bmatrix} 0 \\ -w_b(k - 1, i) \end{bmatrix} = \begin{bmatrix} \sigma_f^2(k) & p_{D_f}(k, i + 1) \\ p_{D_f}(k, i + 1) & R_D(k - 1, i + 1) \end{bmatrix} \begin{bmatrix} 0 \\ -w_b(k - 1, i) \end{bmatrix}$$

$$= \begin{bmatrix} \delta_b(k, i) \\ 0 \end{bmatrix}$$

(7.20)

where in the second equality we applied the result of equation (7.18), and

$$\delta_b(k, i) = \sum_{l=0}^{k} \lambda^{k-l} x(l - i - 1) x(l) - \sum_{l=0}^{k} \lambda^{k-l} x(l) x^T(l - 1, i) w_b(k - 1, i)$$

$$= \sum_{l=0}^{k} \lambda^{k-l} x(l - i - 1) x(l) - \sum_{l=0}^{k} \lambda^{k-l} x(l) y_b(l - 1, i)$$

$$= \sum_{l=0}^{k} \lambda^{k-l} \varepsilon_b(l - 1, i) x(l)$$

where $y_b(l - 1, i) = x^T(l - 1, i) w_b(k - 1, i)$ is the output of a backward prediction filter of order $i - 1$ with the input data of instant $l - 1$, when the coefficients of the predictor are $w_b(k - 1, i)$. The parameter $\delta_b(k, i)$ can be interpreted as the deterministic cross-correlation between the backward prediction error $\varepsilon_b(l - 1, i)$ and the desired signal of the forward predictor filter $x(l)$. 
In equations (7.19) and (7.20) two new parameters were defined, namely $\delta_f(k,i)$ and $\delta_b(k,i)$. In the following derivations we will show that these parameters are equal. If $R_D(k,i + 2)$ is premultiplied by $[0 \ - w^T_b(k-1,i) \ 1]$ and postmultiplied by $[1 \ - w_f(k,i) \ 0]^T$, it can be shown that

$$[0 \ - w^T_b(k-1,i) \ 1] R_D(k,i + 2) \begin{bmatrix} 1 \\ -w_f(k,i) \\ 0 \end{bmatrix} = \delta_f(k,i)$$ (7.21)

By transposing the first and last terms of equation (7.20) the following relation is obtained

$$[0 \ - w^T_b(k-1,i) \ 1] R_D(k,i + 2) = \begin{bmatrix} \delta_b(k,i) \\ 0 \\ \xi^{d}_{b_{\text{min}}}(k-1,i) \end{bmatrix}$$ (7.22)

By substituting this result in equation (7.21), we obtain

$$\begin{bmatrix} \delta_b(k,i) \\ 0 \\ \delta^2_b(k,i) \end{bmatrix} R_D(k,i + 2) \begin{bmatrix} 1 \\ -w_f(k,i) \\ 0 \end{bmatrix} = \delta_b(k,i)$$ (7.23)

Therefore, from equations (7.21) and (7.23) we conclude that

$$\delta_f(k,i) = \delta_b(k,i) = \delta(k,i)$$ (7.24)

In effect, the deterministic cross-correlations between $\varepsilon_f(l,i)$ and $x(l-i-1)$ and between $\varepsilon_b(l-1,i)$ and $x(l)$ are equal.

### 7.3.2 Order Updating of $\xi^{d}_{b_{\text{min}}}(k,i)$ and $w_b(k,i)$

The order updating of the minimum LS error and the tap coefficients for the backward predictor can be deduced by multiplying equation (7.19) by the scalar $\delta(k,i)/\xi^{d}_{f_{\text{min}}}(k,i)$, i.e.,

$$\frac{\delta(k,i)}{\xi^{d}_{f_{\text{min}}}(k,i)} R_D(k,i + 2) \begin{bmatrix} 1 \\ -w_f(k,i) \\ 0 \end{bmatrix} = \begin{bmatrix} \delta(k,i) \\ 0 \\ \delta^2(k,i) \end{bmatrix}$$ (7.25)

Subtracting equation (7.20) from this result yields

$$R_D(k,i + 2) \begin{bmatrix} \frac{\delta(k,i)}{\xi^{d}_{f_{\text{min}}}(k,i)} \\ \delta^2(k,i) \end{bmatrix} = \begin{bmatrix} 0 \\ \xi^{d}_{b_{\text{min}}}(k-1,i) + \frac{\delta^2(k,i)}{\xi^{d}_{f_{\text{min}}}(k,i)} \end{bmatrix}$$ (7.26)
Comparing equations (7.18) and (7.26), we conclude that

$$\xi_d^{b_{\min}}(k, i + 1) = \xi_d^{b_{\min}}(k - 1, i) - \frac{\delta^2(k, i)}{\xi_d^{f_{\min}}(k, i)}$$

(7.27)

and

$$w_b(k, i + 1) = \begin{bmatrix} 0 \\ -1 \end{bmatrix} - \frac{\delta(k, i)}{\xi_d^{f_{\min}}(k, i)} \begin{bmatrix} 0 \\ -1 \end{bmatrix} w_f(k, i)$$

(7.28)

### 7.3.3 Order Updating of $\xi_d^d_{f_{\min}}(k, i)$ and $w_f(k, i)$

Similarly, by multiplying equation (7.20) by $\delta(k, i)/\xi_d^{b_{\min}}(k - 1, i)$, we get

$$\frac{\delta(k, i)}{\xi_d^{b_{\min}}(k - 1, i)} R_D(k, i + 2) \begin{bmatrix} 0 \\ -1 \end{bmatrix} = \begin{bmatrix} \delta^2(k, i) \\ 0 \end{bmatrix}$$

(7.29)

Subtracting equation (7.29) from equation (7.19), it follows that

$$R_D(k, i + 2) \begin{bmatrix} 1 \\ -1 \end{bmatrix} = \begin{bmatrix} \xi_d^{d_{f_{\min}}}(k, i) - \frac{\delta^2(k, i)}{\xi_d^{b_{\min}}(k - 1, i)} \\ 0 \end{bmatrix}$$

(7.30)

Comparing this equation with equation (7.9), we conclude that

$$\xi_d^{d_{f_{\min}}}(k, i + 1) = \xi_d^{d_{f_{\min}}}(k, i) - \frac{\delta^2(k, i)}{\xi_d^{b_{\min}}(k - 1, i)}$$

(7.31)

and

$$w_f(k, i + 1) = \begin{bmatrix} w_f(k, i) \\ 0 \end{bmatrix} - \frac{\delta(k, i)}{\xi_d^{d_{f_{\min}}}(k - 1, i)} \begin{bmatrix} w_b(k - 1, i) \\ -1 \end{bmatrix}$$

(7.32)

### 7.3.4 Order Updating of Prediction Errors

The order updating of the *a posteriori* forward and backward prediction errors can be derived as described below. From the definition of *a posteriori* forward error, we have

$$\varepsilon_f(k, i + 1) = x^T(k, i + 2) \begin{bmatrix} 1 \\ -1 \end{bmatrix}$$

(7.33)
where in the second equality we employed the order-updating equation (7.32) for the forward prediction coefficients. The coefficient \( \kappa_f(k, i) = \frac{\delta(k, i)}{\xi_{f_{\text{min}}}^d(k-1, i)} \) is the so-called forward reflection coefficient.

The order updating of the \textit{a posteriori} backward prediction error is obtained by using equation (7.28) as

\[
\varepsilon_b(k, i + 1) = x^T(k, i + 2) \begin{bmatrix}
-w_b(k, i + 1) \\
1
\end{bmatrix} + \frac{\delta(k, i)}{\xi_{f_{\text{min}}}^d(k, i)} x^T(k, i + 2) \begin{bmatrix}
-1 \\
0
\end{bmatrix} + \delta(k, i) \xi_d^f_{\text{min}}(k, i)
\]

\[
= \varepsilon_b(k - 1, i) - \kappa_b(k, i) \varepsilon_f(k, i)
\]

(7.34)

where we employed the order-updating equation for the backward prediction coefficients (7.28) in the second equality. The coefficient \( \kappa_b(k, i) = \frac{\delta(k, i)}{\xi_{f_{\text{min}}}^d(k, i)} \) is the backward reflection coefficient.

Equations (7.33) and (7.34) above can be implemented with a lattice section as illustrated in Fig. 7.1.a. An order-increasing lattice-based forward and backward predictor can be constructed as illustrated in Fig. 7.1.b. The coefficients \( \kappa_b(k, i) \) and \( \kappa_f(k, i) \) are often called reflection coefficients of the lattice realization.

In the first section of the lattice, the forward and backward prediction errors are equal to the input signal itself since no prediction is performed before the first lattice section; therefore

\[
\varepsilon_b(k, 0) = \varepsilon_f(k, 0) = x(k)
\]

(7.35)

and

\[
\xi_{f_{\text{min}}}^d(k, 0) = \xi_{b_{\text{min}}}^d(k, 0) = \sum_{l=0}^{k} \lambda^{k-l} x^2(l) = x^2(k) + \lambda \xi_{f_{\text{min}}}^d(k - 1, 0)
\]

(7.36)

A closer look at equations (7.9) and (7.18) leads to the conclusion that the backward and forward predictors utilize the same information matrix \( \mathbf{R}_D(k, i + 2) \). This result was key in deriving the expressions for the \textit{a posteriori} forward and backward prediction errors of equations (7.33) and (7.34). Of particular note, these expressions can be shown to be independent of the predictor tap coefficients. This result will be proved in the following section, which will present an updating formula for \( \delta(k, i) \) that is not directly dependent on \( w_f(k, i) \) and \( w_b(k - 1, i) \).

Now that all order-updating equations are available, it is necessary to derive the time-updating equations to allow the adaptation of the lattice predictor coefficients.
7.4 TIME-UPDATING EQUATIONS

The time-updating equations are required to deal with the new incoming data that becomes available. Recall that up to this point in this text we have studied adaptive-filtering algorithms utilizing the new incoming data as soon as it becomes available. In this section, the time-updating equations for the internal quantities of the lattice algorithm are derived.

7.4.1 Time Updating for Prediction Coefficients

From equation (7.6), the time updating of the forward prediction filter coefficients is given by

\[ w_f(k, i) = S_D(k - 1, i)p_{Df}(k, i) \]
\[ = R_{Df}^{-1}(k - 1, i)p_{Df}(k, i) \] \hspace{1cm} (7.37)

This is the standard expression for the computation of the optimal coefficient vector leading to the minimization of the LS objective function and adapted to the forward prediction case.

The updating formula of \( S_D(k, i) \) based on the matrix inversion lemma derived in the previous chapter (see Algorithm 5.2) for the conventional RLS algorithm can be used in equation (7.37). The resulting
The last term in equation (7.38) can be simplified if we apply the refined definition based on equation (5.11)
\[
\phi(k-1, i) = \frac{\psi(k-1, i)}{\lambda + \psi^T(k-1, i)x(k-1, i)}
\] (7.39)
where \(\phi(k-1, i)\) now includes the order index \(i\). Using this definition in the second and third terms of the last expression of equation (7.38), it can be shown that
\[
\mathbf{w}_f(k, i) = \mathbf{w}_f(k-1, i) + \phi(k-1, i)[x(k) - \mathbf{w}_f^T(k-1, i)x(k-1, i)]
\]
\[
= \mathbf{w}_f(k-1, i) + \phi(k-1, i)e_f(k, i)
\] (7.40)
where \(e_f(k, i)\) is the \textit{a priori} forward prediction error of a predictor of order \(i - 1^2\), so-called because it utilizes the tap coefficients of the previous instant \(k-1\).

Following similar steps to those used to derive equation (7.40), we can show that the time updating for the backward predictor filter is given by
\[
\mathbf{w}_b(k, i) = \frac{1}{\lambda} \left[ \mathbf{S}_D(k-1, i) - \frac{\psi(k, i)\psi^T(k, i)}{\lambda + \psi^T(k, i)x(k, i)} \right] \left[ \lambda \mathbf{p}_{Db}(k-1, i) + x(k, i)x(k-i) \right]
\]
\[
= \mathbf{w}_b(k-1, i) - \phi(k, i)x(k, i)\mathbf{w}_b(k-1, i) + \phi(k, i)x(k-i)
\]
\[
= \mathbf{w}_b(k-1, i) + \phi(k, i)e_b(k, i)
\] (7.41)
where \(e_b(k, i)\) is the \textit{a priori} backward prediction error of a predictor filter of order \(i - 1\).

\(^2\)The predictor filter is of order \(i - 1\) whereas the predictor including the desired signal is of order \(i\).
### 7.4.2 Time Updating for $\delta(k, i)$

From the computational point of view, it would be interesting to compute the prediction errors without explicitly using the predictor’s tap coefficients, because working with these coefficients requires the use of inner products. In order to achieve this, a time-updating expression for $\delta(k, i)$ is derived. A byproduct of this derivation is the introduction of a new parameter, namely $\gamma(k, i)$, that is shown to be a conversion factor between a priori and a posteriori errors.

From the definition in equation (7.19), we have

$$
\delta(k, i) = \mathbf{p}^T_Db(k, i + 1) \begin{bmatrix} 1 \\ -w_f(k, i) \end{bmatrix}
$$

(7.42)

where $\mathbf{p}_Db(k, i + 1)$ can be expressed in recursive form as

$$
\mathbf{p}_Db(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} x(l, i + 1) x(l - i - 1)
= x(k, i + 1) x(k - i - 1) + \lambda \mathbf{p}_Db(k - 1, i + 1)
$$

(7.43)

Substituting equations (7.40) and (7.43) in equation (7.42), we get

$$
\delta(k, i) = [x(k - i - 1) x^T(k, i + 1) + \lambda \mathbf{p}^T_Db(k - 1, i + 1)]
\begin{bmatrix} 1 \\ -w_f(k - 1, i) - \phi(k - 1, i) e_f(k, i) \end{bmatrix}
\begin{bmatrix} \lambda \delta(k - 1, i) + \lambda \mathbf{p}^T_Db(k - 1, i + 1) \\ x(k - i - 1) x^T(k, i + 1) \\ x(k - i - 1) x^T(k, i + 1) \end{bmatrix}
$$

(7.44)

where the equality of equation (7.42) for the order index $i - 1$ was used to obtain the first term of the last equality.

We now derive two relations which are essential to obtain a time-updating equation for $\delta(k, i)$. The resulting equation is efficient from the computational point of view. From the definitions of $\phi(k - 1, i)$ and $\psi(k - 1, i)$, (see equation (7.39) and the comments after equation (7.38) respectively) it can be
shown that
\[
\mathbf{p}_{\text{Db}}^T(k-1,i+1) \begin{bmatrix} 0 & \phi(k-1,i) \end{bmatrix} = \mathbf{p}_{\text{Db}}^T(k-2,i) \phi(k-1,i) \\
= \frac{\mathbf{p}_{\text{Db}}^T(k-2,i) \psi(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= \frac{\mathbf{p}_{\text{Db}}^T(k-2,i) \mathbf{S}_D(k-2,i) \mathbf{x}(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= \frac{\mathbf{w}_b^T(k-2,i) \mathbf{x}(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= -\frac{e_b(k-1,i) - \mathbf{x}(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} 
\]
(7.45)

Now using equation (7.39) it is possible to obtain the relation
\[
\mathbf{x}^T(k,i+1) \begin{bmatrix} 0 & \phi(k-1,i) \end{bmatrix} = \mathbf{x}^T(k-1,i) \mathbf{S}_D(k-2,i) \mathbf{x}(k-1,i) \\
= \frac{\mathbf{w}_b^T(k-2,i) \mathbf{x}(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= -\frac{e_b(k-1,i) - \mathbf{x}(k-1,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} 
\]
(7.46)

If we recall that the \textit{a priori} forward prediction error can be computed in the form
\[
\mathbf{x}^T(k,i+1) \begin{bmatrix} 1 & -\mathbf{w}_f(k-1,i) \end{bmatrix} = e_f(k,i) 
\]
and by substituting equations (7.45) and (7.46) into equation (7.44), after some straightforward
manipulations, we obtain the following time-updating equation for \(\delta(k,i)\)
\[
\delta(k,i) = \lambda \delta(k-1,i) + \frac{\lambda e_b(k-1,i) e_f(k,i)}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= \lambda \delta(k-1,i) + \gamma(k-1,i) e_b(k-1,i) e_f(k,i) 
\]
(7.47)
where
\[
\gamma(k-1,i) = \frac{\lambda}{\lambda + \psi^T(k-1,i) \mathbf{x}(k-1,i)} \\
= 1 - \phi^T(k-1,i) \mathbf{x}(k-1,i) 
\]
(7.48)
The last relation follows from the definition of \(\phi(k-1,i)\) in equation (7.39). Parameter \(\gamma(k-1,i)\)
plays a key role in the relation between the \textit{a posteriori} and \textit{a priori} prediction errors, as will be
demonstrated below.

In order to allow the derivation of a lattice-based algorithm utilizing only \textit{a posteriori} errors, the
relationship between the \textit{a priori} and \textit{a posteriori} errors is now derived. The \textit{a posteriori} forward
prediction error is related to the \textit{a priori} forward prediction error as
\[
\varepsilon_f(k, i) = x(k) - w_f^T(k, i)x(k - 1, i) \\
= x(k) - w_f^T(k - 1, i)x(k - 1, i) - \phi^T(k - 1, i)x(k - 1, i)e_f(k, i) \\
= e_f(k, i)[1 - \phi^T(k - 1, i)x(k - 1, i)] \\
= e_f(k, i)\gamma(k - 1, i)
\] (7.49)

Similarly, the relationship between \textit{a posteriori} and \textit{a priori} backward prediction errors can be expressed as
\[
\varepsilon_b(k, i) = x(k - i) - w_b^T(k, i)x(k, i) \\
= x(k - i) - w_b^T(k - 1, i)x(k - 1, i) - \phi^T(k, i)x(k, i)e_b(k, i) \\
= e_b(k, i)[1 - \phi^T(k, i)x(k, i)] \\
= e_b(k, i)\gamma(k, i)
\] (7.50)

Parameter $\gamma(k, i)$ is often called a conversion factor between \textit{a priori} and \textit{a posteriori} errors.

Using equations (7.49) and (7.50), equation (7.47) can be expressed as
\[
\delta(k, i) = \lambda\delta(k - 1, i) + \frac{\varepsilon_b(k - 1, i)\varepsilon_f(k, i)}{\gamma(k - 1, i)}
\] (7.51)

As a general rule each variable of the lattice-based algorithms requires an order-updating equation. Therefore, an order-updating equation for $\gamma(k, i)$ is necessary. This is the objective of the derivations in the following subsection.

7.4.3 Order Updating for $\gamma(k, i)$

Variable $\gamma(k - 1, i)$ is defined by
\[
\gamma(k - 1, i) = 1 - \phi^T(k - 1, i)x(k - 1, i)
\]

where $\phi(k - 1, i) = S_D(k - 1, i)x(k - 1, i)$. The relation for $\phi(k - 1, i)$ can be obtained by replacing $S_D(k - 1, i)$ by the expression derived by the matrix inversion lemma of equation (5.5) and verifying that the resulting simplified expression leads to equation (7.39). By multiplying the expression $\phi(k - 1, i) = S_D(k - 1, i)x(k - 1, i)$ by $R_D(k - 1, i)$ on both sides, we obtain the following relation
\[
R_D(k - 1, i)\phi(k - 1, i) = x(k - 1, i)
\] (7.52)

With this equation, we will be able to derive an order-updating equation for $\phi(k - 1, i)$ with the aid of an appropriate partitioning of $R_D(k - 1, i)$. 
By partitioning matrix $R_D(k-1, i)$ as in equation (7.19), we get

\[
R_D(k-1, i) \begin{bmatrix} \phi(k-1, i-1) \\ 0 \end{bmatrix} = \begin{bmatrix} R_D(k-1, i-1) & p_{Db}(k-1, i-1) \\ p_{Db}^T(k-1, i-1) & \sigma_b^2(k-1) \end{bmatrix} \begin{bmatrix} \phi(k-1, i-1) \\ 0 \end{bmatrix} = \begin{bmatrix} R_{Db}(k-1, i-1)\phi(k-1, i-1) \\ p_{Db}^T(k-1, i-1)\phi(k-1, i-1) \end{bmatrix}
\]

We can proceed by replacing $\phi(k-1, i-1)$ using equation (7.52) in the last element of the above vector, that is,

\[
R_D(k-1, i) \begin{bmatrix} \phi(k-1, i-1) \\ 0 \end{bmatrix} = \begin{bmatrix} R_{Db}(k-1, i-1)\phi(k-1, i-1) \\ p_{Db}^T(k-1, i-1)\phi(k-1, i-1) \end{bmatrix} = \begin{bmatrix} \phi(k-1, i-1) \\ 0 \end{bmatrix} - \begin{bmatrix} 0 \\ \epsilon_b(k-1, i-1) \end{bmatrix}
\]

By multiplying the above equation by $S_D(k-1, i)$, we have

\[
\begin{bmatrix} \phi(k-1, i-1) \\ 0 \end{bmatrix} = \phi(k-1, i) - S_D(k-1, i) \begin{bmatrix} 0 \\ \epsilon_b(k-1, i-1) \end{bmatrix}
\]

If we replace the above relation in the definition of the conversion factor, we deduce

\[
\gamma(k-1, i) = 1 - \phi^T(k-1, i)x(k-1, i) = \gamma(k-1, i-1) - \left[0^T \epsilon_b(k-1, i)\right]^T S_D(k-1, i)x(k-1, i)
\]

This equation can be expressed into a more useful form by using a partitioned version of $S_D(k-1, i)$ given by

\[
S_D(k-1, i) = \begin{bmatrix} 0 & 0^T \\ 0 & S_D(k-2, i-1) \end{bmatrix} + \frac{1}{\xi_{f_{min}}(k-1, i-1)} \begin{bmatrix} 1 & 1 \\ -w_f(k-1, i-1) & w_f^T(k-1, i-1) \end{bmatrix}
\]

The proof of validity of the above expression follows.
Proof:

The partitioned expression of $R_D(k-1, i)$ is

$$R_D(k-1, i) = \begin{bmatrix} 0 & 0^T \\ 0 & R_D(k-2, i-1) \end{bmatrix} + \begin{bmatrix} \sigma_f^2(k-1) & p_{Df}(k-1, i-1) \\ p_{Df}(k-1, i-1) & 0_{i-1, i-1} \end{bmatrix}$$

(7.57)

By assuming equation (7.56) is valid and premultiplying it by $R_D(k-1, i)$ as in equation (7.57), it follows that

$$R_D(k-1, i)S_D(k-1, i) = \begin{bmatrix} 0 & 0^T \\ 0 & I_{i-1, i-1} \end{bmatrix} + \begin{bmatrix} 0 & 0^T \\ 0 & 0_{i-2, i-2} \end{bmatrix} + \frac{1}{\xi_f^d(k-1, i-1)} \begin{bmatrix} \xi_f^d(k-1, i-1) \\ 0 \end{bmatrix}$$


$$= \begin{bmatrix} 0 & 0_{i-1, i-1}^T \\ 0_{i-1, i-1} & 0_{i-2, i-2} \end{bmatrix} + \begin{bmatrix} 1 & -w_f^T(k-1, i-1) \\ -w_f^T(k-1, i-1) & 1 \end{bmatrix} = I_{i, i}$$

proving the validity of equation (7.56).

By applying equation (7.56) in equation (7.55), we obtain

$$\gamma(k, i + 1) = 1 - \phi^T(k, i + 1)x(k, i + 1)$$

$$= \gamma(k - 1, i) - \frac{\varepsilon_f^2(k, i)}{\xi_f^d(k, i)}$$

(7.58)

Following a similar method to that used in deriving equation (7.56), it can be shown that

$$S_D(k-1, i) = \begin{bmatrix} S_D(k-1, i-1) & 0_{i-1} \\ 0_{i-1}^T & 0 \end{bmatrix} + \frac{1}{\xi_b^d(k-1, i-1)} \begin{bmatrix} -w_b(k-1, i-1) \\ 1 \end{bmatrix} \begin{bmatrix} -w_b^T(k-1, i-1) \\ 1 \end{bmatrix}$$

(7.59)
Now by replacing the above equation in equation (7.55), we can show that
\[
\gamma(k - 1, i) = \gamma(k - 1, i - 1) - \frac{\varepsilon_b(k - 1, i - 1)}{\xi_{b_{\text{min}}}(k - 1, i - 1)} \left[ -w_b T(k - 1, i - 1) \right] x(k - 1, i)
\]
\[
= \gamma(k - 1, i - 1) - \frac{\varepsilon_b^2(k - 1, i - 1)}{\xi_{d_{\text{min}}}(k - 1, i - 1)}
\]
(7.60)

The last equation completes the set of relations required to solve the backward and forward prediction problems. In the following section, the modeling of a reference signal (joint-processor estimation) is discussed.

### 7.5 Joint-Process Estimation

In the previous sections, we considered only the forward and backward prediction problems and explored some common features in their solutions. In a more general situation, the goal is to predict the behavior of one process represented by \(d(k)\) through measurements of a related process contained in \(x(k, i + 1)\). Therefore, it is important to derive an adaptive lattice-based realization to match a desired signal \(d(k)\) through the minimization of the weighted squared error function given by

\[
\xi_d(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} \varepsilon^2(l, i + 1)
\]
\[
= \sum_{l=0}^{k} \lambda^{k-l} [d(l) - w^T(k, i + 1)x(l, i + 1)]^2
\]
(7.61)

where \(y(k, i + 1) = w^T(k, i + 1)x(k, i + 1)\) is the adaptive-filter output signal and \(\varepsilon(l, i + 1)\) is the a posteriori error at a given instant \(l\) if the adaptive-filter coefficients were fixed at \(w(k, i + 1)\). The minimization procedure of \(\xi_d(k, i + 1)\) is often called joint-process estimation.

The prediction lattice realization generates the forward and backward prediction errors and requires some feedforward coefficients to allow the minimization of \(\xi_d(k, i + 1)\). In fact, the lattice predictor in this case works as a signal processing building block which improves the quality of the signals (in the sense of reducing the eigenvalue spread of the autocorrelation matrix) that are inputs to the output taps. The question is where should the taps be placed. We give some statistical arguments for this choice here. First, we repeat, for convenience, the expression of the backward prediction error:

\[
\varepsilon_b(k, i + 1) = x^T(k, i + 2) \left[ -w_b(k, i + 1) \right]
\]

From the orthogonality property of the RLS algorithm, for \(k \to \infty\), we can infer that

\[
E[\varepsilon_b(k, i + 1)x(k - l)] = 0
\]
for \(l = 0, 1, \ldots, i\). From this equation, it is possible to show that

\[
E[\varepsilon_b(k, i + 1)x^T(k, i + 1)] = \theta^T
\]
If we postmultiply the above equation by \([-w_b(k, i)]^T\), we obtain
\[
E \left\{ \varepsilon_b(k, i + 1)x^T(k, i + 1) \left[ -w_b(k, i) 1 \right] \right\} = E[\varepsilon_b(k, i + 1)\varepsilon_b(k, i)] = 0
\]
This result shows that backward prediction errors of consecutive orders are uncorrelated. Using similar arguments one can show that \(E[\varepsilon_b(k, i + 1)\varepsilon_b(k, l)] = 0\), for \(l = 0, 1, \ldots, i\).

In problem 4, it is shown that backward prediction errors are uncorrelated with each other in the sense of time averaging and, as a consequence, should be naturally chosen as inputs to the output taps. The objective function can now be written as
\[
\xi^d(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} \varepsilon^2(l, i + 1)
\]
where \(\hat{\varepsilon}_b^T(k, i + 1) = [\varepsilon_b(k, 0) \varepsilon_b(k, 1) \ldots \varepsilon_b(k, i)]\) is the backward prediction error vector and \(v^T(k, i + 1) = [v_0(k) v_1(k) \ldots v_i(k)]\) is the feedforward coefficient vector.

The main objective of the present section is to derive a time-updating formula for the output tap coefficients. From equations (7.61) and (7.62), it is obvious that the lattice realization generates the optimal estimation by using a parameterization different from that related to the direct-form realization. We can derive the updating equations for the elements of the forward coefficient vector using the order-updating equation for the tap coefficients of the direct-form realization. Employing equation (7.59), the equivalent optimal solution with the direct-form realization can be expressed as
\[
w(k, i + 1) = S_D(k, i + 1)p_D(k, i + 1)
= \begin{bmatrix} S_D(k, i) & 0_l \\ 0_l^T & 0 \end{bmatrix} p_D(k, i + 1) + \frac{1}{\xi_{b_{\text{min}}}^d(k, i)} \begin{bmatrix} -w_b(k, i) \\ 1 \end{bmatrix} [-w_b^T(k, i) 1] p_D(k, i + 1)
= \begin{bmatrix} w(k, i) & 0 \\ 0 & \delta_D(k, i) \end{bmatrix} \begin{bmatrix} -w_b(k, i) \\ 1 \end{bmatrix}
\]
and

\[ p_D(k, i + 1) = \sum_{l=0}^{k} \lambda^{k-l} x(l, i + 1) d(l) \]

Since

\[ p_D(k, i + 1) = \lambda p_D(k - 1, i + 1) + d(k) x(k, i + 1) \]

and

\[ w_b(k, i) = w_b(k - 1, i) + \phi(k, i) e_b(k, i) \]

see equation (7.41), by following the same steps we used to deduce the time update of \( \delta(k, i) \) in equation (7.47), we can show that

\[ \delta_D(k, i) = \lambda \delta_D(k - 1, i) + \frac{\varepsilon(k, i) e_b(k, i)}{\gamma(k, i)} \]  

(7.64)

By calculating the output signal of the joint-process estimator using the order-updating equation (7.63) for the direct-form realization, we can show that

\[
\begin{align*}
    w^T(k, i + 1) x(k, i + 1) & = [w^T(k, i) \ 0] x(k, i + 1) + \frac{\delta_D(k, i)}{\xi_{b_{\text{min}}}(k, i)} [-w^T_b(k, i) \ 1] x(k, i + 1) \\
    & = y(k, i + 1) + \frac{\delta_D(k, i)}{\xi_{b_{\text{min}}}(k, i)} e_b(k, i)
\end{align*}
\]

(7.65)

This equation can be rewritten as

\[ y(k, i + 1) = y(k, i) + \frac{\delta_D(k, i)}{\xi_{b_{\text{min}}}(k, i)} e_b(k, i) \]  

(7.66)

where it can now be noticed that the joint-predictor output \( y(k, i + 1) \) is a function of the backward prediction error \( e_b(k, i) \). This was the motivation for using the decomposition of \( S_D(k, i + 1) \) given by equation (7.59) in equation (7.63).

The feedforward multiplier coefficients can be identified as

\[ v_i(k) = \frac{\delta_D(k, i)}{\xi_{b_{\text{min}}}(k, i)} \]  

(7.67)

and the \textit{a posteriori} output error of the adaptive filter of order \( i \) from 1 to \( N \) are obtained simultaneously, where

\[ e(k, i + 1) = e(k, i) - v_i(k) e_b(k, i) \]  

(7.68)

The above result was derived by subtracting \( d(k) \) from both sides of equation (7.66). The resulting lattice realization is depicted in Fig. 7.2.

We now have available all the relations required to generate the lattice recursive least-squares adaptive-filtering algorithm based on \textit{a posteriori} estimation errors. The algorithm is described in Algorithm 7.1, which highlights in boxes the terms that should be saved in order to avoid repeated computation.
Algorithm 7.1
Lattice RLS Algorithm
Based on A Posteriori Errors

Initialization

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for $i = 0, 1, \ldots, N$</td>
</tr>
<tr>
<td>$\delta(-1, i) = \delta_D(-1, i) = 0$ (assuming $x(k) = 0$ for $k &lt; 0$)</td>
</tr>
<tr>
<td>$\xi_{b_{\min}}(-1, i) = \xi^d_{f_{\min}}(-1, i) = \epsilon$ (a small positive constant)</td>
</tr>
<tr>
<td>$\gamma(-1, i) = 1$</td>
</tr>
<tr>
<td>$\varepsilon_b(-1, i) = 0$</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

| Do for $k \geq 0$ |
| $\gamma(k, 0) = 1$ |
| $\varepsilon_b(k, 0) = \varepsilon_f(k, 0) = x(k)$ |
| $\xi^d_{b_{\min}}(k, 0) = \xi^d_{f_{\min}}(k, 0) = x^2(k) + \lambda \xi^d_{f_{\min}}(k - 1, 0)$ |
| $\varepsilon(k, 0) = d(k)$ |
| End |

| Do for $i = 0, 1, \ldots, N$ |
| $\delta(k, i) = \lambda \delta(k - 1, i) + \frac{\varepsilon_b(k-1, i)}{\gamma(k-1, i)} \varepsilon_f(k, i)$ |
| (7.51) |
| $\gamma(k, i + 1) = \gamma(k, i) - \frac{\varepsilon_b(k, i)}{\xi^d_{f_{\min}}(k, i)}$ |
| (7.60) |
| $\kappa_b(k, i) = \frac{\delta(k, i)}{\xi^d_{f_{\min}}(k, i)}$ |
| $\kappa_f(k, i) = \frac{\delta(k, i)}{\xi^d_{b_{\min}}(k - 1, i)}$ |
| $\varepsilon_b(k, i + 1) = \varepsilon_b(k - 1, i) - \kappa_b(k, i) \varepsilon_f(k, i)$ |
| (7.34) |
| $\varepsilon_f(k, i + 1) = \varepsilon_f(k, i) - \kappa_f(k, i) \varepsilon_b(k - 1, i)$ |
| (7.33) |
| $\xi^d_{b_{\min}}(k, i + 1) = \xi^d_{b_{\min}}(k - 1, i) - \delta(k, i) \kappa_b(k, i)$ |
| (7.27) |
| $\xi^d_{f_{\min}}(k, i + 1) = \xi^d_{f_{\min}}(k, i) - \delta(k, i) \kappa_f(k, i)$ |
| (7.31) |

<table>
<thead>
<tr>
<th>Feedforward Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_D(k, i) = \lambda \delta_D(k - 1, i) + \frac{\varepsilon_b(k, i)}{\gamma(k, i)} \varepsilon(k, i)$</td>
</tr>
<tr>
<td>(7.64)</td>
</tr>
<tr>
<td>$v_i(k) = \frac{\delta_D(k, i)}{\xi^d_{b_{\min}}(k, i)}$</td>
</tr>
<tr>
<td>(7.67)</td>
</tr>
<tr>
<td>$\varepsilon(k, i + 1) = \varepsilon(k, i) - v_i(k) \varepsilon_b(k, i)$</td>
</tr>
<tr>
<td>(7.68)</td>
</tr>
<tr>
<td>End</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>
7.6 Time Recursions of the Least-Squares Error

In this section, we provide a set of relations for the time updating of the minimum LS error of the prediction problems. These relations allow the derivation of two important equations involving the ratio of conversion factor of consecutive order prediction problems, namely $\gamma_{(k-1,i+1)}^{(k-1,i)}$ and $\gamma_{(k,i+1)}^{(k-1,i)}$. The results provided in this section are required for the derivation of some alternative lattice algorithms such as the error feedback, as well as for the fast RLS algorithms of Chapter 8.

By replacing each term in the definition of the minimum weighted least-squares error for the backward prediction problem by their time-updating equation, we have (see equations (7.16), (7.17))

$$\xi_{b_{\min}}^d (k,i) = \sigma_b^2 (k) - w_b^T (k,i) p_{Db} (k,i)$$

By combining the second and third terms, we get

$$\lambda[\sigma_b^2 (k-1) - w_b^T (k-1,i)p_{Db} (k-1,i)] = \lambda \xi_{b_{\min}}^d (k-1,i)$$

Similarly, by combining the first, fourth and sixth terms, we obtain

$$x(k,i)[x(k,i) - w_b^T (k-1,i)x(k,i) - e_b (k,i)\phi^T (k,i)x(k,i)] = x(k,i)e_b (k,i) [1 - \phi^T (k,i)x(k,i)]$$
Now by applying these results in equation (7.69), we can show that

\[
\xi_{b_{\text{min}}}^d(k,i) = \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)[1 - \phi^T(k,i)x(k,i)]
\]

\[
-\lambda e_b(k,i)\phi^T(k,i)p_{D_b}(k-1,i)
\]

\[
= \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)
\]

\[
-\lambda e_b(k,i)\phi^T(k,i)[x(k-i)x(k,i) + \lambda p_{D_b}(k-1,i)]
\]

If we apply the definition of \(\phi(k,i)\) in equation (7.39) and the equation (7.16) for the backward prediction problem, we obtain

\[
\xi_{b_{\text{min}}}^d(k,i) = \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)
\]

\[
-\lambda e_b(k,i)x(k,i) + \lambda p_{D_b}(k-1,i)
\]

\[
= \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)
\]

\[
-\lambda e_b(k,i)x(k,i) + \lambda p_{D_b}(k-1,i)
\]

\[
= \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)x(k,i) + \lambda p_{D_b}(k-1,i)
\]

\[
= \lambda \xi_{b_{\text{min}}}^d(k-1,i) + x(k-i)e_b(k,i)x(k,i) + \lambda p_{D_b}(k-1,i)
\]

Following similar steps to those used to obtain the above equation, we can show that

\[
\xi_{f_{\text{min}}}^d(k,i) = \lambda \xi_{f_{\text{min}}}^d(k-1,i) + \frac{\varepsilon_b^2(k,i)}{\gamma(k,i)}
\] (7.71)

From the last two equations, we can easily infer the relations that are useful in deriving alternative lattice-based algorithms, namely the normalized and error-feedback algorithms. These relations are

\[
\frac{\lambda \xi_{b_{\text{min}}}^d(k-2,i)}{\xi_{b_{\text{min}}}^d(k-1,i)} = 1 - \frac{\varepsilon_b^2(k-1,i)}{\gamma(k-1,i)\xi_{b_{\text{min}}}^d(k-1,i)}
\]

\[
= \frac{\gamma(k-1,i+1)}{\gamma(k-1,i)}
\] (7.72)

and

\[
\frac{\lambda \xi_{f_{\text{min}}}^d(k-1,i)}{\xi_{f_{\text{min}}}^d(k,i)} = 1 - \frac{\varepsilon_b^2(k,i)}{\gamma(k-1,i)\xi_{f_{\text{min}}}^d(k,i)}
\]

\[
= \frac{\gamma(k,i+1)}{\gamma(k-1,i)}
\] (7.73)

where equations (7.60) and (7.58), respectively, were used in the derivation of the right-hand-side expressions of the above equations.
7.7 Normalized Lattice RLS Algorithm

An alternative form of the lattice RLS algorithm can be obtained by applying a judicious normalization to the internal variables of the algorithm, keeping their magnitude bounded by one. This normalized lattice is specially suitable for fixed-point arithmetic implementation. Also, this algorithm requires fewer recursions and variables than the unnormalized lattices, i.e., only three equations per prediction section per time sample.

7.7.1 Basic Order Recursions

A natural way to normalize the backward and forward prediction errors is to divide them by the square root of the corresponding weighted least-squares error. However, it will be shown that a wiser strategy leads to a reduction in the number of recursions. At the same time, we must think of a way to normalize variable \( \delta(k,i) \). In the process of normalizing \( \varepsilon_f(k,i), \varepsilon_b(k,i) \), and \( \delta(k,i) \), we can reduce the number of equations by eliminating the conversion variable \( \gamma(k,i+1) \). Note that \( \gamma(k,i+1) \) is originally normalized. These goals can be reached if the normalization of \( \delta(k,i) \) is performed as

\[
\mathcal{\delta}(k,i) = \frac{\delta(k,i)}{\sqrt{\xi_{f_{\min}}^d(k,i)\xi_{b_{\min}}^d(k-1,i)}}
\]

(7.74)

By noting that the conversion variable \( \gamma(k-1,i) \) divides the product \( \varepsilon_f(k,i)\varepsilon_b(k-1,i) \) in the time-updating formula (7.51), we can devise a way to perform the normalization of the prediction errors leading to its elimination. The appropriate normalization of the forward and backward estimation errors are, respectively, performed as

\[
\varepsilon_f(k,i) = \frac{\varepsilon_f(k,i)}{\sqrt{\gamma(k-1,i)\xi_{f_{\min}}^d(k,i)}}
\]

(7.75)

\[
\varepsilon_b(k,i) = \frac{\varepsilon_b(k,i)}{\sqrt{\gamma(k,i)\xi_{b_{\min}}^d(k,i)}}
\]

(7.76)

where the terms \( \sqrt{\xi_{f_{\min}}^d(k,i)} \) and \( \sqrt{\xi_{b_{\min}}^d(k,i)} \) perform the power normalization whereas \( \sqrt{\gamma(k-1,i)} \) and \( \sqrt{\gamma(k,i)} \) perform the so-called angle normalization, since \( \gamma(k,i) \) is related to the angle between the spaces spanned by \( x(k-1,i) \) and \( x(k,i) \).

From the above equations and equation (7.51), we can show that

\[
\mathcal{\delta}(k,i)\sqrt{\xi_{f_{\min}}^d(k,i)\xi_{b_{\min}}^d(k-1,i)} = \lambda \mathcal{\delta}(k-1,i)\sqrt{\xi_{f_{\min}}^d(k-1,i)\xi_{b_{\min}}^d(k-2,i)}
\]

\[
+ \mathcal{\varepsilon}_b(k-1,i)\mathcal{\varepsilon}_f(k,i)\sqrt{\xi_{f_{\min}}^d(k,i)\xi_{b_{\min}}^d(k-1,i)}
\]

(7.77)
Therefore,

\[
\delta(k, i) = \lambda \delta(k, i - 1) \sqrt{\frac{\xi_{f, \min}^d(k - 1, i) \xi_{f, \min}^d(k, i) \xi_{b, \min}^d(k - 1, i)}{\xi_{f, \min}^d(k, i) \xi_{b, \min}^d(k - 1, i)}} + \bar{\sigma}(k - 1, i) \sigma_f(k, i) \tag{7.78}
\]

We now show that the term under the square root in the above equation can be expressed in terms of the normalized errors by using equations (7.72), (7.73), (7.75), and (7.76), that is,

\[
\frac{\lambda \xi_{b, \min}^d(k - 2, i)}{\xi_{b, \min}^d(k - 1, i)} = \frac{\gamma(k - 1, i + 1)}{\gamma(k - 1, i)} = 1 - \frac{\varepsilon_b^2(k - 1, i)}{\gamma(k - 1, i) \xi_{b, \min}^d(k - 1, i)} = 1 - \bar{\varepsilon}_b^2(k - 1, i) \tag{7.79}
\]

and

\[
\frac{\lambda \xi_{f, \min}^d(k - 1, i)}{\xi_{f, \min}^d(k, i)} = \frac{\gamma(k, i + 1)}{\gamma(k - 1, i)} = 1 - \frac{\varepsilon_f^2(k, i)}{\gamma(k - 1, i) \xi_{f, \min}^d(k, i)} = 1 - \bar{\varepsilon}_f^2(k, i) \tag{7.80}
\]

Substituting the last two equations into equation (7.78), we can show that

\[
\bar{\delta}(k, i) = \bar{\delta}(k, i - 1) \sqrt{(1 - \bar{\varepsilon}_b^2(k - 1, i))(1 - \bar{\varepsilon}_f^2(k, i))} + \bar{\sigma}(k - 1, i) \sigma_f(k, i) \tag{7.81}
\]

Following a similar procedure used to derive the time-updating equation for \(\bar{\delta}(k, i)\), one can derive the order-updating equation of the normalized forward and backward prediction errors. In the case of the forward prediction error, the following order-updating relation results:

\[
\bar{\varepsilon}_f(k, i + 1) = \sqrt{1 - \delta^2(k, i) \varepsilon_b(k - 1, i)} \left[ \frac{\xi_{f, \min}^d(k, i)}{\xi_{f, \min}^d(k + 1, i)} \sqrt{\gamma(k - 1, i) \gamma(k - 1, i + 1)} \right] \tag{7.82}
\]

Here again, we can express the functions under the square roots in terms of normalized variables. Using equations (7.31), (7.74), and (7.77), it can be shown that

\[
\bar{\varepsilon}_f(k, i + 1) = \frac{\bar{\varepsilon}_f(k, i) - \bar{\delta}(k, i) \varepsilon_b(k - 1, i)}{\sqrt{1 - \varepsilon_b^2(k, i) \varepsilon_b^2(k - 1, i)}} \tag{7.83}
\]
If the same steps to derive $\bar{\varepsilon}_f(k, i+1)$ are followed, we can derive the order-updating equation for the backward prediction error as

$$
\bar{\varepsilon}_b(k, i+1) = \left[ \bar{\varepsilon}_b(k - 1, i) - \bar{\delta}(k, i)\bar{\varepsilon}_f(k, i) \right] \frac{\xi_{\min}^d(k-1, i)}{\xi_{\min}^d(k, i + 1)} \sqrt{\frac{\gamma(k - 1, i)}{\gamma(k, i + 1)}}
$$

$$
= \frac{\bar{\varepsilon}_b(k - 1, i) - \bar{\delta}(k, i)\bar{\varepsilon}_f(k, i)}{\sqrt{1 - \delta^2(k, i)}} \sqrt{\frac{\gamma(k - 1, i)}{\gamma(k, i + 1)}} \frac{\xi_{\min}^d(k, i)}{\xi_{\min}^d(k, i + 1)}
$$

(7.84)

### 7.7.2 Feedforward Filtering

The procedure to generate the joint-processor estimator is repeated here, using normalized variables. Define

$$
\bar{\sigma}_D(k, i) = \frac{\delta_D(k, i)}{\sqrt{\xi_{\min}(k, i)\xi_{\min}^b(k, i)}}
$$

(7.85)

and

$$
\bar{\varepsilon}(k, i) = \frac{\varepsilon(k, i)}{\sqrt{\gamma(k, i)\xi_{\min}^d(k, i)}}
$$

(7.86)

Using a similar approach to that used to derive equation (7.31), one can show that

$$
\xi_{\min}^{d}(k, i + 1) = \xi_{\min}^{d}(k, i) - \frac{\delta_{\min}^d(k, i)}{\xi_{\min}^{d}(k, i)}
$$

(7.87)

The procedure used to derive the order-updating equations for the normalized prediction errors and the parameter $\bar{\delta}(k, i)$ can be followed to derive the equivalent parameters in the joint-process estimation case. For the *a posteriori* output error the following equation results

$$
\bar{\varepsilon}(k, i + 1) = \sqrt{\gamma(k, i + 1)} \sqrt{\frac{\xi_{\min}^{d}(k, i + 1)}{\xi_{\min}^{d}(k, i + 1)}} \left[ \bar{\varepsilon}(k, i) - \bar{\sigma}_D(k, i)\bar{\varepsilon}_b(k, i) \right]
$$

$$
= \frac{1}{\sqrt{1 - \bar{\varepsilon}_b^2(k, i)}} \sqrt{1 - \bar{\delta}_D^2(k, i)} \left[ \bar{\varepsilon}(k, i) - \bar{\sigma}_D(k, i)\bar{\varepsilon}_b(k, i) \right]
$$

(7.88)

The order-updating equation of $\bar{\sigma}_D(k, i)$ is (see equation (7.78))

$$
\bar{\sigma}_D(k, i) = \frac{\sqrt{\lambda^2\xi_{\min}^{d}(k - 1, i)\xi_{\min}^{d}(k - 1, i)\xi_{\min}^{d}(k, i)}}{\xi_{\min}^{d}(k, i)\xi_{\min}^{d}(k, i)} \bar{\sigma}_D(k - 1, i) + \bar{\varepsilon}(k, i)\bar{\varepsilon}_b(k, i)
$$

$$
= \sqrt{(1 - \bar{\varepsilon}_b^2(k, i))(1 - \bar{\delta}_D^2(k, i))} \bar{\sigma}_D(k - 1, i) + \bar{\varepsilon}(k, i)\bar{\varepsilon}_b(k, i)
$$

(7.89)
where we used the fact that
\[
\frac{\lambda \xi^d_{\min}(k-1,i)}{\xi^d_{\min}(k,i)} = 1 - \varepsilon^2(k,i)
\]  (7.90)

The normalized lattice RLS algorithm based on \textit{a posteriori} errors is described in Algorithm 7.2.

Notice that in the updating formulas of the normalized errors, the terms involving the square root operation could be conveniently implemented through separate multiplier coefficients, namely \(\eta_f(k,i)\), \(\eta_b(k,i)\), and \(\eta_D(k,i)\). In this way, one can perform the order updating by calculating the numerator first and proceeding with a single multiplication. These coefficients are given by

\[
\eta_f(k,i+1) = \frac{1}{\sqrt{1 - \delta^2(k,i)}} \frac{1}{\sqrt{1 - \varepsilon^2_D(k,i)}}
\]  (7.91)

\[
\eta_b(k,i+1) = \frac{1}{\sqrt{1 - \delta^2(k,i)}} \frac{1}{\sqrt{1 - \varepsilon^2_f(k,i)}}
\]  (7.92)

\[
\eta_D(k,i+1) = \frac{1}{\sqrt{1 - \varepsilon^2_b(k,i)}} \frac{1}{\sqrt{1 - \delta^2_D(k,i)}}
\]  (7.93)

With these multipliers it is straightforward to obtain the structure for the joint-processor estimator depicted in Fig. 7.3.

\[\text{Figure 7.3 Joint-process estimation normalized lattice realization.}\]

The unique feature of the normalized lattice algorithm is the reduced number of equations and variables at the expense of employing a number of square root operations. These operations can be costly to implement in most types of hardware architectures. Another interesting feature of the...
### Algorithm 7.2

**Normalized Lattice RLS Algorithm Based on A Posteriori Error**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for $i = 0, 1 \ldots, N$</td>
</tr>
<tr>
<td>$\delta_{-1,i} = 0$ (assuming $x(k) = d(k) = 0$ for $k &lt; 0$)</td>
</tr>
<tr>
<td>$\delta_D_{-1,i} = 0$</td>
</tr>
<tr>
<td>$\varepsilon_b_{-1,i} = 0$</td>
</tr>
<tr>
<td>End</td>
</tr>
<tr>
<td>$\sigma^2_x(-1) = \sigma^2_x(1) = \epsilon$ ((\epsilon) small positive constant)</td>
</tr>
</tbody>
</table>

| Do for $k \geq 0$ |
| $\sigma^2_x(k) = \lambda \sigma^2_x(k-1) + x^2(k)$ (Input signal energy) |
| $\sigma^2_d(k) = \lambda \sigma^2_d(k-1) + d^2(k)$ (Reference signal energy) |
| $\varepsilon_b(k, 0) = \varepsilon_f(k, 0) = x(k)/\sigma_x(k)$ |
| $\varepsilon(k, 0) = d(k)/\sigma_d(k)$ |

| Do for $i = 0, 1 \ldots, N$ |
| $\delta(k, i) = \delta(k - 1, i) \sqrt{(1 - \varepsilon^2_b(k - 1, i))(1 - \varepsilon^2_f(k, i))} + \varepsilon_b(k - 1, i)\varepsilon_f(k, i)$ (7.81) |
| $\varepsilon_b(k, i + 1) = \frac{\varepsilon_b(k - 1, i) - \delta(k, i)\varepsilon_f(k, i)}{\sqrt{(1 - \delta^2(k, i))(1 - \varepsilon^2_f(k, i))}}$ (7.84) |
| $\varepsilon_f(k, i + 1) = \frac{\varepsilon_f(k, i) - \delta(k, i)\varepsilon_b(k - 1, i)}{\sqrt{(1 - \delta^2(k, i))(1 - \varepsilon^2_b(k - 1, i))}}$ (7.83) |

| Feedforward Filter |
| $\delta_D(k, i) = \delta_D(k - 1, i) \sqrt{(1 - \varepsilon^2_b(k, i))(1 - \varepsilon^2_f(k, i))} + \varepsilon(k, i)\varepsilon_b(k, i)$ (7.89) |
| $\varepsilon(k, i + 1) = \frac{1}{\sqrt{(1 - \varepsilon^2_f(k, i))(1 - \delta_D^2(k, i))}} \left[ \varepsilon(k, i) - \delta_D(k, i)\varepsilon_b(k, i) \right]$ (7.88) |

| End |

| End |
normalized lattice algorithm is that the forgetting factor $\lambda$ does not appear in the internal updating equations; it appears only in the calculation of the energy of the input and reference signals. This property may be advantageous from the computational point of view in situations where there is a need to vary the value of $\lambda$. On the other hand, since all internal variables are normalized, the actual amplitude of the error signals and other quantities do not match those in other lattice structures. In fact, from the normalized lattice structure one can only effectively extract the shape of the frequency model the structure identifies, since the mapping between the parameters of normalized and non-normalized structures is computationally intensive.

### 7.8 ERROR-FEEDBACK LATTICE RLS ALGORITHM

The reflection coefficients of the lattice algorithm have so far been updated in an indirect way, without time recursions. This section describes an alternative method of updating the reflection coefficients using time updating. These updating equations are recursive in nature and are often called direct updating, since the updating equations used for $\kappa_b(k, i)$ and $\kappa_f(k, i)$ in Algorithm 7.1 are dependent exclusively on quantities other than past reflection coefficients. Algorithms employing the recursive time updating are called error-feedback lattice RLS algorithms. These algorithms have better numerical properties than their indirect updating counterparts [3].

#### 7.8.1 Recursive Formulas for the Reflection Coefficients

The derivation of a direct updating equation for $\kappa_f(k, i)$ starts by replacing $\delta(k, i)$ by its time-updating equation (7.51)

$$\kappa_f(k, i) = \frac{\delta(k, i)}{\xi^d_{b_{\text{min}}}(k - 1, i)} = \frac{\lambda \delta(k - 1, i)}{\xi^d_{b_{\text{min}}}(k - 1, i)} + \frac{\varepsilon_b(k - 1, i) \varepsilon_f(k, i)}{\gamma(k - 1, i) \xi^d_{b_{\text{min}}}(k - 1, i)}$$

By multiplying and dividing the first term by $\xi^d_{b_{\text{min}}}(k - 2, i)$ and next using equation (7.72) in the first and second terms, we obtain

$$\kappa_f(k, i) = \frac{\delta(k - 1, i)}{\xi^d_{b_{\text{min}}}(k - 2, i)} \frac{\lambda \xi^d_{b_{\text{min}}}(k - 2, i)}{\xi^d_{b_{\text{min}}}(k - 1, i)} + \frac{\varepsilon_b(k - 1, i) \varepsilon_f(k, i)}{\gamma(k - 1, i) \xi^d_{b_{\text{min}}}(k - 1, i)} = \frac{\gamma(k - 1, i + 1)}{\gamma(k - 1, i)} \left[ \kappa_f(k - 1, i) + \frac{\varepsilon_b(k - 1, i) \varepsilon_f(k, i)}{\gamma(k - 1, i) \lambda \xi^d_{b_{\text{min}}}(k - 2, i)} \right]$$

(7.94)
Similarly, using equations (7.51) and (7.73), it is straightforward to show that

$$\kappa_b(k, i) = \frac{\gamma(k, i + 1)}{\gamma(k - 1, i)} \left[ \kappa_b(k - 1, i) + \frac{\varepsilon_b(k - 1, i) \varepsilon_f(k, i)}{\gamma(k - 1, i) \lambda \xi_{b_{\min}}^d(k - 1, i)} \right]$$

(7.95)

The feedforward coefficients can also be time updated in a recursive form, by appropriately combining equations (7.64), (7.67), and (7.72). The time-recursive updating equation for $v_i(k)$ is

$$v_i(k) = \frac{\gamma(k, i + 1)}{\gamma(k, i)} \left[ v_i(k - 1) + \frac{\varepsilon(k, i) \varepsilon_b(k, i)}{\gamma(k, i) \lambda \xi_{b_{\min}}^d(k, i)} \right]$$

(7.96)

The error-feedback LRLS algorithm described in Algorithm 7.3 employs the equations (7.94), (7.95), and (7.96). This algorithm is directly derived from Algorithm 7.1.

Alternative a posteriori LRLS algorithms can be obtained if we replace equations (7.27) and (7.31) by (7.70) and (7.72) in Algorithms 7.1 and 7.3, respectively. These modifications as well as possible others do not change the behavior of the LRLS algorithm when implemented with infinite precision (long wordlength). However, differences exist in computational complexity and in the effects of quantization error propagation.

### 7.9 LATTICE RLS ALGORITHM BASED ON A PRIORI ERRORS

The lattice algorithms presented so far are based on a posteriori errors; however alternative algorithms based on a priori errors exist and one of them is derived in this section.

The time updating of the quantity $\delta(k, i)$ as a function of the a priori errors was previously derived (see equation (7.47)) and is repeated here for convenience.

$$\delta(k, i) = \lambda \delta(k - 1, i) + \gamma(k - 1, i) e_b(k - 1, i) e_f(k, i)$$

(7.97)

The time updating of the forward prediction a priori error can be obtained by using equation (7.32) as

$$e_f(k, i + 1) = x^T(k, i + 2) \left[ -w_f(k - 1, i + 1) \right]$$

$$= x^T(k, i + 2) \left[ -w_f(k - 1, i) \right] + \frac{\delta(k - 1, i)}{\xi_{b_{\min}}^d(k - 2, i)} x^T(k, i + 2) \left[ \begin{array}{c} 0 \\ w_b(k - 2, i) \end{array} \right]$$

$$= e_f(k, i) - \frac{\delta(k - 1, i)}{\xi_{b_{\min}}^d(k - 2, i)} e_b(k - 1, i)$$

$$= e_f(k, i) - \kappa_f(k - 1, i) e_b(k - 1, i)$$

(7.98)
Algorithm 7.3

Error-Feedback LRLS Algorithm
Based on A Posteriori Errors

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for ( i = 0, 1 \ldots, N )</td>
</tr>
<tr>
<td>( \kappa_b(-1, i) = \kappa_f(-1, i) = v_i(-1) = \delta(-1, i) = 0, \gamma(-1, i) = 1 )</td>
</tr>
<tr>
<td>( \xi^d_{b_{\text{min}}}(2, i) = \xi^d_{f_{\text{min}}}(1, i) = \xi^d_{f_{\text{min}}}(1, i) = \epsilon ) (a small positive constant)</td>
</tr>
<tr>
<td>( \varepsilon_b(-1, i) = 0 )</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

| Do for \( k \geq 0 \) |
| \( \gamma(k, 0) = 1 \) |
| \( \varepsilon_b(k, 0) = \varepsilon_f(k, 0) = x(k) \) (7.35) |
| \( \xi^d_{f_{\text{min}}}(k, 0) = \xi^d_{b_{\text{min}}}(k, 0) = x^2(k) + \lambda \xi^d_{f_{\text{min}}}(k - 1, 0) \) (7.36) |
| \( \varepsilon(k, 0) = d(k) \) |
| Do for \( i = 0, 1 \ldots, N \) |
| \( \delta(k, i) = \lambda \delta(k - 1, i) + \frac{\varepsilon_b(k-1,i)\varepsilon_f(k,i)}{\xi^2_f(k-1,i)} \) (7.51) |
| \( \gamma(k, i + 1) = \gamma(k, i) - \frac{\varepsilon_b(k,i)}{\xi^2_f(k,i)} \) (7.60) |
| \( \kappa_f(k, i) = \frac{\gamma(k-1,i+1)}{\xi^2_f(k-1,i)} \left[ \kappa_f(k - 1, i) + \frac{\varepsilon_b(k-1,i)\varepsilon_f(k,i)}{\gamma(k-1,i)} \right] \) (7.94) |
| \( \kappa_b(k, i) = \frac{\gamma(k,i+1)}{\xi^2_f(k-1,i)} \left[ \kappa_b(k - 1, i) + \frac{\varepsilon_b(k-1,i)\varepsilon_f(k,i)}{\gamma(k-1,i)} \right] \) (7.95) |
| \( \varepsilon_b(k, i + 1) = \varepsilon_b(k - 1, i) - \kappa_b(k, i)\varepsilon_f(k, i) \) (7.34) |
| \( \varepsilon_f(k, i + 1) = \varepsilon_f(k, i) - \kappa_f(k, i)\varepsilon_b(k - 1, i) \) (7.33) |
| \( \xi^d_{f_{\text{min}}}(k, i + 1) = \xi^d_{f_{\text{min}}}(k, i) - \frac{\delta^2(k, i)}{\xi^2_f(k, i)} \) (7.31) |
| \( \xi^d_{b_{\text{min}}}(k, i + 1) = \xi^d_{b_{\text{min}}}(k - 1, i) - \frac{\delta^2(k, i)}{\xi^2_f(k, i)} \) (7.27) |

| Feedforward Filtering |
| \( v_i(k) = \frac{\gamma(k,i+1)}{\xi^2_f(k,i)} \left[ v_i(k - 1) + \frac{\varepsilon(k,i)\varepsilon_b(k,i)}{\gamma(k,i)\xi^2_{b_{\text{min}}}(k-1,i)} \right] \) (7.96) |
| \( \varepsilon(k, i + 1) = \varepsilon(k, i) - v_i(k)\varepsilon_b(k, i) \) (7.68) |
| End |
| End |
With equation (7.28), we can generate the time-updating equation of the backward prediction *a priori* error as

\[
e_b(k, i + 1) = x^T(k, i + 2) \begin{bmatrix} 0 & -w_b(k - 2, i) \\ -w_b(k - 2, i) & 1 \end{bmatrix} - \frac{\delta(k - 1, i)}{\xi^d_{f_{\text{min}}}(k - 1, i)} x^T(k, i + 2) \begin{bmatrix} -1 \\ 0 \end{bmatrix}
\]

\[
= e_b(k - 1, i) - \frac{\delta(k - 1, i)}{\xi^d_{f_{\text{min}}}(k - 1, i)} e_f(k, i)
\]

\[
= e_b(k - 1, i) - \kappa_b(k - 1, i)e_f(k, i)
\]

(7.99)

The order updating of \(\gamma(k - 1, i)\) can be derived by employing the relations of equations (7.50) and (7.60). The result is

\[
\gamma(k - 1, i + 1) = \gamma(k - 1, i) - \frac{\gamma^2(k - 1, i)e^2_b(k - 1, i)}{\xi^d_{b_{\text{min}}}(k - 1, i)}
\]

(7.100)

The updating of the feedforward coefficients of the lattice realization based on *a priori* errors is performed by the following equations

\[
\delta_D(k, i) = \lambda \delta_D(k - 1, i) + \gamma(k, i)e_b(k, i)e(k, i)
\]

(7.101)

\[
e(k, i + 1) = e(k, i) - v_i(k - 1)e_b(k, i)
\]

(7.102)

\[
v_i(k - 1) = \delta_D(k - 1, i)
\]

(7.103)

The derivations are omitted since they follow the same steps of the predictor equations.

An LRLS algorithm based on *a priori* errors is described in Algorithm 7.4. The normalized and error-feedback versions of the LRLS algorithm based on *a priori* errors also exist and their derivations are left as problems.

### 7.10 QUANTIZATION EFFECTS

A major issue related to the implementation of adaptive filters is their behavior when implemented with finite-precision arithmetic. In particular, the roundoff errors arising from the quantization of the internal quantities of an algorithm propagate internally and can even cause instability. The numerical stability and accuracy are algorithm dependent. In this section, we summarize some of the results obtained in the literature related to the LRLS algorithms [3], [7]-[8].

One of the first attempts to study the numerical accuracy of the lattice algorithms was reported in [7]. Special attention was given to the normalized lattice RLS algorithm, since this algorithm is suitable for fixed-point arithmetic implementation, due to its internal normalization. In this study, it was
Algorithm 7.4
LRLS Algorithm
Based on A Priori Errors

Initialization
Do for \( i = 0, 1, \ldots, N \)
\[
\delta(-1, i) = \delta_D(-1, i) = 0 \quad \text{(assuming } x(k) = 0 \text{ for } k < 0) \\
\gamma(-1, i) = 1 \\
\xi_{\text{b}_{\text{min}}}(0, -1) = \xi_{\text{f}_{\text{min}}}(0, -1) = \epsilon \quad \text{(a small positive constant)} \\
e_b(-1, i) = 0 \\
\kappa_f(-1, i) = \kappa_b(-1, i) = 0 \\
\]
End

Do for \( k \geq 0 \)
\[
\gamma(k, 0) = 1 \\
e_b(k, 0) = e_f(k, 0) = x(k) \\
\xi_{\text{f}_{\text{min}}}(0, 0) = \xi_{\text{b}_{\text{min}}}(0, 0) = x^2(k) + \lambda \xi_{\text{f}_{\text{min}}}(k-1, 0) \\
e(k, 0) = d(k) \\
\]
Do for \( i = 0, 1, \ldots, N \)
\[
\delta(k, i) = \lambda \delta(k-1, i) + \gamma(k-1, i) e_b(k-1, i) e_f(k, i) \\
\gamma(k, i+1) = \gamma(k, i) - \frac{\gamma^2(k, i) e_b^2(k, i)}{\xi_{\text{b}_{\text{min}}}(k, i)} \\
e_b(k, i+1) = e_b(k-1, i) - \kappa_b(k-1, i) e_f(k, i) \\
e_f(k, i+1) = e_f(k, i) - \kappa_f(k-1, i) e_b(k-1, i) \\
\kappa_f(k, i) = \frac{\xi_{\text{f}_{\text{min}}}(k, i)}{\xi_{\text{b}_{\text{min}}}(k, i)} \\
\kappa_b(k, i) = \frac{\xi_{\text{b}_{\text{min}}}(k, i)}{\xi_{\text{f}_{\text{min}}}(k, i)} \\
\xi_{\text{f}_{\text{min}}}(k, i+1) = \xi_{\text{f}_{\text{min}}}(k, i) - \delta(k, i) \kappa_f(k, i) \\
\xi_{\text{b}_{\text{min}}}(k, i+1) = \xi_{\text{b}_{\text{min}}}(k-1, i) - \delta(k, i) \kappa_b(k, i) \\
\]

Feedforward Filtering
\[
\delta_D(k, i) = \lambda \delta_D(k-1, i) + \gamma(k, i) e_b(k, i) e(k, i) \\
e(k, i+1) = e(k, i) - v_i(k-1) e_b(k, i) \\
v_i(k) = \frac{\delta_D(k, i)}{\xi_{\text{b}_{\text{min}}}(k, i)} \\
\]
End
shown that the bias error in the reflection coefficients was more significant than the variance of the estimate error. The bias in the estimated reflection coefficients is mainly caused by the quantization error associated with the calculation of the square roots of \( 1 - \varepsilon^2_b(k - 1, i) \) and \( 1 - \varepsilon^2_f(k, i) \), assuming they are calculated separately. An upper bound for this quantization error is given by

\[
m_{sq} = 2^{-b}
\]

assuming that \( b \) is the number of bits after the sign bit and that quantization is performed through rounding. In the analysis, the basic assumption that \( 1 - \lambda \gg 2^{-b+1} \) was used. The upper bound of the bias error in the reflection coefficients is given by [7]

\[
\Delta \delta(k, i) = \frac{2^{-b+1} \delta(k, i)}{1 - \lambda}
\]

(7.105)

Obviously, the accuracy of this result depends on the validity of the assumptions used in the analysis [7]. However it is a good indication of how the bias is generated in the reflection coefficients. It should also be noted that the above result is valid as long as the updating of the related reflection coefficient does not stop. An analysis for the case in which the updating stops is also included in [7].

The bias error of a given stage of the lattice realization propagates to the succeeding stages and its accumulation in the prediction errors can be expressed as

\[
\Delta \varepsilon^2_b(k, i + 1) = \Delta \varepsilon^2_f(k, i + 1) \approx 2^{-b+2} \sum_{l=0}^{i} \frac{\varepsilon^2_l(k, l)}{1 - \delta^2(k, l)}
\]

(7.106)

for \( i = 0, 1, \ldots, N \). This equation indicates that whenever the value of the parameter \( \delta^2(k, l) \) is small, the corresponding term in the summation is also small. On the other hand, if the value of this parameter tends to one, the corresponding term of the summation is large. Also note that the accumulated error tends to grow as the number of sections of the lattice is increased. In a finite-precision implementation, it is possible to determine the maximum order that the lattice can have such that the error signals at the end of the realization still represent actual signals and not only accumulated quantization noise.

The lattice algorithms remain stable even when using quite short wordlength in fixed- and floating-point implementations. In terms of accuracy the error-feedback algorithms are usually better than the conventional LRLS algorithms [3]. The reduction in the quantization effects of the error-feedback LRLS algorithms is verified in [3], where a number of examples show satisfactory performance for implementation with less than 10 bits in fixed-point arithmetic.

Another investigation examines the finite-wordlength implementation employing floating-point arithmetic of the unnormalized lattice with and without error feedback [8]. As expected, the variance of the accumulated error in the reflection coefficients of the error-feedback algorithms are smaller than that for the conventional LRLS algorithm. Another important issue relates to the so-called self-generated noise that originates in the internal stages of the lattice realization when the order of adaptive filter is greater than necessary. In the cases where the signal-to-noise ratio is high in the desired signal, the
internal signals of the last stages of the lattice realization can reach the quantization level and start self-generated noise, leading to an excess mean-square error and possibly to instability. The stability problem can be avoided by turning off the stages after the one in which the weighted forward and backward squared errors are smaller than a given threshold.

Example 7.1

The system identification problem described in Chapter 3 (subsection 3.6.2) is solved using the lattice algorithms presented in this chapter. The main objective is to compare the performance of the algorithms when implemented in finite precision.

Solution:

We present here the results of using the unnormalized, the normalized and error-feedback \textit{a posteriori} lattice RLS algorithms in the system identification example. All results presented are obtained by running 200 independent experiments and calculating the average of the quantities of interest. We consider the case of eigenvalue spread 20, and \( \lambda = 0.99 \). Parameter \( \epsilon \) is 0.1, 0.01, and 0.1 for the unnormalized, the normalized, and the error-feedback lattice filters, respectively. The measured misadjustments of the lattice algorithms are given in Table 7.1. As expected, the results are close to those obtained by the conventional RLS algorithm, where in the latter the misadjustment is 0.0421. Not included is the result for the normalized lattice because the \( \textit{a posteriori} \) error is not available, in this case the measured normalized MSE is 0.00974.

Table 7.2 summarizes the results obtained by the implementation of the lattice algorithms with finite precision. Parameter \( \epsilon \) in the finite-precision implementation is 0.1, 0.04 and 0.5 for the unnormalized, normalized and error-feedback lattices, respectively. These values assure a good convergence behavior of the algorithms in this experiment. In short-wordlength implementation of the lattice algorithms, it is advisable to test if the denominator expressions of the algorithm steps involving division are not rounded to zero. In the case of the detection of a zero denominator, replace its value by the value of the least significant bit. Table 7.2 shows that for the unnormalized and error-feedback lattices, the mean-squared errors are comparable to the case of the conventional RLS previously shown in Table 5.2. The normalized lattice is more sensitive to quantization errors due to its higher computational complexity. The errors introduced by the calculations to obtain \( \mathbf{w}(k)Q \), starting with the lattice coefficients, is the main reason for the increased values of \( E[||\Delta\mathbf{w}(k)Q||^2] \) shown in Table 7.2. Therefore, this result should not be considered as an indication of poor performance of the normalized lattice implemented with finite precision.
### Table 7.1  Evaluation of the Lattice RLS Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Misadjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unnorm.</td>
<td>0.0416</td>
</tr>
<tr>
<td>Error Feed.</td>
<td>0.0407</td>
</tr>
</tbody>
</table>

### Table 7.2  Results of the Finite-Precision Implementation of the Lattice RLS Algorithms

| No. of bits | $\xi(k)_Q$ | $E[||\Delta w(k)_Q||^2]$ |
|-------------|------------|-------------------------|
| 16          | 1.563 $10^{-3}$ | 8.081 $10^{-3}$ | 1.555 $10^{-3}$ | 9.236 $10^{-4}$ | 2.043 $10^{-3}$ | 9.539 $10^{-4}$ |
| 12          | 1.545 $10^{-3}$ | 8.096 $10^{-3}$ | 1.567 $10^{-3}$ | 9.317 $10^{-4}$ | 2.201 $10^{-3}$ | 9.271 $10^{-4}$ |
| 10          | 1.587 $10^{-3}$ | 10.095 $10^{-3}$ | 1.603 $10^{-3}$ | 9.347 $10^{-4}$ | 4.550 $10^{-3}$ | 9.872 $10^{-4}$ |

### Example 7.2

The channel equalization example first described in subsection 3.6.3 is used in simulations using the lattice RLS algorithm with error feedback. The present example uses a 25th-order equalizer.

#### Solution:

Applying the error-feedback lattice RLS algorithm, using $\lambda = 0.99$ with a 25th-order equalizer, we obtain after 100 iterations the equalizer whose impulse response is shown in Fig. 7.4. The appropriate value of $L$ for this case is 18. The algorithm is initialized with $\epsilon = 0.1$.

The convolution of this response with the channel impulse response is depicted in Fig. 7.5, which clearly approximates an impulse. In this case, the measured MSE was 0.3056, a value comparable with that obtained with the LMS algorithm in the example of subsection 3.6.3. Note that in the LMS case a 50th-order equalizer was used.
Figure 7.4  Equalizer impulse response, lattice RLS algorithm with error feedback.

Figure 7.5  Convolution result, lattice RLS algorithm with error feedback.
7.11 CONCLUDING REMARKS

A number of alternative RLS algorithms based on the lattice realization were introduced. These algorithms consist of stages where growing-order forward and backward predictors of the input signal are built from stage to stage. This feature makes the lattice-based algorithms attractive in a number of applications where information about the statistics of the input signal, such as the order of the input signal model, is useful. Another important feature of the lattice-based algorithms is their robust performance when implemented in finite-precision arithmetic.

Also, their computational complexity of at least $16N$ multiplications per output sample is acceptable in a number of practical situations. However, by starting from the lattice formulation without making extensive use of order updating, it is possible to derive the fast transversal RLS algorithms, which can reduce the computational complexity to orders of $7N$ multiplications per output sample. The derivation of these algorithms is the subject of the Chapter 8.

Several interesting topics related to the lattice formulation of adaptive filters have been addressed in the open literature [9]-[13]. The geometric formulation of the least-squares estimation problem can be used to derive the lattice-based algorithms [9] in an elegant manner. Also, an important situation that we usually find in practice is the case where the input data cannot be considered zero before the first iteration of the adaptive algorithm. The derivation of the lattice algorithms that account for nonzero initial conditions for the input data is found in [10]. Another important problem is the characterization of the conditions under which the stability of the lattice algorithm is maintained when perturbations to the normal operation occur [11]. There is also a family of lattice-based algorithms employing gradient-type updating equations. These algorithms present reduced computational complexity and good behavior when implemented with finite-precision arithmetic [12]-[13].

A number of simulation examples involving the lattice algorithms were presented. In these examples the performance of the lattice algorithm was evaluated in different applications as well as in finite-precision implementations.
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7.13 PROBLEMS

1. Deduce the time-updating formula for the backward predictor coefficients.

2. Given a square matrix

\[
P = \begin{bmatrix} A & B \\
C & D \end{bmatrix}
\]

where \( A \) and \( D \) are also square matrices, the inverse of \( P \) can be expressed as

\[
P^{-1} = \begin{bmatrix}
A^{-1}[I + B(D - CA^{-1}B)^{-1}CA^{-1}] & -A^{-1}B(D - CA^{-1}B)^{-1} \\
-(D - CA^{-1}B^{-1}CA^{-1}) & (D - CA^{-1}B)^{-1}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
(A - BD^{-1}C)^{-1} & -(A - BD^{-1}C)^{-1}BD^{-1} \\
-D^{-1}C(A - BD^{-1}C)^{-1} & D^{-1}[I + C(A - BD^{-1}C)^{-1}BD^{-1}]
\end{bmatrix}
\]

(a) Show the validity of this result.

(b) Use the appropriate partitioned forms of \( R_D(k - 1, i) \) to derive the partitioned forms of \( S_D(k - 1, i) \) of equations (7.56) and (7.59).

3. Derive the time-updating formula of \( \delta_D(k, i) \).

4. Demonstrate that the backward a posteriori prediction errors \( \varepsilon_b(k, i) \) and \( \varepsilon_b(k, j) \) for \( i \neq j \) are uncorrelated when the average is calculated over time.

5. Justify the initialization of \( \xi_{db, min}^d(0) \) and \( \xi_{fb, min}^d(0) \) in the lattice RLS algorithm.

6. Derive the a posteriori lattice RLS algorithm for complex input signals.

7. Derive equation (7.71).

8. Derive the order-updating equation of the normalized forward and backward errors.

9. Demonstrate the validity of the order-updating formula of the weighted least-squares error of the joint-process estimation described in equation (7.88).

10. Derive equation (7.89).

11. Derive the error-feedback LRLS algorithm based on a priori errors.

12. Derive the normalized LRLS algorithm based on a priori errors.

13. The lattice RLS algorithm based on a posteriori errors is used to predict the signal \( x(k) = \sin \frac{\pi k}{4} \). Given \( \lambda = 0.99 \), calculate the error and the tap coefficients for the first 10 iterations.

14. The normalized lattice RLS algorithm based on a posteriori errors is used to predict the signal \( x(k) = \sin \frac{\pi k}{4} \). Given \( \lambda = 0.99 \), calculate the error and the multiplier coefficients for the first 10 iterations.
15. The error-feedback LRLS algorithm is applied to identify a 7th-order time-varying unknown system whose coefficients are first-order Markov processes with \( \lambda_w = 0.999 \) and \( \sigma_w^2 = 0.033 \). The initial time-varying system multiplier coefficients are

\[
\mathbf{w}_o^T = [0.03490 - 0.01100 - 0.06864 0.22391 0.55686 0.35798 - 0.02390 - 0.07594]
\]

The input signal is Gaussian white noise with variance \( \sigma_x^2 = 1 \) and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of \( \mathbf{n}_w(k) \) with variance \( \sigma_n^2 = 0.01 \).

Simulate the experiment above described and measure the excess MSE for \( \lambda = 0.97 \) and \( \lambda = 0.99 \).

16. Repeat the experiment described in problem 15 using the normalized lattice algorithm.

17. Suppose that a 15th-order FIR digital filter with the multiplier coefficients given below is identified through an adaptive FIR filter of the same order using the unnormalized LRLS algorithm. Considering that fixed-point arithmetic is used, simulate the identification problem described using the following specifications:

- Additional noise : white noise with variance \( \sigma_n^2 = 0.0015 \)
- Coefficients wordlength: \( b_c = 16 \) bits
- Signal wordlength: \( b_d = 16 \) bits
- Input signal: Gaussian white noise with variance \( \sigma_x^2 = 0.7 \)
- \( \lambda = 0.98 \)

\[
\mathbf{w}_o^T = [0.0219360 0.0015786 - 0.0602449 - 0.0118907 0.1375379 0.0574545 - 0.3216703 - 0.5287203 - 0.2957797 0.0002043 0.290670 - 0.0353349 - 0.0068210 0.0026067 0.0010333 - 0.0143593]
\]

Plot the learning curves for the finite- and infinite-precision implementations. Also plot \( E[||\Delta \kappa_f(k,0)||^2] \) and \( E[||\Delta \kappa_b(k,0)||^2] \) versus \( k \) in both cases.

18. Repeat the above problem for the following cases:

(a) \( \sigma_n^2 = 0.01, b_c = 9, b_d = 9, \sigma_x^2 = 0.7, \lambda = 0.98 \).
(b) \( \sigma_n^2 = 0.1, b_c = 10, b_d = 10, \sigma_x^2 = 0.8, \lambda = 0.98 \).
(c) \( \sigma_n^2 = 0.05, b_c = 8, b_d = 16, \sigma_x^2 = 0.8, \lambda = 0.98 \).

19. In problem 17, rerun the simulations for \( \lambda = 1, \lambda = 0.940 \). Comment on the results.

20. Repeat problem 18, using the normalized and error-feedback LRLS algorithms. Compare the results for the different algorithms.

21. Repeat problem 17 for the case where the input signal is a first-order Markov process with \( \lambda_x = 0.98 \).

22. Given a channel with impulse response

\[
h(k) = 0.9^k + 0.4^k
\]

for \( k = 0, 1, 2, \ldots, 25 \), design an adaptive equalizer. The input signal is white noise with unit variance and the adaptive-filter input signal-to-noise ratio is 30 dB. Use the unnormalized lattice algorithm of order 35.
23. The unnormalized lattice algorithm is used to perform the forward prediction of a signal \( x(k) \) generated by applying zero-mean Gaussian white noise signal with unit variance to the input of a linear filter with transfer function given by

\[
H(z) = \frac{0.5}{(1 - 1.512z^{-1} + 0.827z^{-2})(1 - 1.8z^{-1} + 0.87z^{-2})}
\]

Calculate the zeros of the resulting predictor error transfer function and compare with the poles of the linear filter.

8.1 INTRODUCTION

Among the large number of algorithms that solve the least-squares problem in a recursive form, the fast transversal recursive least-squares (FTRLS) algorithms are very attractive due to their reduced computational complexity [1]-[7].

The FTRLS algorithms can be derived by solving simultaneously the forward and backward linear prediction problems, along with two other transversal filters: the joint-process estimator and an auxiliary filter whose desired signal vector has one as its first and unique nonzero element (i.e., \( d(0) = 1 \)). Unlike the lattice-based algorithms, the FTRLS algorithms require only time-recursive equations. However, a number of relations required to derive some of the FTRLS algorithms can be taken from the previous chapter on LRLS algorithms. The FTRLS algorithm can also be considered a fast version of an algorithm to update the transversal filter for the solution of the RLS problem, since a fixed-order update for the transversal adaptive filter coefficient vector is computed at each iteration.

The relations derived for the backward and forward prediction in the lattice-based algorithms can be used to derive the FTRLS algorithms. The resulting algorithms have computational complexity of order \( N \) making them especially attractive for practical implementation. When compared to the lattice-based algorithms, the computational complexity of the FTRLS algorithms is lower due to the absence of order-updating equations. In particular, FTRLS algorithms typically require 7\( N \) to 11\( N \) multiplications and divisions per output sample, as compared to 14\( N \) to 29\( N \) for the LRLS algorithms. Therefore, FTRLS algorithms are considered the fastest implementation solutions of the RLS problem [1]-[7].

Several alternative FTRLS algorithms have been proposed in the literature. The so-called fast Kalman algorithm [1], which is certainly one of the earlier fast transversal RLS algorithms, has computational complexity of 11\( N \) multiplications and divisions per output sample. In a later stage of research development in the area of fast transversal algorithms, the fast \( a \) posteriori error sequential technique (FAEST) [2], and the fast transversal filter (FTF) [3] algorithms were proposed, both requiring an order of 7\( N \) multiplications and divisions per output sample. The FAEST and FTF algorithms have
the lowest complexity known for RLS algorithms, and are useful for problems where the input vector elements consist of delayed versions of a single input signal. Unfortunately, these algorithms are very sensitive to quantization effects and become unstable if certain actions are not taken [5]-[7], [9].

In this chapter, a particular form of the FTRLS algorithm is presented, where most of the derivations are based on those presented for the lattice algorithms. It is well known that the quantization errors in the FTRLS algorithms present exponential divergence [1]-[7]. Since the FTRLS algorithms have unstable behavior when implemented with finite-precision arithmetic, we discuss the implementation of numerically stable FTRLS algorithms, and provide the description of a particular algorithm [8]-[10].

8.2 RECURSIVE LEAST-SQUARES PREDICTION

All fast algorithms explore some structural property of the information data in order to achieve low computational complexity. In the particular case of the fast RLS algorithms discussed in this text, the reduction in the computational complexity is achieved for the cases where the input signal consists of consecutively delayed samples of the same signal. In this case, the patterns of the fast algorithms are similar in the sense that the forward and backward prediction filters are essential parts of these algorithms. The predictors perform the task of modeling the input signal, which as a result allows the replacement of matrix equations by vector and scalar relations.

In the derivation of the FTRLS algorithms, the solutions of the RLS forward and backward prediction problems are required in the time-update equations. In this section, these solutions are reviewed with emphasis on the results that are relevant to the FTRLS algorithms. As previously mentioned, we will borrow a number of derivations from the previous chapter on lattice algorithms. It is worth mentioning that the FTRLS could be introduced through an independent derivation, however the derivation based on the lattice is probably more insightful and certainly more straightforward at this point.

8.2.1 Forward Prediction Relations

The instantaneous \( a \ posteriori \) forward prediction error for an \( N \)th-order predictor is given by

\[
\varepsilon_f(k, N) = x(k) - w_f^T(k, N)x(k - 1, N)
\]

\[
= x^T(k, N + 1) \begin{bmatrix}
1 \\
-w_f(k, N)
\end{bmatrix}
\]  

(8.1)

The relationship between \( a \ posteriori \) and \( a \ priori \) forward prediction error, first presented in equation (7.49) and repeated here for convenience, is given by

\[
e_f(k, N) = \frac{\varepsilon_f(k, N)}{\gamma(k - 1, N)}
\]  

(8.2)
A simple manipulation of equation (7.73), leads to the following relation for the time updating of the minimum weighted least-squares error, which will be used in the FTRLS algorithm:

\[ \xi_{f_{min}}^d(k, N) = \lambda \xi_{f_{min}}^d(k-1, N) + e_f(k, N) \varepsilon_f(k, N) \] (8.3)

From the same equation (7.73), we can obtain the following equality that will also be required in the FTRLS algorithm:

\[ \gamma(k, N+1) = \lambda \xi_{f_{min}}^d(k-1, N) / \xi_{f_{min}}^d(k, N) \gamma(k-1, N) \] (8.4)

The updating equation of the forward prediction tap-coefficient vector can be performed through equation (7.40) of the previous chapter, i.e.,

\[ w_f(k, N) = w_f(k-1, N) + \phi(k-1, N) e_f(k, N) \] (8.5)

where \( \phi(k-1, N) = S_D(k-1, N) x(k-1, N) \).

As will be seen, the updating of vector \( \phi(k-1, N) \) to \( \phi(k, N+1) \) is needed to update the backward predictor coefficient vector. Also, the last element of \( \phi(k, N+1) \) is used to update the backward prediction a priori error and to obtain \( \gamma(k, N) \). Vector \( \phi(k, N+1) \) can be obtained by post-multiplying both sides of equation (7.56), at instant \( k \) and for order \( N \), by \( x(k, N+1) = [x(k) \ x^T(k-1, N)]^T \). The result can be expressed as

\[ \phi(k, N+1) = \begin{bmatrix} 0 \\ \phi(k-1, N) \end{bmatrix} + \frac{1}{\xi_{f_{min}}^d(k, N)} [ -w_f(k, N) \ varepsilon_f(k, N) ] \] (8.6)

However, it is not convenient to use the above equation in the FTRLS algorithm because when deriving the backward prediction part, it would lead to extra computation. The solution is to use an alternative recursion involving \( \hat{\phi}(k, N+1) \) instead of \( \phi(k, N+1) \) (see problem 7 for further details). The resulting recursion can be derived after some algebraic manipulations of equations (8.6) and (8.3) to (8.5), leading to

\[ \hat{\phi}(k, N+1) = \begin{bmatrix} 0 \\ \hat{\phi}(k-1, N) \end{bmatrix} + \frac{1}{\lambda \xi_{f_{min}}^d(k-1, N)} [ -w_f(k-1, N) \ e_f(k, N) ] \] (8.7)

The forward prediction tap-coefficient vector should then be updated using \( \hat{\phi}(k-1, N) \) as

\[ w_f(k, N) = w_f(k-1, N) + \hat{\phi}(k-1, N) e_f(k, N) \] (8.8)

### 8.2.2 Backward Prediction Relations

In this subsection, the relations involving the backward prediction problem that are used in the FTRLS algorithm are derived.
The relationship between \emph{a posteriori} and \emph{a priori} backward prediction errors can be expressed as

\[ \varepsilon_b(k, N) = e_b(k, N)\gamma(k, N) \]  
(8.9)

It is also known that the ratio of conversion factors for different orders is given by

\[ \frac{\gamma(k, N + 1)}{\gamma(k, N)} = \frac{\lambda\xi_{b_{\text{min}}}^d(k - 1, N)}{\xi_{b_{\text{min}}}^d(k, N)} \]  
(8.10)

see equation (7.79) of the previous chapter.

We rewrite for convenience the last equality of equation (7.70), i.e.,

\[ \xi_{b_{\text{min}}}^d(k, N) = \lambda\xi_{b_{\text{min}}}^d(k - 1, N) + \frac{\varepsilon_b^2(k, N)}{\gamma(k, N)} \]  
(8.11)

This equation can be rewritten as

\[ 1 + \frac{\varepsilon_b^2(k, N)}{\lambda\gamma(k, N)\xi_{b_{\text{min}}}^d(k - 1, N)} = \frac{\xi_{b_{\text{min}}}^d(k, N)}{\lambda\xi_{b_{\text{min}}}^d(k - 1, N)} \]  
(8.12)

Now we recall that the time updating for the backward predictor filter is given by

\[ w_b(k, N) = w_b(k - 1, N) + \phi(k, N)e_b(k, N) \]
\[ = w_b(k - 1, N) + \hat{\phi}(k, N)e_b(k, N) \]  
(8.13)

Following a similar approach to that used to derive equation (8.7), by first post-multiplying both sides of equation (7.59), at instant $k$ and for order $N$, by $x(k, N + 1) = [x^T(k, N) x(k - N)]^T$, and using relations (8.10), (8.11), and (8.13), we have

\[ \begin{bmatrix} \hat{\phi}(k, N + 1) \\ 0 \end{bmatrix} = \hat{\phi}(k, N + 1) - \frac{1}{\lambda\xi_{b_{\text{min}}}^d(k - 1, N)} \begin{bmatrix} -w_b(k - 1, N) \\ 1 \end{bmatrix} e_b(k, N) \]  
(8.14)

Note that in this equation the last element of $\hat{\phi}(k, N + 1)$ was already calculated in equation (8.7). In any case, it is worth mentioning that the last element of $\hat{\phi}(k, N + 1)$ can alternatively be expressed as

\[ \hat{\phi}_{N+1}(k, N + 1) = \frac{e_b(k, N)}{\lambda\xi_{b_{\text{min}}}^d(k - 1, N)} \]  
(8.15)

By applying equations (8.9), (8.15), and (8.10) in equation (8.12), we can show that

\[ 1 + \hat{\phi}_{N+1}(k, N + 1)e_b(k, N) = \frac{\gamma(k, N)}{\gamma(k, N + 1)} \]  
(8.16)
By substituting equation (8.9) into the above equation, we can now derive an updating equation that can be used in the FTRLS algorithm as

\[
\gamma^{-1}(k, N) = \gamma^{-1}(k, N + 1) - \hat{\phi}_{N+1}(k, N + 1)e_b(k, N) \tag{8.17}
\]

The updating equations related to the forward and backward prediction problems and for the conversion factor \(\gamma(k, N)\) are now available. We can thus proceed with the derivations to solve the more general problem of estimating a related process represented by the desired signal \(d(k)\), known as joint-process estimation.

### 8.3 JOINT-PROCESS ESTIMATION

As for all previously presented adaptive-filter algorithms, it is useful to derive a FTRLS algorithm that can match a desired signal \(d(k)\) through the minimization of the weighted squared error. Starting with the \textit{a priori} error

\[
e(k, N) = d(k) - w^T(k - 1, N)x(k, N) \tag{8.18}
\]

we can calculate the \textit{a posteriori} error as

\[
\varepsilon(k, N) = e(k, N)\gamma(k, N) \tag{8.19}
\]

As in the conventional RLS algorithm, the time updating for the output tap coefficients of the joint-process estimator can be performed as

\[
\begin{align*}
w(k, N) &= w(k - 1, N) + \phi(k, N)e(k, N) \\
&= w(k - 1, N) + \hat{\phi}(k, N)\varepsilon(k, N) \tag{8.20}
\end{align*}
\]

All the updating equations are now available to describe the fast transversal RLS algorithm. The FRLS algorithm consists of equations (8.1)-(8.3), (8.7)-(8.8), and (8.4) related to the forward predictor; equations (8.15), (8.17), (8.9), (8.11), (8.14), and (8.13) related to the backward predictor and the conversion factor; and (8.18)-(8.20) related to the joint-process estimator. The FTRLS algorithm is in step-by-step form as Algorithm 8.1. The computational complexity of the FTRLS algorithm is \(7(N) + 14\) multiplications per output sample. The key feature of the FTRLS algorithm is that it does not require matrix multiplications. Because of this, the implementation of the FTRLS algorithm has complexity of order \(N\) multiplications per output sample.

The initialization procedure consists of setting the tap coefficients of the backward prediction, forward prediction, and joint-process estimation filters to zero, namely

\[
w_f(-1, N) = w_b(-1, N) = w(-1, N) = 0 \tag{8.21}
\]

Vector \(\hat{\phi}(-1, N)\) is set to 0 assuming that the input and desired signals are zero for \(k < 0\), i.e., prewindowed data. The conversion factor should be initialized as

\[
\gamma(-1, N) = 1 \tag{8.22}
\]
Algorithm 8.1
Fast Transversal RLS Algorithm

Initialization

\[ w_f(-1, N) = w_b(-1, N) = w(-1, N) = 0 \]
\[ \phi_b(-1, N) = 0, \quad \gamma(-1, N) = 1 \]
\[ \xi^d_{f_{\text{min}}}(-1, N) = \xi^d_{b_{\text{min}}}(-1, N) = \epsilon \quad \text{(a small positive constant)} \]

Prediction Part

Do for each \( k \geq 0 \),

\[ e_f(k, N) = x^T(k, N + 1) \begin{bmatrix} 1 \\ -w_f(k - 1, N) \end{bmatrix} \]
\[ e_f(k, N) = e_f(k, N)\gamma(k - 1, N) \quad (8.2) \]
\[ \xi^d_{f_{\text{min}}}(k, N) = \lambda \xi^d_{f_{\text{min}}}(k - 1, N) + e_f(k, N)e_f(k, N) \quad (8.3) \]
\[ w_f(k, N) = w_f(k - 1, N) + \phi(k - 1, N)e_f(k, N) \quad (8.4) \]
\[ \gamma(k, N + 1) = \frac{\lambda \xi^d_{f_{\text{min}}}(k - 1, N)}{\xi^d_{f_{\text{min}}}(k, N)} \quad (8.5) \]
\[ \gamma^{-1}(k, N) = \gamma^{-1}(k, N + 1) - \phi_{N+1}(k, N + 1)e_b(k, N) \quad (8.6) \]
\[ \epsilon_b(k, N) = \lambda \epsilon_b(k, N)\gamma(k, N) \quad (8.7) \]
\[ \xi^d_{b_{\text{min}}}(k, N) = \lambda \xi^d_{b_{\text{min}}}(k - 1, N) + \epsilon_b(k, N)e_b(k, N) \quad (8.8) \]
\[ \begin{bmatrix} \phi(k, N) \\ 0 \end{bmatrix} = \hat{\phi}(k, N + 1) - \phi_{N+1}(k, N + 1) \begin{bmatrix} -w_b(k - 1, N) \\ 1 \end{bmatrix} \quad (8.9) \]
\[ w_b(k, N) = w_b(k - 1, N) + \hat{\phi}(k, N)e_b(k, N) \quad (8.10) \]

Joint-Process Estimation

\[ e(k, N) = d(k) - w^T(k - 1, N)x(k, N) \quad (8.11) \]
\[ e(k, N) = e(k, N)\gamma(k, N) \quad (8.12) \]
\[ w(k, N) = w(k - 1, N) + \phi(k, N)e(k, N) \quad (8.13) \]

End

since no difference between a priori and a posteriori errors exists during the initialization period.

The weighted least-square errors should be initialized with a positive constant \( \epsilon \)

\[ \epsilon = \xi^d_{f_{\text{min}}}(-1, N) = \xi^d_{b_{\text{min}}}(-1, N) \quad (8.23) \]

in order to avoid division by zero in the first iteration. The reason for introducing this initialization parameter suggests that it should be a small value. However, for stability reasons, the value of \( \epsilon \) should not be small (see the examples at the end of this chapter).

It should be mentioned that there are exact initialization procedures for the fast transversal RLS filters with the aim of minimizing the objective function at all instants during the initialization period [3].
These procedures explore the fact that during the initialization period the number of data samples in both \( d(k) \) and \( x(k) \) is less than \( N + 1 \). Therefore the objective function can be made zero since there are more parameters than needed. The exact initialization procedure of [3] replaces the computationally intensive backsubstitution algorithm and is rather simple when the adaptive-filter coefficients are initialized with zero. The procedure can also be generalized to the case where some nonzero initial values for the tap coefficients are available.

As previously mentioned, several fast RLS algorithms based on the transversal realization exist; the one presented here corresponds to the so-called FTF proposed in [3]. A number of alternative algorithms are introduced in the problems.

8.4 STABILIZED FAST TRANSVERSAL RLS ALGORITHM

Although the fast transversal algorithms proposed in the literature provide a nice solution to the computational complexity burden inherent to the conventional RLS algorithm, these algorithms are unstable when implemented with finite-precision arithmetic. Increasing the wordlength does not solve the instability problem. The only effect of employing a longer wordlength is that the algorithm will take longer to diverge. Earlier solutions to this problem consisted of restarting the algorithm when the accumulated errors in chosen variables reached prescribed thresholds [3]. Although the restart procedure would use past information, the resulting performance is suboptimal due to the discontinuity of information in the corresponding deterministic correlation matrix.

The cause for the unstable behavior of the fast transversal algorithms is the inherent positive feedback mechanism. This explanation led to the idea that if some specific measurements of the numerical errors were available, they could conveniently be fed back in order to make the negative feedback dominant in the error propagation dynamics. Fortunately, some measurements of the numerical errors can be obtained by introducing computational redundancy into the fast algorithm. Such a computational redundancy would involve calculating a given quantity using two different formulas. In finite-precision implementation, the resulting values for the quantity calculated by these formulas are not equal and their difference is a good measurement of the accumulated errors in that quantity. This error can then be fed back in an attempt to stabilize the algorithm. The key problem is to determine the quantities where the computational redundancy should be introduced such that the error propagation dynamics can be stabilized. In the early proposed solutions [6]-[7], only a single quantity was chosen to introduce the redundancy. Later, it was shown that at least two quantities are required in order to guarantee the stability of the FTRLS algorithm [9]. Another relevant question is where should the error be fed back inside the algorithm. Note that any point could be chosen without affecting the behavior of the algorithm when implemented with infinite precision, since the feedback error is zero in this case. A natural choice is to feed the error back into the expressions of the quantities that are related to it. That means for each quantity in which redundancy is introduced, its final value is a combination of the two forms of computing it.

The FTRLS algorithm can be seen as a discrete-time nonlinear dynamic system [9]: when finite precision is used in the implementation, quantization errors will rise. In this case, the internal quantities will be perturbed when compared with the infinite-precision quantities. When modeling
the error propagation, a nonlinear system can be described that, if properly linearized, allows the
study of the error propagation mechanism. Using an averaging analysis, which is meaningful for
stationary input signals, it is possible to obtain a system characterized by its set of eigenvalues whose
dynamic behavior is similar to that of the error propagation behavior when $k \to \infty$ and $(1 - \lambda) \to 0$.
Through these eigenvalues, it is possible to determine the feedback parameters as well as the quantities
to choose for the introduction of redundancy. The objective here is to modify the unstable modes
through the error feedback in order to make them stable [9]. Fortunately, it was found in [9] that
the unstable modes can be modified and stabilized by the introduced error feedback. The unstable
modes can be modified by introducing redundancy in $\gamma(k, N)$ and $e_b(k, N)$. These quantities can
be calculated using different relations and in order to distinguish them an extra index is included in
their description.

The *a priori* backward error can be described in a number of alternative forms such as

$$e_b(k, N, 1) = \lambda \xi_{f_{\text{min}}}^d (k - 1, N) \hat{\Phi}_{N+1}(k, N + 1)$$  \hfill (8.24)

$$e_b(k, N, 2) = [-w_b^T (k - 1, N) \ 1] x(k, N + 1)$$  \hfill (8.25)

and

$$e_{b,i}(k, N, 3) = e_b(k, N, 2) \kappa_i + e_b(k, N, 1)[1 - \kappa_i]$$

$$= e_b(k, N, 1) + \kappa_i[e_b(k, N, 2) - e_b(k, N, 1)]$$ \hfill (8.26)

where the first form was employed in the FTRLs algorithm and the second form corresponds to the
inner product implementation of the *a priori* backward error. The third form corresponds to a linear
combination of the first two forms where the numerical difference between these forms is fed back
to determine the final value of $e_{b,i}(k, N, 3)$ which will be used at different places in the stabilized
algorithm. For each $\kappa_i$, $i = 1, 2, 3$, we choose a different value in order to guarantee that the related
eigenvalues are less than one.

The conversion factor $\gamma(k, N)$ is probably the first parameter to show signs that the algorithm
is becoming unstable. This parameter can also be calculated through different relations. These
alternative relations are required to guarantee that all modes of the error propagation system become
stable. The first equation is given by

$$\gamma^{-1}(k, N + 1, 1) = \gamma^{-1}(k - 1, N, 3) \frac{\xi_{f_{\text{min}}}^d(k, N)}{\lambda \xi_{f_{\text{min}}}^d(k - 1, N)}$$

$$= \gamma^{-1}(k - 1, N, 3) \left[1 + \frac{e_f(k, N) \xi_{f_{\text{min}}}^d(k, N)}{\lambda \xi_{f_{\text{min}}}^d(k - 1, N)} \right]$$

$$= \gamma^{-1}(k - 1, N, 3) + \frac{e_f^2(k, N)}{\lambda \xi_{f_{\text{min}}}^d(k - 1, N)}$$

$$= \gamma^{-1}(k - 1, N, 3) + \hat{\Phi}_0(k, N + 1) e_f(k, N)$$ \hfill (8.27)

where $\hat{\Phi}_0(k, N + 1)$ is the first element of $\hat{\Phi}(k, N + 1)$. The above equalities are derived from
equations (8.4), (8.3), (8.2) and (8.7), respectively. The second expression for the conversion factor
is derived from equation (8.14) and given by

$$\gamma^{-1}(k, N, 2) = \gamma^{-1}(k, N + 1, 1) - \hat{\Phi}_{N+1}(k, N + 1) e_{b,3}(k, N, 3)$$ \hfill (8.28)
The third expression is

$$\gamma^{-1}(k, N, 3) = 1 + \hat{\phi}^T (k, N)x(k, N)$$  \hspace{1cm} (8.29)

In equation (8.27), the conversion factor was expressed in different ways, one of which was first presented in the FTRLS algorithm of [9]. The second form already uses an a priori backward error with redundancy. The third form can be derived from equation (7.48) for the lattice RLS algorithms (see problem 10).

An alternative relation utilized in the stabilized fast transversal algorithm involves the minimum forward least-squares error. From equations (8.3) and (8.7), we can write

$$[\xi^d_{f_{\min}}(k, N)]^{-1} = \lambda^{-1}[\xi^d_{f_{\min}}(k - 1, N)]^{-1} - \frac{e_f(k, N)e_f(k, N)}{\lambda \xi^d_{f_{\min}}(k - 1, N) \xi^d_{f_{\min}}(k, N)}$$

From (8.6), we can deduce that

$$\frac{e_f(k, N)}{\xi^d_{f_{\min}}(k, N)} = \phi_0(k, N) = \hat{\phi}_0(k, N) \gamma(k, N + 1, 1)$$

With this relation, we can obtain the desired equation as

$$[\xi^d_{f_{\min}}(k, N)]^{-1} = \lambda^{-1}[\xi^d_{f_{\min}}(k - 1, N)]^{-1} - \gamma(k, N + 1, 1) \hat{\phi}_0^2(k, N + 1)$$ \hspace{1cm} (8.30)

where the choice of $\gamma(k, N + 1, 1)$ is used to keep the error-system modes stable [9].

Using the equations for the conversion factor and for the a priori backward error with redundancy, we can obtain the stabilized fast transversal RLS algorithm (SFTRLS) whose step-by-step implementation is given as Algorithm 8.2. The parameters $\kappa_i$ for $i = 1, 2, 3$ were determined through computer simulation search [9] where the optimal values found were $\kappa_1 = 1.5$, $\kappa_2 = 2.5$, and $\kappa_3 = 1$. It was also found in [9] that the numerical behavior is quite insensitive to values of $\kappa_i$ around the optimal and that optimal values chosen for a given situation work well for a wide range of environments and algorithm setup situations (for example, for different choices of the forgetting factor).

Another issue related to the SFTRLS algorithm concerns the range of values for $\lambda$ such that stability is guaranteed. Results of extensive simulation experiments [9] indicate that the range is

$$1 - \frac{1}{2(N + 1)} \leq \lambda < 1$$ \hspace{1cm} (8.31)

where $N$ is the order of the adaptive filter. It was also verified that the optimal numerical behavior is achieved when the value of $\lambda$ is chosen as

$$\lambda = 1 - \frac{0.4}{N + 1}$$ \hspace{1cm} (8.32)
The range of values for $\lambda$ as well as its optimal value can be very close to one for high-order filters. This can be a potential limitation for the use of the SFTRLS algorithm, especially in nonstationary environments where smaller values for $\lambda$ are required.

The computational complexity of the SFTRLS algorithm is of order $9N$ multiplications per output sample. There is an alternative algorithm with computational complexity of order $8N$ (see problem 9).
Before leaving this section, it is worth mentioning a nice interpretation for the fast transversal RLS algorithm. The FTRLS algorithm can be viewed as four transversal filters working in parallel and exchanging quantities with each other, as depicted in Fig. 8.1. The first filter is the forward prediction filter that utilizes \(x(k-1,N)\) as the input signal vector, \(w_f(k,N)\) as the coefficient vector, and provides quantities \(\varepsilon_f(k,N), e_f(k,N)\), and \(\xi_{f_{\min}}(k,N)\) as outputs. The second filter is the backward prediction filter that utilizes \(x(k,N)\) as the input signal vector, \(w_b(k,N)\) as the coefficient vector, and provides quantities \(\varepsilon_b(k,N), e_b(k,N)\), and \(\xi_{b_{\min}}(k,N)\) as outputs. The third filter is an auxiliary filter whose coefficients are given by \(-\hat{\phi}(k,N)\), whose input signal vector is \(x(k,N)\), and whose output parameter is \(\gamma^{-1}(k,N)\). For this filter, the desired signal vector is constant and equal to \([1 0 0 \ldots 0]^T\). The fourth and last filter is the joint-process estimator whose input signal vector is \(x(k,N)\), whose coefficient vector is \(w(k,N)\), and which provides the quantities \(\varepsilon(k,N)\) and \(e(k,N)\) as outputs.

**Example 8.1**

The system identification problem described in subsection 3.6.2 is solved using the stabilized fast transversal algorithm presented in this chapter. The main objective is to check the stability of the algorithm when implemented in finite precision.
Solution:

According to equation (8.31), the lower bound for $\lambda$ in this case is 0.9375. A value $\lambda = 0.99$ is chosen. The stabilized fast transversal algorithm is applied to solve the identification problem and the measured MSE is 0.0432.

Using $\epsilon = 2$, we ran the algorithm with finite precision and the results are summarized in Table 8.1. No sign of instability is found for $\lambda = 0.99$. These results are generated by ensemble averaging 200 experiments. A comparison of the results of Table 8.1 with those of Tables 5.2 and 7.2 shows that the SFTRLS algorithm has similar performance compared to the conventional and lattice-based RLS algorithms, in terms of quantization error accumulation. The question is which algorithm remains stable in most situations. Regarding the SFTRLS, for large-order filters we are left with a limited range of values to choose $\lambda$. Also, it was found in our experiments that the choice of the initialization parameter $\epsilon$ plays an important role in the performance of this algorithm when implemented in finite precision. In some cases, even when the value of $\lambda$ is within the recommended range, the algorithm does not converge if $\epsilon$ is small. By increasing the value of $\epsilon$, we increase the usual convergence time while keeping the algorithm stable.

Table 8.1 Results of the Finite-Precision Implementation of the SFTRLS Algorithm

| No of bits | $\xi(k)Q$ | $E[||\Delta w(k)Q||^2]$ |
|------------|-----------|--------------------------|
| 16         | $1.545 \times 10^{-3}$ | $6.089 \times 10^{-5}$ |
| 12         | $1.521 \times 10^{-3}$ | $3.163 \times 10^{-5}$ |
| 10         | $1.562 \times 10^{-3}$ | $6.582 \times 10^{-5}$ |

Example 8.2

The channel equalization example described in subsection (3.6.3) is also used in simulations to test the SFTRLS algorithm. We use a 25th-order equalizer and a forgetting factor $\lambda = 0.99$.

Solution:

In order to solve the equalization problem the stabilized fast transversal RLS algorithm is initialized with $\epsilon = 0.5$. The results presented here were generated by ensemble averaging 200 experiments. The resulting learning curve of the MSE is shown in Fig. 8.2, and the measured MSE is 0.2973. The overall performance of the SFTRLS algorithm for this particular example is as good as any other RLS algorithm, such as lattice-based algorithms.
8.5 CONCLUDING REMARKS

In this chapter we have presented some fast transversal RLS algorithms. This class of algorithms is computationally more efficient than conventional and lattice-based RLS algorithms. Some simulation examples were included where the SFTRLS algorithm was employed. The finite-wordlength simulations are of special interest for the reader.

A number of alternative FTRLS algorithms as well as theoretical results can be found in [3]. The derivation of normalized versions of the FTRLS algorithm is also possible and was not addressed in the present chapter, for this result refer to [4]. The most computationally efficient FTRLS algorithms are known to be unstable. The error-feedback approach was briefly introduced that allowed the stabilization of the FTRLS algorithm. The complete derivation and justification for the error-feedback approach is given in [9].

In nonstationary environments, it might be useful to employ a time-varying forgetting factor. Therefore it is desirable to obtain FTRLS algorithms allowing the use of variable $\lambda$. This problem was first addressed in [11]. However a computationally more efficient solution was proposed in [8] where the concept of data weighting was introduced to replace the concept of error weighting.

The FTRLS algorithm has potential for a number of applications. In particular, the problem in which the signals available from the environment are noisy version of a transmitted signal and noisy filtered versions of the same transmitted signal is an interesting application. In this problem, both the delay and unknown filter coefficients have to be estimated. The weighted squared errors have to
be minimized while considering both the delay and the unknown system parameters. This problem of joint estimation can be elegantly solved by employing the FTRLS algorithm [12].

### 8.6 REFERENCES


8.7 PROBLEMS

1. Show that
\[
\phi(k, N) = S_D(k, N)x(k, N) = \frac{S_D(k - 1, N)x(k, N)}{\lambda + x^T(k, N)S_D(k - 1, N)x(k, N)}
\]

Hint: Use the matrix inversion lemma for \( S_D(k, N) \).

2. Show that
\[
\phi_N(k - 1, N) - \frac{w_{f,N}(k)\varepsilon_f(k, N)}{\xi^d_{f_{min}}(k, N)} = -\frac{\varepsilon_b(k, N)}{\xi^d_{b_{min}}(k, N)} = \phi_{N+1}(k, N + 1)
\]

where \( w_{f,N}(k) \) represents the last element of \( w_f(k, N) \).

3. Using a proper mixture of relations of the lattice RLS algorithm based on a posteriori and the FTRLS algorithm, derive a fast exact initialization procedure for the transversal filter coefficients.

4. Show that the following relations are valid, assuming the input signals are prewindowed:
\[
\frac{\det[S_D(k, N + 1)]}{\det[S_D(k - 1, N)]} = \frac{1}{\xi^d_{f_{min}}(k, N)}
\]
\[
\frac{\det[S_D(k, N + 1)]}{\det[S_D(k, N)]} = \frac{1}{\xi^d_{b_{min}}(k, N)}
\]

5. Show that
\[
\gamma^{-1}(k, N) = \frac{\det[R_D(k, N)]}{\lambda^N\det[R_D(k - 1, N)]}
\]

Hint: \( \det[I + AB] = \det[I + BA] \).

6. Using the results of problems 4 and 5, prove that
\[
\gamma^{-1}(k, N) = \frac{\xi^d_{f_{min}}(k, N)}{\lambda^N\xi^d_{b_{min}}(k, N)}
\]

7. Derive equations (8.7) and (8.14). Also show that the use of \( \phi(k, N) \) would increase the computational complexity of the FTRLS algorithm.

8. If one avoids the use of the conversion factor \( \gamma(k, N) \), it is necessary to use inner products to derive the a posteriori errors in the fast algorithm. Derive a fast algorithm without the conversion factor.
9. By replacing the relation for $\gamma(k, N, 3)$ in the SFTRLS algorithm by the relation

$$
\gamma(k, N) = \lambda^N \xi^d_{b_{\min}}(k, N) /
\xi^d_{f_{\min}}(k, N)
$$

derived in problem 6, describe the resulting algorithm and show that it requires order $8N$ multiplications per output sample.

10. Derive the equation (8.29).

11. The FTRLS algorithm is applied to predict the signal $x(k) = \sin(\frac{\pi k}{4} + \frac{\pi}{3})$. Given $\lambda = 0.98$, calculate the error and the tap coefficients for the first 10 iterations.

12. The SFTRLS algorithm is applied to predict the signal $x(k) = \sin(\frac{\pi k}{4} + \frac{\pi}{3})$. Given $\lambda = 0.98$, calculate the error and the tap coefficients for the first 10 iterations.

13. The FTRLS algorithm is applied to identify a 7th-order unknown system whose coefficients are

$$
w^T = [0.0272 \quad 0.0221 - 0.0621 \quad 0.1191 \quad 0.6116 - 0.3332 - 0.0190 - 0.0572]
$$

The input signal is Gaussian white noise with variance $\sigma^2_x = 1$ and the measurement noise is also Gaussian white noise independent of the input signal with variance $\sigma^2_n = 0.01$. Simulate the experiment above described and measure the excess MSE for $\lambda = 0.97$ and $\lambda = 0.98$.

14. Repeat problem 13 for the case where the input signal is a first-order Markov process with $\lambda_x = 0.98$.

15. Redo problem 13 using a fixed-point implementation with the FTRLS and SFTRLS algorithms. Use 12 bits in the fractional part of the signal and parameter representations.

16. Suppose a 15th-order FIR digital filter with the multiplier coefficients given below is identified through an adaptive FIR filter of the same order using the FTRLS algorithm. Assuming fixed-point arithmetic, simulate the identification problem described in terms of the following specifications:

- Additional noise: white noise with variance $\sigma^2_n = 0.0015$
- Coefficients wordlength: $b_c = 16$ bits
- Signal wordlength: $b_d = 16$ bits
- Input signal: Gaussian white noise with variance $\sigma^2_x = 0.7$
- $\lambda = 0.98$

$$
w^T_o = [0.0219360 \quad 0.0015786 - 0.0602449 - 0.0118907 \quad 0.1375379 \quad 0.0574545 - 0.3216703 - 0.5287203 - 0.2957797 \quad 0.0002043 \quad 0.290670 - 0.0353349 - 0.0068210 \quad 0.0026067 \quad 0.0010333 - 0.0143593]
$$

Plot the learning curves for the finite- and infinite-precision implementations.

17. Repeat the above problem for the SFTRLS algorithm. Also reduce the wordlength used until a noticeable (10 percent increase) excess MSE is observed at the output.

18. Repeat problem 16 for the SFTRLS algorithm, using $\lambda = 0.999$ and $\lambda = 0.960$. Comment on the results.
19. The SFTRLS algorithm is used to perform the forward prediction of a signal $x(k)$ generated by applying zero-mean Gaussian white noise with unit variance to the input of a linear filter with transfer function given by

$$H(z) = \frac{0.5}{(1 - 1.512z^{-1} + 0.827z^{-2})(1 - 1.8z^{-1} + 0.87z^{-2})}$$

Calculate the zeros of the resulting predictor error transfer function and compare with the poles of the linear filter.

20. Perform the equalization of a channel with impulse response given by

$$h(k) = 0.96^k + (-0.9)^k$$

for $k = 0, 1, 2, \ldots, 15$. The transmitted signal is zero-mean Gaussian white noise with unit variance and the adaptive filter input signal-to-noise ratio is 30 dB. Use the SFTRLS algorithm of order 100.
9.1 INTRODUCTION

The application of QR decomposition [1] to triangularize the input data matrix results in an alternative method for the implementation of the recursive least-squares (RLS) method previously discussed. The main advantages brought about by the recursive least-squares algorithm based on QR decomposition are its possible implementation in systolic arrays [2]-[4] and its improved numerical behavior when quantization effects are taken into account [5].

The earlier proposed RLS algorithms based on the QR decomposition [2]-[3] focused on the triangularization of the information matrix in order to avoid the use of matrix inversion. However, their computational requirement was of $O[N^2]$ multiplications per output sample. Later, fast versions of the QR-RLS algorithms were proposed with a reduced computational complexity of $O[N]$ [4]-[11].

In this chapter, the QR-RLS algorithms based on Givens rotations are presented together with some stability considerations. Two families of fast algorithms are also discussed [4]-[11], and one fast algorithm is presented in detail. These fast algorithms are related to the tapped delay line FIR filter realization of the adaptive filter.

9.2 TRIANGULARIZATION USING QR-DECOMPOSITION

The RLS algorithm provides in a recursive way the coefficients of the adaptive filter which lead to the minimization of the following cost function

$$\xi^d(k) = \sum_{i=0}^{k} \lambda^{k-i} \varepsilon^2(i) = \sum_{i=0}^{k} \lambda^{k-i} [d(i) - x^T(i) w(k)]^2$$

(9.1)

where

$$x(k) = [x(k) x(k-1) \ldots x(k-N)]^T$$
is the input signal vector,
\[ w(k) = [w_0(k) \ w_1(k) \ldots w_N(k)]^T \]
is the coefficient vector at instant \( k \), \( \varepsilon(i) \) is the a posteriori error at instant \( i \), and \( \lambda \) is the forgetting factor.

The same problem can be rewritten as a function of increasing dimension matrices and vectors which contain all the weighted signal information available so far to the adaptive filter. These matrices are redefined here for convenience:

\[
X^T(k) = X(k) = \begin{bmatrix}
    x(k) & \lambda^{1/2}x(k-1) & \cdots & \lambda^{(k-1)/2}x(1) & \lambda^{k/2}x(0) \\
    x(k-1) & \lambda^{1/2}x(k-2) & \cdots & \lambda^{(k-1)/2}x(0) & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    x(k-N) & \lambda^{1/2}x(k-N-1) & \cdots & 0 & 0
\end{bmatrix}
\]

\[ y(k) = X(k)w(k) = \begin{bmatrix}
y(k) \\
\lambda^{1/2}y(k-1) \\
\vdots \\
\lambda^{k/2}y(0)
\end{bmatrix} \]  \hspace{1cm} (9.2)

\[ d(k) = \begin{bmatrix}
d(k) \\
\lambda^{1/2}d(k-1) \\
\vdots \\
\lambda^{k/2}d(0)
\end{bmatrix} \]  \hspace{1cm} (9.3)

\[ \varepsilon(k) = \begin{bmatrix}
\varepsilon(k) \\
\lambda^{1/2}\varepsilon(k-1) \\
\vdots \\
\lambda^{k/2}\varepsilon(0)
\end{bmatrix} = d(k) - y(k) \]  \hspace{1cm} (9.4)

The objective function of equation (9.1) can now be rewritten as
\[ \xi^d(k) = \varepsilon^T(k)\varepsilon(k) \]  \hspace{1cm} (9.5)

As shown in Chapter 5, equation (5.15), the optimal solution to the least-squares problem at a given instant of time \( k \) can be found by solving the following equation
\[ X^T(k)X(k)w(k) = X^T(k)d(k) \]  \hspace{1cm} (9.6)

However, solving this equation by using the conventional RLS algorithm can be a problem when the matrix \( R_D(k) = X^T(k)X(k) \) and its correspondent inverse estimate become ill-conditioned due to loss of persistence of excitation of the input signal or to quantization effects.
The QR decomposition approach avoids inaccurate solutions to the RLS problem, and allows easy monitoring of the positive definiteness of a transformed information matrix in ill-conditioned situations.

### 9.2.1 Initialization Process

During the initialization period, i.e., from $k = 0$ to $k = N$, the solution of equation (9.7) can be found exactly without using any matrix inversion. From equation (9.7), it can be found that for $k = 0$ and $x(0) \neq 0$

$$w_0(0) = \frac{d(0)}{x(0)}$$

for $k = 1$

$$w_0(1) = \frac{d(0)}{x(0)}$$

$$w_1(1) = \frac{-x(1)w_0(1) + d(1)}{x(0)}$$

for $k = 2$

$$w_0(2) = \frac{d(0)}{x(0)}$$

$$w_1(2) = \frac{-x(1)w_0(2) + d(1)}{x(0)}$$

$$w_2(2) = \frac{-x(2)w_0(2) - x(1)w_1(2) + d(2)}{x(0)}$$

at the instant $k$, we can show by induction that

$$w_i(k) = \frac{-\sum_{j=1}^{i} x(j)w_{i-j}(k) + d(i)}{x(0)}$$

The above equation represents the so-called back-substitution algorithm.

### 9.2.2 Input Data Matrix Triangularization

After the instant $k = N$, the above equation (9.11) is no longer valid and the inversion of $R_D(k)$ or the calculation of $S_D(k)$ is required to find the optimal solution for the coefficients $w(k)$. This is exactly what makes the conventional RLS algorithm more sensitive to quantization effects and input
signal conditioning. The matrix \( \mathbf{X}(k) \) at instant \( k = N + 1 \) is given by

\[
\mathbf{X}(N + 1) = \begin{bmatrix}
x(N + 1) & x(N) & \cdots & x(1) \\
\lambda^{1/2}x(N) & \lambda^{1/2}x(N - 1) & \cdots & \lambda^{1/2}x(0) \\
\lambda x(N - 1) & \lambda x(N - 2) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\lambda^{N+1}x(0) & 0 & \cdots & 0
\end{bmatrix}
\]

As it is noted, the matrix \( \mathbf{X}(k) \) is no longer upper triangular, and, therefore, the back-substitution algorithm cannot be employed to find the tap-weight coefficients.

The matrix \( \mathbf{X}(N + 1) \) can be triangularized through an orthogonal triangularization approach such as Givens rotations, Householder transformation, or Gram-Schmidt orthogonalization [1]. Since here the interest is to iteratively apply the triangularization procedure to each new data vector added to \( \mathbf{X}(k) \), the Givens rotation seems to be the most appropriate approach.

In the Givens rotation approach, each element of the first line of equation (9.12) can be eliminated by premultiplying the matrix \( \mathbf{X}(N + 1) \) by a series of Givens rotation matrices given by

\[
\tilde{\mathbf{Q}}(N + 1) = \mathbf{Q}^N_{N}(N + 1) \cdot \mathbf{Q}^N_{N-1}(N + 1) \cdots \mathbf{Q}^N_{0}(N + 1)
\]

where \( \mathbf{I}_i \) is an \( i \) by \( i \) identity matrix. The rotation angles \( \theta_i \) are chosen such that each entry of the first row of the resulting matrix is zero. Consider first the matrix product \( \mathbf{Q}^N_{1}(N + 1) \mathbf{X}(N + 1) \). If:

\[
cos \theta_0(N + 1)x(1) - \sin \theta_0(N + 1)x(0) = 0
\]
the element in the position \((1, N + 1)\) of the resulting matrix product will be zero. If it is further considered that \(\cos^2 \theta_0(N + 1) + \sin^2 \theta_0(N + 1) = 1\), it can be easily deduced that

\[
\cos \theta_0(N + 1) = \frac{\lambda^{1/2}x(0)}{\sqrt{\lambda x^2(0) + x^2(1)}} \tag{9.15}
\]

\[
\sin \theta_0(N + 1) = \frac{x(1)}{\sqrt{\lambda x^2(0) + x^2(1)}} \tag{9.16}
\]

Next, \(Q'_1(N + 1)\) premultiplies \(Q'_0(N + 1)\) with the objective of generating a zero element at the position \((1, N)\) in the resulting product matrix. Note that the present matrix product does not remove the zero of the element \((1, N + 1)\). The required rotation angle can be calculated by first noting that the elements \((1, N)\) and \((3, N)\) of \(Q'_0(N + 1)X(N + 1)\) are respectively

\[
a = \cos \theta_0(N + 1)x(2) - \lambda^{1/2}x(1) \sin \theta_0(N + 1) \tag{9.17}
\]

\[
b = \lambda x(0) \tag{9.18}
\]

From these expressions we can compute the elements required in the following rotation, which are given by

\[
\cos \theta_1(N + 1) = \frac{b}{\sqrt{a^2 + b^2}} \tag{9.19}
\]

\[
\sin \theta_1(N + 1) = \frac{a}{\sqrt{a^2 + b^2}} \tag{9.20}
\]

In this manner, after the last Givens rotation the input signal information matrix will be transformed in a matrix with null first row

\[
\tilde{Q}(N + 1)X(N + 1) = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \lambda^{1/2}U(N + 1) & 0 & \cdots & 0 \end{bmatrix} \tag{9.21}
\]

where \(U(N + 1)\) is an upper triangular matrix.

In the next iteration, the input signal matrix \(X(N + 2)\) receives a new row that should be replaced by a zero vector through a QR decomposition. In this step, the matrices involved are the following

\[
X(N + 2) = \begin{bmatrix} x(N + 2) & x(N + 1) & \cdots & x(2) \\ \lambda^{1/2}X(N + 1) \end{bmatrix} \tag{9.22}
\]

and

\[
\tilde{Q}(N + 1)X(N + 2) = \begin{bmatrix} 1 & 0 & \cdots & \cdots \\ 0 & \tilde{Q}(N + 1) & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots \\ \vdots & \vdots & \cdots & \lambda^{1/2}U(N + 1) \end{bmatrix} \tag{9.23}
\]

In order to eliminate the new input vector through rotations with the corresponding rows of the triangular matrix \(\lambda^{1/2}U(N + 1)\), we apply the QR decomposition to equation (9.23) as follows:

\[
\tilde{Q}(N + 2) \begin{bmatrix} 1 & 0 \\ 0 & \tilde{Q}(N + 1) \end{bmatrix} X(N + 2) = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \end{bmatrix} \tag{9.24}
\]
where again $\mathbf{U}(N+2)$ is an upper triangular matrix and $\tilde{\mathbf{Q}}(N+2)$ is given by

$$
\tilde{\mathbf{Q}}(N+2) = \mathbf{Q}'_N(N+2)\mathbf{Q}'_{N-1}(N+2)\cdots\mathbf{Q}'_0(N+2)
$$

$$
= \begin{bmatrix}
\cos \theta_N(N+2) & \cdots & 0 & \cdots & -\sin \theta_N(N+2) \\
\vdots & & \vdots & & \\
0 & & \mathbf{I}_{N+1} & & 0 \\
\vdots & & \vdots & & \\
\sin \theta_N(N+2) & \cdots & 0 & \cdots & \cos \theta_N(N+2)
\end{bmatrix}
$$

$$
\begin{bmatrix}
\cos \theta_{N-1}(N+2) & \cdots & 0 & \cdots & -\sin \theta_{N-1}(N+2) & 0 \\
\vdots & & \vdots & & \\
0 & & \mathbf{I}_N & & 0 \\
\vdots & & \vdots & & \\
\sin \theta_{N-1}(N+2) & & \cos \theta_{N-1}(N+2) & & 0 \\
0 & \cdots & 0 & \cdots & \cos \theta_{N}(N+2) & 0
\end{bmatrix}
$$

$$
\begin{bmatrix}
\cos \theta_0(N+2) & -\sin \theta_0(N+2) & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\sin \theta_0(N+2) & \cos \theta_0(N+2) & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \mathbf{I}_N
\end{bmatrix}
$$

(9.25)

The above procedure should be repeated for each new incoming input signal vector as follows:

$$
\mathbf{Q}(k)\mathbf{X}(k) = \tilde{\mathbf{Q}}(k) \begin{bmatrix} 1 & 0 \\ 0 & \mathbf{Q}(k-1) \end{bmatrix} \begin{bmatrix} \mathbf{I}_2 & 0 \\ 0 & \mathbf{Q}(k-2) \end{bmatrix}
$$

$$
\begin{bmatrix}
\mathbf{I}_{k-N} & 0 \\
0 & \mathbf{Q}(k-N)
\end{bmatrix} \mathbf{X}(k) = \begin{bmatrix} \mathbf{0} \\ \mathbf{U}(k) \end{bmatrix}
$$

(9.26)

where $\mathbf{Q}(k)$ is a $(k+1)$ by $(k+1)$ matrix which represents the overall triangularization matrix via elementary Givens rotations matrices $\mathbf{Q}'_i(m)$ for all $m \leq k$ and $0 \leq i \leq N$. 
Since each Givens rotation matrix is orthogonal, then it can easily be proved that $Q(k)$ is also orthogonal (actually orthonormal), i.e.,

$$Q(k)Q^T(k) = I_{k+1} \quad (9.27)$$

Also, from equation (9.26), it is straightforward to note that

$$Q(k) = \tilde{Q}(k) \begin{bmatrix} 1 & 0 \\ 0 & Q(k-1) \end{bmatrix} \quad (9.28)$$

where $\tilde{Q}(k)$ is responsible for zeroing the latest input vector $x^T(k)$ in the first row of $X(k)$. The matrix $\tilde{Q}(k)$ is given by

$$\tilde{Q}(k) = \begin{bmatrix} \cos \theta_N(k) & \cdots & 0 & \cdots & -\sin \theta_N(k) \\ \vdots & & \vdots & & \vdots \\ 0 & \mathbf{I}_{k-1} & 0 \\ \vdots & & \vdots & & \vdots \\ \sin \theta_N(k) & \cdots & 0 & \cdots & \cos \theta_N(k) \end{bmatrix}$$

$$\begin{bmatrix} \cos \theta_{N-1}(k) & \cdots & 0 & \cdots & -\sin \theta_{N-1}(k) & 0 \\ \vdots & & \vdots & & \vdots & & \vdots \\ 0 & \mathbf{I}_{k-2} & 0 & 0 \\ \vdots & & \vdots & & \vdots & & \vdots \\ \sin \theta_{N-1}(k) & \cdots & 0 & \cdots & \cos \theta_{N-1}(k) & 0 \\ 0 & \cdots & 0 & \cdots & 0 & 1 \end{bmatrix}$$

$$\begin{bmatrix} \cos \theta_0(k) & \cdots & 0 & \cdots & -\sin \theta_0(k) & 0 \\ \vdots & & \vdots & & \vdots & & \vdots \\ 0 & \mathbf{I}_{k-N-1} & 0 & 0 \\ \vdots & & \vdots & & \vdots & & \vdots \\ \sin \theta_0(k) & \cdots & 0 & \cdots & \cos \theta_0(k) & 0 \\ 0 & \cdots & \cdots & \cdots & \cdots & \mathbf{I}_N \end{bmatrix}$$
\[
\begin{bmatrix}
\prod_{i=0}^{N} \cos \theta_i(k) & \cdots & 0 & \cdots & -\prod_{i=1}^{N} \cos \theta_i(k) \sin \theta_0(k) \\
\vdots & & & & \vdots \\
0 & \mathbf{I}_{k-N-1} & 0 \\
\vdots & & & & \vdots \\
\prod_{i=0}^{j-1} \cos \theta_i(k) \sin \theta_j(k) & \cdots & 0 & \cdots & \vdots \\
\vdots & & & & \vdots \\
-\prod_{i=j+1}^{N} \cos \theta_i(k) \sin \theta_j(k) & \cdots & -\sin \theta_N(k) \\
\vdots & & & & \vdots \\
\cos \theta_{N-1}(k) & \cdots & 0 & \cos \theta_N(k)
\end{bmatrix}
\]

(9.29)

Note that the matrix \(\tilde{Q}(k)\) has the following general form

\[
\tilde{Q}(k) = \begin{bmatrix}
* & 0 & \cdots & 0 & \cdots & 0 & \cdots & * \\
0 & \vdots & \mathbf{I}_{k-N-1} & \mathbf{0} & \vdots \\
* & \cdots & 0 & \cdots & * \\
* & \cdots & \mathbf{0} & \cdots & * \\
\end{bmatrix}
\]

(9.30)

where * represents a nonzero element. This structure of \(\tilde{Q}(k)\) is useful for developing some fast QR-RLS algorithms.
Returning to equation (9.26), we can conclude that

\[
\mathbf{Q}(k)\mathbf{X}(k) = \tilde{\mathbf{Q}}(k) \begin{bmatrix}
  x(k) & x(k-1) & \cdots & x(k-N) \\
  0 & 0 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 0 \\
\end{bmatrix} \lambda^{1/2}\mathbf{U}(k-1)
\] (9.31)

The first Givens rotation angle required to replace \(x(k-N)\) by a zero is \(\theta_0(k)\) such that

\[
\cos \theta_0(k) x(k-N) - \sin \theta_0(k) \lambda^{1/2} u_{1,N+1}(k-1) = 0
\] (9.32)

where \(u_{1,N+1}(k-1)\) is the element \((1, N+1)\) of \(\mathbf{U}(k-1)\). Then, it follows that

\[
\cos \theta_0(k) = \frac{\lambda^{1/2} u_{1,N+1}(k-1)}{u_{1,N+1}(k)}
\] (9.33)

\[
\sin \theta_0(k) = \frac{x(k-N)}{u_{1,N+1}(k)}
\] (9.34)

where

\[
u_{1,N+1}^2(k) = x^2(k-N) + \lambda u_{1,N+1}^2(k-1)
\] (9.35)

From equation (9.35), it is worth noting that the \((1, N+1)\) element of \(\mathbf{U}(k)\) is the square root of the exponentially weighted input signal energy, i.e.,

\[
u_{1,N+1}^2(k) = \sum_{i=0}^{k-N} \lambda^i x^2(k-N-i)
\] (9.36)

In the triangularization process, all the submatrices multiplying each column of \(\mathbf{X}(k)\) are orthogonal matrices and as a consequence the norm of each column in \(\mathbf{X}(k)\) and \(\mathbf{Q}(k)\mathbf{X}(k)\) should be the same. This confirms that equation (9.36) is valid. Also, it can be shown that

\[
\sum_{i=1}^{k+1} x_{i,j}^2(k) = \sum_{i=1}^{N+2-j} u_{i,j}^2(k) = \sum_{i=1}^{k+1} \lambda^{i-1} x^2(k+2-i-j)
\] (9.37)

for \(j = 1, 2, \ldots, N+1\).

Now consider that the intermediate calculations of equation (9.31) are performed as follows:

\[
\tilde{\mathbf{Q}}(k) \begin{bmatrix}
  \mathbf{x}^T(k) \\
  0 \\
  \lambda^{1/2}\mathbf{U}(k-1)
\end{bmatrix} = \mathbf{Q}_N(k)\mathbf{Q}_N^{-1}(k) \cdots \mathbf{Q}(k) \begin{bmatrix}
  \mathbf{x}_0'(k) \\
  0 \\
  \mathbf{U}_0'(k)
\end{bmatrix}
\] (9.38)
multiplication by the zero elements in equation (9.38) should be avoided. We start by removing the increasing \( I_{k-N-1} \) section of \( \tilde{Q}(k) \) (see equation (9.30)), thereby generating a matrix with reduced dimension denoted by \( Q_\theta(k) \). The resulting equation is

\[
Q_\theta(k) \begin{bmatrix} 1^T(k) & \lambda^{1/2}U(k-1) \end{bmatrix} = \sum_{i=N}^{k} Q'_{\theta_i}(k) \begin{bmatrix} x'_i(k) \\ U'_i(k) \end{bmatrix} = \begin{bmatrix} 0 \\ U(k) \end{bmatrix}
\]

(9.39)

where \( Q'_{\theta_i}(k) \) is derived from \( Q'_i(k) \) by removing the \( I_{k-N-1} \) section of \( Q'_i(k) \) along with the corresponding rows and columns, resulting in the following form

\[
Q'_{\theta_i}(k) = \begin{bmatrix} \cos \theta_i(k) & \cdots & 0 & \cdots & -\sin \theta_i(k) & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \vdots & \textbf{I}_i & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ \sin \theta_i(k) & \cdots & 0 & \cdots & \cos \theta_i(k) & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \vdots & \textbf{I}_{N-i} & \cdots & 0 \end{bmatrix}
\]

(9.40)

The Givens rotation elements are calculated by

\[
\cos \theta_i(k) = \frac{[U'_i(k)]_{i+1,N+1-i}}{c_i}
\]

(9.41)

\[
\sin \theta_i(k) = \frac{x'_i(k-N-i)}{c_i}
\]

(9.42)

where \( c_i = \sqrt{[U'_i(k)]^2_{i+1,N+1-i} + x'_i(k-N-i)} \) and \([\cdot]_{i,j}\) is the \((i, j)\) element of the matrix.

### 9.2.3 QR-Decomposition RLS Algorithm

The triangularization procedure above discussed can be applied to generate the QR-RLS algorithm that avoids the calculation of the \( S_D(k) \) matrix of the conventional RLS algorithm. The weighted \textit{a posteriori} error vector can be written as a function of the input data matrix, that is

\[
\varepsilon(k) = \begin{bmatrix} \varepsilon(k) & \lambda^{1/2}\varepsilon(k-1) \\ \vdots & \vdots \\ \lambda^{k/2}\varepsilon(0) \end{bmatrix} = \begin{bmatrix} d(k) \\ \lambda^{1/2}d(k-1) \\ \vdots \\ \lambda^{k/2}d(0) \end{bmatrix} - X(k)w(k)
\]

(9.43)
By premultiplying the above equation by $Q(k)$, it follows that

$$
\varepsilon_q(k) = Q(k)\varepsilon(k) = Q(k)d(k) - Q(k)X(k)w(k)
$$

$$
= d_q(k) - \begin{bmatrix} 0 \\ U(k) \end{bmatrix}w(k)
$$

(9.44)

where

$$
\varepsilon_q(k) = \begin{bmatrix} \varepsilon_{q1}(k) \\ \varepsilon_{q2}(k) \\ \vdots \\ \varepsilon_{qk+1}(k) \end{bmatrix}
$$

and

$$
d_q(k) = \begin{bmatrix} d_{q1}(k) \\ d_{q2}(k) \\ \vdots \\ d_{qk+1}(k) \end{bmatrix}
$$

Since $Q(k)$ is an orthogonal matrix, equation (9.6) is equivalent to

$$
\xi^d(k) = \varepsilon_q^T(k)\varepsilon_q(k)
$$

(9.45)

because

$$
\varepsilon_q^T(k)\varepsilon_q(k) = \varepsilon^T(k)Q^T(k)Q(k)\varepsilon(k) = \varepsilon^T(k)\varepsilon(k)
$$

The weighted-square error can be minimized in equation (9.45) by calculating $w(k)$ such that $\varepsilon_{qk-N+1}(k)$ to $\varepsilon_{qk+1}(k)$ are made zero using a back-substitution algorithm such as

$$
w_i(k) = \frac{-\sum_{j=1}^{i} u_{N+1-i,i-j+1}(k)w_{i-j}(k) + d_{qk+1-i}(k)}{u_{N+1-i,i+1}(k)}
$$

(9.46)

for $i = 0, 1, \ldots, N$, where $\sum_{j=1}^{i-1}[i] = 0$. With this choice for $w(k)$, the minimum weighted-square error at instant $k$ is given by

$$
\xi_{\text{min}}^d(k) = \sum_{i=1}^{k-N} \varepsilon_{q_i}^2(k)
$$

(9.47)
An important relation can be deduced by rewriting equation (9.44) as

\[
d_q(k) = \begin{bmatrix} d_{q_1}(k) \\ \vdots \\ d_{q_{k-N}}(k) \\ d_{q_{k-N+1}}(k) \\ \vdots \\ d_{q_{k+1}}(k) \end{bmatrix} = \begin{bmatrix} d_{q_1}(k) \\ \vdots \\ d_{q_{k-N}}(k) \\ d_{q_{k-N+1}}(k) \\ \vdots \\ d_{q_{k+1}}(k) \end{bmatrix}
\]

\[
= \begin{bmatrix} \varepsilon_{q_1}(k) \\ \vdots \\ \varepsilon_{q_{k-N}}(k) \\ 0 \\ \vdots \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ U(k) \end{bmatrix} w(k) \tag{9.48}
\]

where \( w(k) \) is the optimum coefficient vector at instant \( k \). By examining the equations (9.31) and (9.44), the right-most side of equation (9.48) can then be expressed as

\[
\begin{bmatrix} \varepsilon_{q_1}(k) \\ d_{q_2}(k) \end{bmatrix} = \begin{bmatrix} \varepsilon_{q_1}(k) \\ \vdots \\ \varepsilon_{q_{k-N}}(k) \\ d_{q_2}(k) \end{bmatrix} = \tilde{Q}(k) \begin{bmatrix} d(k) \\ \varepsilon_{q_1}(k-1) \\ \vdots \\ \varepsilon_{q_{k-N-1}}(k-1) \\ d_{q_2}(k-1) \end{bmatrix} \tag{9.49}
\]

Using similar arguments around equations (9.38) to (9.40), and starting from equation (9.49), the transformed weighted-error vector can be updated as described below:

\[
\tilde{Q}(k) \begin{bmatrix} d(k) \\ \varepsilon_{q_1}(k-1) \\ \vdots \\ \varepsilon_{q_{k-N-1}}(k-1) \\ d_{q_2}(k-1) \end{bmatrix} = Q_N(k)Q_{N-1}(k) \cdots Q_q(k) \begin{bmatrix} d'_q(k) \\ \varepsilon'_{q_1}(k) \\ \vdots \\ \varepsilon'_{q_{k-N-1}}(k) \\ d'_{q_2}(k) \end{bmatrix} \tag{9.50}
\]

where \( d'_q(k), \varepsilon'_{q_1}(k), \) and \( d'_{q_2}(k) \) are intermediate quantities generated during the rotations. Note that \( \varepsilon'_{q_{N+1}}(k) = [\varepsilon_{q_1}(k) \varepsilon_{q_2}(k) \ldots \varepsilon_{q_{k-N}}(k)]^T, d'_{N+1}(k) = \varepsilon_{q_1}(k), \) and \( d'_{q_{2N+1}} = d_{q_2}(k) \).

If we delete all the columns and rows of \( \tilde{Q}(k) \) whose elements are zeros and ones, i.e., the \( I_{k-N-1} \) section of \( \tilde{Q}(k) \) with the respective bands of zeros below, above, and on each side of it in equation (9.30), one would obtain matrix \( Q_0(k) \). In this case, the resulting equation corresponding to equation (9.49) is given by

\[
\begin{bmatrix} \varepsilon_{q_1}(k) \\ d_{q_2}(k) \end{bmatrix} = Q_0(k) \begin{bmatrix} d(k) \\ \varepsilon_{q_1}(k-1) \\ \vdots \\ \varepsilon_{q_{k-N-1}}(k-1) \\ d_{q_2}(k-1) \end{bmatrix} \tag{9.51}
\]
Therefore, we eliminate the vector $\varepsilon'_{q_{N+1}}(k)$ which is always increasing, such that in real-time implementation the updating is performed through

$$
\mathbf{d}(k) = \mathbf{Q}_\theta(k) \begin{bmatrix}
d(k) \\
\lambda^{1/2} \mathbf{d}_{q_2}(k-1)
\end{bmatrix}
= \mathbf{Q}'_{\theta_N}(k)\mathbf{Q}'_{\theta_{N-1}}(k) \cdots \mathbf{Q}'_{\theta_1}(k) \begin{bmatrix}
d'_1(k) \\
\mathbf{d}'_{q_2}(k)
\end{bmatrix}
$$

(9.52)

Another important relation can be derived from equation (9.44) by premultiplying both sides by $\mathbf{Q}^T(k)$, transposing the result, and postmultiplying the result by the pinning vector

$$
\varepsilon_q^T(k)\mathbf{Q}(k) = \begin{bmatrix} 1 \\
0 \\
\vdots \\
0
\end{bmatrix} = \varepsilon^T(k) = \varepsilon(k)
$$

(9.53)

Then, from the definition of $\mathbf{Q}(k)$ in equations (9.28) and (9.29), the following relation is obtained

$$
\varepsilon(k) = \varepsilon_{q_1}(k) \prod_{i=0}^{N} \cos \theta_i(k)
= \varepsilon_{q_1}(k)\gamma(k)
$$

(9.54)

This relation shows that the a posteriori output error can be computed without the explicit calculation of $\mathbf{w}(k)$. The only information needed is the Givens rotation cosines. In applications where only the a posteriori output error is of interest, the computationally intensive back-substitution algorithm of equation (9.46) to obtain $\mathbf{w}_i(k)$ can be avoided.

Now, all the mathematical background to develop the QR-RLS algorithm has been derived. After initialization, the Givens rotation elements are computed using equations (9.41) and (9.42). These rotations are then applied to the information matrix and the desired signal vector respectively as indicated in equations (9.39) and (9.52). The next step is to compute the error signal using equation (9.54). Finally, if the tap-weight coefficients are required we should calculate them using equation (9.46). Algorithm 9.1 summarizes the algorithm with all essential computations.

Example 9.1

In this example, we solve the system identification problem described in subsection 3.6.2 by using the QR-RLS algorithm described in this section.

Solution:

In the present example, we are mainly concerned in testing the algorithm implemented in finite precision, since the remaining characteristics (such as: misadjustment, convergence speed etc.) should follow the same pattern of the conventional RLS algorithm. We considered the case where
\textbf{Algorithm 9.1}

\textbf{QR-RLS Algorithm}

\begin{align*}
\mathbf{w}(-1) &= [0 \ 0 \ldots 0]^T, \quad \mathbf{w}_0(0) = \frac{d(0)}{x(0)} \\
\text{For } k = 1 \text{ to } N \text{ (Initialization)} \\
&\text{Do for } i = 1 \text{ to } k \\
&\quad w_i(k) = -\sum_{j=1}^{i} x(j) w_{i-j}(k) + d(i) \\
&\quad \mathbf{w}_i(0) = \mathbf{d}(0) x(0) \quad (9.11) \\
&\text{End} \\
\mathbf{U}_0'(N+1) &= \lambda^{1/2} \mathbf{X}(N) \quad (9.12) \\
\mathbf{d}_{q20}'(N+1) &= [\lambda^{1/2} d(N) \lambda d(N-1) \ldots \lambda^{(N+1)/2} d(0)]^T \\
\text{For } k \geq N + 1 \\
&\text{Do for each } k \\
&\quad \gamma_{i-1} = 1 \\
&\quad \mathbf{d}_i'(k) = d(k) \\
&\quad \mathbf{x}_i'(k) = \mathbf{x}^T(k) \\
&\text{Do for } i = 0 \text{ to } N \\
&\quad c_i = \sqrt{[\mathbf{U}_i'(k)]_{i+1,N+1-i}^2 + x_i'^2 k - N - i} \\
&\quad \cos \theta_i = \frac{\mathbf{x}_i'(k)}{c_i} \\
&\quad \sin \theta_i = \frac{x_i'(k-N-c_i)}{} \\
&\quad \mathbf{Q}_{\theta_i}(k) = \left[ \begin{array}{c} \mathbf{x}_i'(k) \\ \mathbf{U}_i'(k) \end{array} \right] \\
&\quad \gamma_i = \gamma_{i-1} \cos \theta_i \\
&\quad \mathbf{d}_{q2i}'(k) = \mathbf{Q}_{\theta_i}(k) \left[ \begin{array}{c} \mathbf{d}_i'(k) \\ \mathbf{d}_{q2i}'(k) \end{array} \right] \quad (9.39) \\
&\quad \mathbf{U}_0'(N+1) = \lambda^{1/2} \mathbf{U}_1'(N+1) \\
&\quad \mathbf{d}_{q20}'(k+1) = \lambda^{1/2} \mathbf{d}_{q2N+1}'(k) \\
&\text{End} \\
\text{If required compute} \\
&\quad \mathbf{d}(k) = \left[ \begin{array}{c} \mathbf{d}_{N+1}'(k) \\ \mathbf{d}_{q2N+1}'(k) \end{array} \right] \quad (9.51) \\
&\quad \mathbf{w}_0(k) = \frac{d_{N+1}'}{u_{N+1,1}(k)} \\
&\text{Do for } i = 1 \text{ to } N \\
&\quad w_i(k) = -\sum_{j=1}^{i} u_{N+1-i-j+1}(k) w_{i-j}(k) + d_{N+2-i}(k) \\
&\quad \mathbf{w}_i(0) = \mathbf{d}_{N+2-i}(k) \quad (9.46) \\
\text{End} \end{align*}
eigenvalue spread of the input signal correlation matrix is 20, with $\lambda = 0.99$. The presented results were obtained by averaging the outcomes of 200 independent runs. Table 9.1 summarizes the results, where it can be noticed that the MSE is comparable to the case of the conventional RLS algorithm (consult Table 5.2). On the other hand, the quantization error introduced by the calculations to obtain $w(k)_Q$ is considerable. After leaving the algorithm running for a large number of iterations, we found no sign of divergence.

In the infinite-precision implementation, the misadjustment measured was 0.0429. As expected (consult Table 5.1) this result is close to the misadjustment obtained by the conventional RLS algorithm.

### Table 9.1 Results of the Finite-Precision Implementation of the QR-RLS Algorithm

| No. of bits | $\xi(k)_Q$ | $E[||\Delta w(k)_Q||^2]$ |
|-------------|------------|-----------------|
| 16          | 1.544 $10^{-3}$ | 0.03473         |
| 12          | 1.563 $10^{-3}$ | 0.03254         |
| 10          | 1.568 $10^{-3}$ | 0.03254         |

### 9.3 SYSTOLIC ARRAY IMPLEMENTATION

The systolic array implementation of a given algorithm consists of mapping the algorithm in a pipelined sequence of basic computation cells. These basic cells perform their task in parallel, such that in each clock period all the cells are activated. An in depth treatment of systolic array implementation and parallelization of algorithms is beyond the scope of this text. Our objective in this section is to demonstrate in a summarized form that the QR-RLS algorithm can be mapped in a systolic array. Further details regarding this subject can be found in references [2]-[4], [13]-[14].

A Givens rotation requires two basic steps. The first step is the calculation of the sine and cosine which are the elements of the rotation matrix. The second step is the application of the rotation matrix to given data. Therefore, the basic computational elements required to perform the systolic array implementation of the QR-RLS algorithm introduced in the last section are the angle and the rotation processors shown in Fig. 9.1. The angle processor computes the cosine and sine, transferring the results to outputs 1 and 2 respectively, whereas in output 3 the cell delivers a partial product of cosines meant to generate the error signal as in equation (9.54). The rotation processor performs the rotation between the data coming from input 1 with the internal element of the matrix $U(l)$ and transfers the result to output 3. This processor also updates the elements of $U(l)$ and transfers the cosine and sine values to the neighboring cell on the left.
Now, imagine that we have the upper triangular matrix $U(k)$ arranged below the row consisting of the new information data vector as in equation (9.31), or equivalently as in equation (9.39). Following the same pattern, we can arrange the basic cells in order to compute the rotations of the QR-RLS algorithm as shown in Fig. 9.2, with the input signal $x(k)$ entering the array serially. In this figure, do not consider for this moment the time indexes and the left-hand side column. The input data weighting is performed by the processors of the systolic array.

Basically, the computations corresponding to the triangularization of equation (9.31) are performed through the systolic array shown in Fig. 9.2, where at each instant of time an element of the matrix $U(k)$ is stored in the basic processor as shown inside the building blocks. Note that these stored elements are skewed in time, and are initialized with zero. The left-hand cells store the elements of the vector $d(k)$ defined in equation (9.51), which are also initialized with zero and updated in each clock cycle. The column on the left-hand side of the array performs the rotation and stores the rotated values of the desired signal vector which are essential to compute the error signal.

In order to allow the pipelining, the outputs of each cell are computed at the present clock period and made available to the neighboring cells in the following clock period. Note that the neighboring cells on the left and below a given cell are performing computations related to a previous iteration, whereas the cells on the right and above are performing the computations of one iteration in advance. This is the pipelining scheme of Fig. 9.2.

Each row of cells in the array implements a basic Givens rotation between one row of $\lambda U(k-1)$ and a vector related to the new incoming data $x(k)$. The top row of the systolic array performs the zeroing of the last element of the most recent incoming $x(k)$ vector. The result of the rotation is then passed to the second row of the array. This second row performs the zeroing of the second-to-last element in the rotated input signal. The zeroing processing continues in the following rows by eliminating the remaining elements of the intermediate vectors $x'_i(k)$, defined in equation (9.38), through Givens rotations. The angle processors compute the rotation angles that are passed to each row to perform the rotations.

More specifically, returning to equation (9.31), at the instant $k$, the element $x(k - N)$ of $x(k)$ is eliminated by calculating the angle $\theta_0(k)$ in the upper angle processor. The same processor also performs the computation of $u_{1,N+1}(k)$ that will be stored and saved for later elimination of $x(k - N + 1)$, which occurs during the triangularization of $X(k + 1)$. In the same period of time, the neighboring rotation processor performs the computation of $u_{1,N}(k - 1)$ using the angle $\theta_0(k - 1)$ that was received from the angle processor in the beginning of the present clock period $k$. The modifications to the first row of the $U(k)$ matrix and to the vector $d(k)$ related to the desired signal are performed in the first row of the array, due to the rotation responsible for the elimination of $x(k - N)$. Note that the effect of the angle $\theta_0(k)$ in the remaining elements of the first row of $U(k)$ will be felt only in the following iterations, one element each time, starting from the right- to the left-hand side.

The second row of the systolic array is responsible for the rotation corresponding to $\theta_1(l)$ that eliminates the element $x'_1(l - N + 1)$ of $x'_1(l)$ defined in equation (9.38). The rotation $\theta_1(l)$ of course modifies the remaining nonzero elements of $x'_1(l)$ generating $x'_2(l)$, whose elements are calculated by the rotation processor and forwarded to the next row through output 3.
If $i_2 = 0$ then

$O_1 \leftarrow 1, O_2 \leftarrow 0, O_3 \leftarrow i_2$

$u_{i,j} = \lambda u_{i,j}$

Otherwise

$c \leftarrow \sqrt{\lambda^2 u_{i,j}^2(l) + i_1^2}$

$O_1 \leftarrow \cos \theta_{i-1} = \frac{\lambda u_{i,j}(l)}{c}$

$O_2 \leftarrow \sin \theta_{i-1} = \frac{i_3}{c}$

$O_3 \leftarrow i_2 O_1$

$u_{i,j}(l + 1) \leftarrow c$

End

(a)

$O_1 \leftarrow i_2$

$O_2 \leftarrow i_3$

$O_3 \leftarrow i_1 i_2 - i_3 \lambda u_{i,j}(l)$

$u_{i,j}(l + 1) \leftarrow i_1 i_3 + i_2 \lambda u_{i,j}(l)$

(b)

Figure 9.1 Basic cells: (a) Angle processor, (b) Rotation processor.
Likewise, the \((i + 1)\)th row performs the rotation \(\theta_i(l)\) that eliminates \(x'_i(l - N + i)\) and also the rotation in the vector \(\mathbf{d}(l)\).

In the bottom part of the systolic array, the product of \(\varepsilon_{q_1}(l)\) and \(\gamma(l)\) is calculated at each clock instant, in order to generate a posteriori output error given by \(\varepsilon(l)\). The output error obtained in a given sample period \(k\) corresponds to the error related to the input data vector of \(2(N + 1)\) clock periods before.
The systolic array of Fig. 9.2 exhibits several desirable features such as local interconnection, regularity, and simple control circuitry, that yields a simple implementation. A possible problem, as pointed out in [13], is the need to distribute a single clock throughout a large array, without incurring any clock skew.

The presented systolic array does not allow the computation of the tap-weight coefficients. A solution pointed out in [13] employs the array of Fig. 9.3 by freezing the array and applying an appropriate input signal sequence such that the tap-weight coefficients are made available at the array output $\varepsilon(l)$. An alternative way is add a systolic array to solve the back-substitution problem [13]. The array is shown in Fig. 9.3 with the corresponding algorithm. The complete computation of the coefficient vector $w(k)$ requires $2^{N+1}$ clock samples. In this array, the square cells produce the partial products involved in equation (9.11). The round cell performs the subtraction of the sum of the product result with an element of the vector $d(k-8)$, namely $d_{5-i}(k-8)$. This cell also performs the division of the subtraction result by the element $u_{N+1-i,i+1}(k-8)$ of the matrix $U(k-8)$. Starting with $i = 0$, the sum of products has no elements and as a consequence the round cell just performs the division $\frac{d_{5-i}(k-8)}{u_{N+1-i,i+1}(k-8)}$. On the other hand, for $i = N$ all the square cells are actually taking part in the computation of the sum of products. Note that in this case, in order to obtain $w_N(k-8)$, the results of all the cells starting from left to right must be ready, i.e., there is no pipelining involved.

$$w_i = 0 \text{ for } i < 0$$

Do for $i = 0, 1, \ldots, N$

$$y_i(N-i) = 0$$

Do for $l = N-i+1, \ldots, N$

$$y_i(l) = y_i(l-1) + u_{N+1-i,i-N+l}(k-8)w_{i-N+l-1}(k-8)$$

End

$$w_i(k-8) = \frac{d_{5-i}(k-8) - y_i(3)}{u_{N+1-i,i+1}(k-8)}$$

End

Figure 9.3  Systolic array and algorithm for the computation of $w(k)$.  
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Example 9.2

Let us choose a simple example, in order to illustrate how the systolic array implementation works, and compare the results with those belonging to the standard implementation of the QR-RLS algorithm. The chosen order is $N = 3$ and the forgetting factor is $\lambda = 0.99$.

Suppose that in an adaptive-filtering environment, the input signal consists of

$$x(k) = \sin(\omega_0 k)$$

where $\omega_0 = \frac{\pi}{250}$.

The desired signal is generated by applying the same sinusoid to an FIR filter whose coefficients are given by

$$w_0 = [1.0 \ 0.9 \ 0.1 \ 0.2]^T$$

Solution:

First consider the results obtained with the conventional QR-RLS algorithm. The contents of the vector $d(k)$ and of the matrix $U(k)$ are given below for the first four iterations.

Iteration $k = 1$

$$d(k) = \begin{bmatrix} 0.0000 \\ 0.0000 \\ 0.0000 \\ 0.0126 \end{bmatrix} \quad U(k) = \begin{bmatrix} 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0126 & 0.0000 & 0.0000 & 0.0000 \end{bmatrix}$$ (9.55)

Iteration $k = 2$

$$d(k) = \begin{bmatrix} 0.0000 \\ 0.0000 \\ 0.0364 \\ 0.0125 \end{bmatrix} \quad U(k) = \begin{bmatrix} 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0251 & 0.0126 & 0.0000 & 0.0000 \\ 0.0125 & 0.0000 & 0.0000 & 0.0000 \end{bmatrix}$$ (9.56)

Iteration $k = 3$

$$d(k) = \begin{bmatrix} 0.0000 \\ 0.0616 \\ 0.0363 \\ 0.0124 \end{bmatrix} \quad U(k) = \begin{bmatrix} 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0377 & 0.0251 & 0.0126 & 0.0000 \\ 0.0250 & 0.0125 & 0.0000 & 0.0000 \\ 0.0124 & 0.0000 & 0.0000 & 0.0000 \end{bmatrix}$$ (9.57)

Iteration $k = 4$

$$d(k) = \begin{bmatrix} 0.0892 \\ 0.0613 \\ 0.0361 \\ 0.0124 \end{bmatrix} \quad U(k) = \begin{bmatrix} 0.0502 & 0.0377 & 0.0251 & 0.0126 \\ 0.0375 & 0.0250 & 0.0125 & 0.0000 \\ 0.0249 & 0.0124 & 0.0000 & 0.0000 \\ 0.0124 & 0.0000 & 0.0000 & 0.0000 \end{bmatrix}$$ (9.58)
9.3 Systolic Array Implementation

Iteration $k = 5$

\[
d(k) = \begin{bmatrix}
0.1441 \\
0.0668 \\
0.0359 \\
0.0123
\end{bmatrix} \quad U(k) = \begin{bmatrix}
0.0785 & 0.0617 & 0.0449 & 0.0281 \\
0.0409 & 0.0273 & 0.0136 & 0.0000 \\
0.0248 & 0.0124 & 0.0000 & 0.0000 \\
0.0123 & 0.0000 & 0.0000 & 0.0000
\end{bmatrix}
\] (9.59)

The data stored in the systolic array implementation represent the elements of the vector $d(k)$ and of the matrix $U(k)$ skewed in time. This data is shown below starting from the the fourth iteration, since before that no data is available to the systolic array.

Observe when the elements of the $U(k)$ appear stored at the systolic array. For example, consider the highlighted elements. In particular, the element $(4, 1)$ at instant $k = 4$ appears stored in the systolic array at instant $k = 10$, whereas the elements $(3, 1)$ and $(3, 2)$ at instant $k = 3$ appear stored in the systolic array at instants $k = 8$ and $k = 7$, respectively. Following the same line of thought, it is straightforward to understand how the remaining elements of the systolic array are calculated.

Iteration $k = 4$

\[
\begin{bmatrix}
0. \\
0. \\
0. \\
0.
\end{bmatrix} \quad \begin{bmatrix}
0. & 0. & 0. & 0.0126 \\
0. & 0. & 0. & 0. \\
0. & 0. & 0. & 0.
\end{bmatrix}
\] (9.60)

Iteration $k = 5$

\[
\begin{bmatrix}
0. \\
0. \\
0. \\
0.
\end{bmatrix} \quad \begin{bmatrix}
0. & 0. & 0.0251 & 0.0281 \\
0. & 0. & 0.126 & 0. \\
0. & 0. & 0. & 0.
\end{bmatrix}
\] (9.61)

Iteration $k = 6$

\[
\begin{bmatrix}
0. \\
0. \\
0. \\
0.
\end{bmatrix} \quad \begin{bmatrix}
0. & 0.0377 & 0.0449 & 0.0469 \\
0. & 0.0251 & 0.125 & 0. \\
0. & 0.126 & 0. & 0.
\end{bmatrix}
\] (9.62)

Iteration $k = 7$

\[
\begin{bmatrix}
0. \\
0. \\
0. \\
0.
\end{bmatrix} \quad \begin{bmatrix}
0.0502 & 0.0617 & 0.0670 & 0.0686 \\
0.0377 & 0.0250 & 0.0136 & 0. \\
0.0251 & 0.126 & 0. & 0.
\end{bmatrix}
\] (9.63)

Iteration $k = 8$

\[
\begin{bmatrix}
0.0892 \\
0.0616 \\
0.0364 \\
0.0126
\end{bmatrix} \quad \begin{bmatrix}
0.0785 & 0.0870 & 0.0913 & 0.0927 \\
0.0375 & 0.0273 & 0.0148 & 0. \\
0.0250 & 0.124 & 0. & 0.
\end{bmatrix}
\] (9.64)
Iteration \( k = 9 \)
\[
\begin{bmatrix}
0.1441 & 0.1070 & 0.1141 & 0.1179 & 0.1191 \\
0.0613 & 0.0409 & 0.0297 & 0.0160 \\
0.0363 & 0.0249 & 0.0124 \\
0.0125 & 0.0124
\end{bmatrix}
\]

\( (9.65) \)

Iteration \( k = 10 \)
\[
\begin{bmatrix}
0.2014 & 0.1368 & 0.1430 & 0.1464 & 0.1475 \\
0.0668 & 0.0445 & 0.0319 & 0.0170 \\
0.0361 & 0.0248 & 0.0123 \\
0.0124 & 0.0124
\end{bmatrix}
\]

\( (9.66) \)

Iteration \( k = 11 \)
\[
\begin{bmatrix}
0.2624 & 0.1681 & 0.1737 & 0.1768 & 0.1778 \\
0.0726 & 0.0479 & 0.0340 & 0.0180 \\
0.0359 & 0.0246 & 0.0123 \\
0.0124 & 0.0123
\end{bmatrix}
\]

\( (9.67) \)

It is a good exercise for the reader to examine the elements of the vectors and matrices in equations (9.60)-(9.67) and detect when these elements appear in the corresponding vectors \( \mathbf{d}(k) \) and matrices \( \mathbf{U}(k) \) of equations (9.55)-(9.59).

\[ \square \]

## 9.4 SOME IMPLEMENTATION ISSUES

Several articles related to implementation issues of the QR-RLS algorithm such as the elimination of square root computation [16], stability and quantization error analyses [17]-[20] are available in the open literature. In this section, some of these results are briefly reviewed.

The stability of the QR-RLS algorithm is the first issue to be concerned when considering a real implementation. Fortunately, the QR-RLS algorithm implemented in finite precision was proved stable in the bounded input/bounded output sense in [18]. The proof was based on the analysis of the bounds for the internal recursions of the algorithm [18]-[19]. From another study based on the quantization-error propagation in the finite-precision implementation of the QR-RLS algorithm, it was possible to derive the error recursions for the main quantities of the algorithm, leading to the stability conditions of the QR-RLS algorithm [20]. The convergence on average of the QR-RLS algorithm can be guaranteed if the following inequality is satisfied [20]:

\[
\lambda^{1/2} \left\| \hat{\mathbf{Q}}(k) \right\|_2 \leq 1
\]

(9.68)

where the two norm \( \| \cdot \|_2 \) of a matrix used here is the square root of the largest eigenvalue and the notation \( \hat{\mathbf{Q}} \) denotes the finite-precision version of \( \mathbf{Q} \). Therefore,

\[
\left\| \hat{\mathbf{Q}}(k) \right\|_2 = \text{MAX}_i \sqrt{\cos^2 \theta_i(k) + \sin^2 \theta_i(k)}
\]

(9.69)
where $\text{MAX}_i[\cdot]$ is the maximum value of $[\cdot]$. The stability condition can be rewritten as follows:

$$\lambda \leq \frac{1}{\text{MAX}_i [\cos^2 Q \theta_i(k) + \sin^2 Q \theta_i(k)]}$$  \hspace{1cm} (9.70)

It can then be concluded that keeping the product of the forgetting factor and the maximum eigenvalue of the Givens rotations smaller than unity is a sufficient condition to guarantee the stability.

For the implementation of any adaptive algorithm, it is necessary to estimate quantitatively the dynamic range of all internal variables of the algorithm in order to determine the length of all the registers required in the actual implementation. Although this issue should be considered in the implementation of any adaptive-filtering algorithm, it is particularly relevant in the QR-RLS algorithms due to their large number of internal variables. The first attempt to address this problem was reported in [19], where expressions for the steady-state values of the cosines and sines of the Givens rotations were determined, as well as the bounds for the dynamic range of the information stored in the processing cells. The full quantitative analysis of the dynamic range of all internal quantities of the QR-RLS algorithm was presented in [20] for the conventional and systolic-array forms. For fixed-point implementation, it is important to determine the internal signal with the largest energy such that frequent overflow in the internal variables of the QR-RLS algorithm can be avoided.

The first entry of the triangularized information matrix can be shown to have the largest energy [20] and its steady-state value is approximately

$$u_{0,0}(k) \approx \frac{\sigma_x}{\sqrt{1 - \lambda}}$$  \hspace{1cm} (9.71)

where $\sigma_x^2$ is the variance of the input signal.

The procedure to derive the results above discussed consists of first analyzing the QR-RLS algorithm for ideal infinite-precision implementation. The second step is modeling the quantization errors and deriving the recursive equations that include the overall error in each quantity of the QR-RLS algorithm [20]. Then conditions to guarantee the stability of the algorithm could be derived. A further step is to derive closed-form solutions to the mean-squared values of the deviations in the internal variables of the algorithm due to finite-precision operations. The main objective in this step is to obtain the excess mean-square error and the variance of the deviation in the tap-weight coefficients. Analytical expressions for these quantities are not very simple unless a number of assumptions about the input and reference signals are assumed [20]. However, they are useful to the designer.

### 9.5 FAST QR-RLS ALGORITHM

For the derivation of the fast QR-RLS algorithms, it is first necessary to study the solutions of the forward and backward prediction problems. As seen in Chapters 7 and 8, the predictor solutions were also required in the derivation of the lattice-based and the fast transversal RLS algorithms.

A family of fast QR-RLS algorithms can be generated depending on the following aspects of their derivation:
The type of triangularization applied to the input signal matrix, taking into consideration the notation adopted in this book where the first element of the data vectors corresponds to the most recent data. The upper triangularization is related to the updating of forward prediction errors, whereas the lower triangularization involves the updating of backward prediction errors.

The type of error utilized in the updating process, namely, if it is *a priori* or *a posteriori* error.

Table 9.2 shows the classification of the fast QR-RLS algorithms indicating the references where the specific algorithms can be found. Although these algorithms are comparable in terms of computational complexity, those based on backward prediction errors (which utilize lower triangularization of the information matrix) are numerically stable when implemented in finite precision. This good numerical behavior is related to backward consistency and minimal properties inherent to these algorithms [21].

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Prediction Type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>A Priori</em></td>
<td>Forward</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>Backward</td>
<td>[10], [11]</td>
</tr>
<tr>
<td><em>A Posteriori</em></td>
<td></td>
<td>[4]</td>
</tr>
<tr>
<td></td>
<td>Backward</td>
<td>[8], [12]</td>
</tr>
</tbody>
</table>

In this section, we start with the application of the QR decomposition to the lower triangularization of the input signal information matrix. Then, the decomposition is applied to the backward and forward prediction problems. This type of triangularization is related to the updating of backward prediction errors.

A fast QR-RLS algorithm is derived by performing the triangularization of the information matrix in this alternative form, namely by generating a lower triangular matrix, and by first applying the triangularization to the backward linear prediction problem. Originally, the algorithm to be presented here was proposed in [5] and later detailed in [7] and [8]. The derivations are quite similar to those presented for the standard QR-RLS algorithm. Therefore, we will use the previous results in order to avoid unnecessary repetition. In order to accomplish this objective while avoiding confusion, the following notations are respectively used for the triangularization matrix and the lower triangular matrices $Q$ and $U$. These matrices have the following forms

$$U(k) = \begin{bmatrix}
0 & 0 & \cdots & 0 & u_{1,N+1} \\
0 & 0 & \cdots & u_{2,N} & u_{2,N+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
u_{N+1,1} & u_{N+1,2} & \cdots & u_{N+1,N} & u_{N+1,N+1}
\end{bmatrix} \quad (9.72)$$
The triangularization procedure has the following general form

\[
\tilde{Q}(k) = \begin{bmatrix}
\cos \theta_N(k) & \cdots & 0 & \cdots & -\sin \theta_N(k) & 0 \\
\vdots & & \vdots & & \vdots & \\
0 & I_{k-N-1} & 0 & \vdots & \\
\vdots & & \vdots & & \vdots & \\
\sin \theta_N(k) & \cdots & 0 & \cdots & \cos \theta_N(k) & 0 \\
0 & 0 & \cdots & 0 & I_N
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos \theta_{N-1}(k) & \cdots & 0 & \cdots & -\sin \theta_{N-1}(k) & 0 \\
\vdots & & \vdots & & \vdots & \\
0 & I_{k-N} & 0 & \vdots & \\
\vdots & & \vdots & & \vdots & \\
\sin \theta_{N-1}(k) & \cdots & 0 & \cdots & \cos \theta_{N-1}(k) & 0 \\
0 & 0 & \cdots & 0 & 0 & I_{N-1}
\end{bmatrix}
\]

\[
\cdots \begin{bmatrix}
\cos \theta_0(k) & \cdots & 0 & \cdots & -\sin \theta_0(k) \\
\vdots & & \vdots & & \vdots & \\
0 & I_{k-1} & 0 \\
\vdots & & \vdots & & \vdots & \\
\sin \theta_0(k) & \cdots & 0 & \cdots & \cos \theta_0(k)
\end{bmatrix}
\]

\[
Q(k)X(k) = \tilde{Q}(k) \begin{bmatrix} 1 & 0 & 0 \\ 0 & \tilde{Q}(k-1) & 0 \\ \vdots & \vdots & \vdots \\ I_{k-N} & 0 & \tilde{Q}(k-N) \\ 0 & \tilde{Q}(k-1) & 0 \\ \vdots & \vdots & \vdots \\ 0 & I_{k-1} & 0 \\ \vdots & \vdots & \vdots \\ 0 & I_{k-N-1} & 0 \\ 0 & \cdots & \cdots \\ 0 & \cdots & \cdots \\ 0 & \cdots & \cdots \\
\end{bmatrix} X(k)
\]

\[
= \begin{bmatrix} 0 \\ U(k) \end{bmatrix} \begin{bmatrix} k-N \\ N+1 \end{bmatrix}
\]

(9.74)

where \(Q(k)\) is a \((k+1)\) by \((k+1)\) matrix which represents the overall triangularization matrix.

As usual the multiplication by zero elements can be avoided by replacing \(\tilde{Q}(k)\) by \(Q_\theta(k)\), where the increasing \(I_{k-N-1}\) section of \(\tilde{Q}(k)\) is removed very much like in equations (9.38) and (9.39). The resulting equation is

\[
Q_\theta(k) \begin{bmatrix} x^T(k) \\ \lambda^{1/2} U(k-1) \end{bmatrix} = Q'_{\theta_N}(k)Q'_{\theta_{N-1}}(k) \cdots Q'_{\theta_0}(k) \begin{bmatrix} x_i(k) \\ U_i(k) \end{bmatrix}
\]

(9.75)
where $Q'_{\theta_i}(k)$ is derived from $Q'_i(k)$ by removing the $I_{k-N-1}$ section of $Q'_i(k)$ along with the corresponding rows and columns, resulting in the following form

$$Q'_{\theta_i}(k) = \begin{bmatrix}
\cos \theta_i(k) & \cdots & 0 & \cdots & -\sin \theta_i(k) & \cdots & 0 \\
\vdots & & \ddots & & \ddots & & \vdots \\
0 & \mathbf{I}_{N-i} & 0 & \cdots & 0 \\
\vdots & & \ddots & & \ddots & & \vdots \\
\sin \theta_i(k) & \cdots & 0 & \cdots & \cos \theta_i(k) & \cdots & 0 \\
\vdots & & \ddots & & \ddots & & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \mathbf{I}_i 
\end{bmatrix} \tag{9.76}$$

The Givens rotation elements are calculated by

$$\cos \theta_i(k) = \frac{[U'_i(k)]_{N+1-i,i+1}}{c_i} \tag{9.77}$$
$$\sin \theta_i(k) = \frac{x'_i(k-i)}{c_i} \tag{9.78}$$

where $c_i = \sqrt{[U'_i(k)]^2_{N+1-i,i+1} + x'^2_i(k-i)}$, and $[.]_{i,j}$ denotes the $(i,j)$ element of the matrix.

### 9.5.1 Backward Prediction Problem

In the backward prediction problem, the desired signal and vector are respectively

$$d_b(k+1) = x(k-N) \tag{9.79}$$
$$d_b(k+1) = \begin{bmatrix} x(k-N) \\ \lambda^{1/2}x(k-N-1) \\ \vdots \\ \lambda^{k-N}x(0) \\ 0 \\ \vdots \\ 0 \end{bmatrix} \tag{9.80}$$

The reader should note that in the present case an extra row was added to the vector $d_b(k+1)$. For example, the dimension of $d_b(k+1)$ is now $(k+2)$ by 1. The backward-prediction-error vector is given by

$$\epsilon_b(k+1) = d_b(k+1) - \mathbf{X}(k+1)\mathbf{w}_b(k+1)$$
$$\epsilon_b(k+1) = \mathbf{X}(k+1)\mathbf{d}_b(k+1) \begin{bmatrix} -\mathbf{w}_b(k+1) \\ 1 \end{bmatrix} \tag{9.81}$$
The triangularization matrix $Q(k + 1)$ of the input data matrix can be applied to the backward prediction error resulting in

$$
Q(k + 1)\varepsilon_b(k + 1) = Q(k + 1)d_b(k + 1) - \begin{bmatrix}
0 \\
U(k + 1)
\end{bmatrix}w_b(k + 1)
$$

(9.82)

or equivalently

$$
\varepsilon_{bq}(k + 1) = d_{bq}(k + 1) - \begin{bmatrix}
0 \\
U(k + 1)
\end{bmatrix}w_b(k + 1)
$$

(9.83)

From equations and (9.81) and (9.83), it follows that

$$
\varepsilon_{bq}(k + 1) = Q(k + 1)\begin{bmatrix}
X(k + 1) \\
d_b(k + 1)
\end{bmatrix} - \begin{bmatrix}
0 \\
U(k + 1)
\end{bmatrix}w_b(k + 1)
$$

(9.84)

Also note that

$$
\begin{bmatrix}
X(k + 1) \\
d_b(k + 1)
\end{bmatrix} = \begin{bmatrix}
X^{(N+2)}(k + 1)
\end{bmatrix}
$$

(9.85)

where $X^{(N+2)}(k + 1)$ is an extended version of $X(k + 1)$, with one input signal information vector added. In other words, $X^{(N+2)}(k + 1)$ is the information matrix that would be obtained if one additional delay was added at the end of the delay line.

In order to avoid increasing vectors in the algorithm, $\varepsilon_{bq_1}(k + 1), \varepsilon_{bq_2}(k + 1), \ldots, \varepsilon_{bq_{k-N}}(k + 1)$ can be eliminated in equation (9.84) through Givens rotations, as follows:

$$
Q_b(k + 1)\varepsilon_{bq}(k + 1) = Q_b(k + 1)\begin{bmatrix}
0 \\
U(k + 1)
\end{bmatrix} - \begin{bmatrix}
\varepsilon_{bq_1}(k + 1) \\
\varepsilon_{bq_2}(k + 1) \\
\vdots \\
\varepsilon_{bq_{k-N+1}}(k + 1) \\
x_{q_3}(k + 1)
\end{bmatrix}w_b(k + 1) \\
\begin{bmatrix}
0 \\
U(k + 1)
\end{bmatrix}
$$

(9.86)

Note that by induction $|U|_{N+1-i,i+1}(k + 1) = ||\varepsilon_{b,i}(k + 1)||$, where $||\varepsilon_{b,i}(k + 1)||^2$ corresponds to the least-square backward prediction error of an $(i - 1)$th-order predictor.
9.5.2 Forward Prediction Problem

In the forward prediction problem, the following relations are valid:\(^1\)

\[
d_f(k) = x(k + 1) \tag{9.87}
\]

\[
d_f(k) = \begin{bmatrix}
x(k + 1) \\
\lambda^{1/2} x(k) \\
\vdots \\
\lambda^{\frac{k+1}{2}} x(0)
\end{bmatrix} \tag{9.88}
\]

\[
e_f(k) = d_f(k) - \begin{bmatrix}
X(k) \\
0
\end{bmatrix} w_f(k) \tag{9.89}
\]

where \(d_f(k)\) is the desired signal, \(d_f(k)\) is the desired signal vector, and \(e_f(k)\) is the error signal vector.

Now, we can consider applying the QR decomposition, as was previously done in equation (9.74) to the forward prediction error above defined. It should be noted that in the present case an extra row was added to the vectors \(e_f(k)\) and \(d_f(k)\), as can be verified in the following relations:

\[
e_f(k) = \begin{bmatrix}
d_f(k) \\
X(k) \\
0
\end{bmatrix} \begin{bmatrix}
1 \\
-w_f(k)
\end{bmatrix} \tag{9.90}
\]

and

\[
e_{f_q}(k) = \begin{bmatrix}
Q(k) & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
d_f(k) \\
X(k) \\
0
\end{bmatrix} \begin{bmatrix}
1 \\
-w_f(k)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
e_{f_{q_1}}(k) \\
\vdots \\
e_{f_{q_{k-N}}}(k) \\
X_{q_2}(k) \\
\lambda^{\frac{k+1}{2}} x(0)
\end{bmatrix} \begin{bmatrix}
0 \\
\mathcal{U}(k) \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
1 \\
-w_f(k)
\end{bmatrix} \tag{9.91}
\]

Note that:

\[
\begin{bmatrix}
d_f(k) \\
X(k) \\
0
\end{bmatrix} = X^{(N+2)}(k + 1) \tag{9.92}
\]

which is an order extended version of \(X(k + 1)\) and has dimension \((k + 2)\) by \((N + 2)\).

In order to recursively solve equation (9.91) without dealing with ever increasing matrices, a set of Givens rotations are applied in order to eliminate \(e_{f_{q_1}}(k), e_{f_{q_2}}(k), \ldots, e_{f_{q_{k-N}}}(k)\), such that

---

\(^1\)The reader should note that here the definition of forward prediction error is slightly different from that used in Chapters 7 and 8, where in the present case we are using the input and desired signals one step ahead. This allows us to use the same information matrix as the conventional QR-Decomposition algorithm of subsection 9.2.3.
the information matrix that premultiplies the vector \([1 \ - \ w_f(k)]^T\) is triangularized. The Givens rotations can recursively be obtained by

\[
Q_f(k) = \tilde{Q}_f(k) \begin{bmatrix} 1 & 0 \\ 0 & Q_f(k-1) \end{bmatrix} \ldots \begin{bmatrix} I_{k-N-1} & 0 \\ 0 & \tilde{Q}_f(N+1) \end{bmatrix}
\]

(9.93)

where \(\tilde{Q}_f(k)\) is defined as

\[
\tilde{Q}_f(k) = \begin{bmatrix} \cos \theta_f(k) & \cdots & 0 & \cdots & -\sin \theta_f(k) \\ \vdots & & \vdots & & \vdots \\ 0 & \mathbf{I}_k & 0 \\ \vdots & & \vdots & & \vdots \\ \sin \theta_f(k) & \cdots & 0 & \cdots & \cos \theta_f(k) \end{bmatrix}
\]

(9.94)

If in each iteration, the above rotation is applied to equation (9.91), we have

\[
\tilde{\epsilon}_{fq}^i(k) = \tilde{Q}_f(k) \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ 0 & Q_f(k-1) & \cdots & \cdots & \cdots \\ \vdots & & \vdots & & \vdots \\ 0 & \mathbf{I}_k & 0 & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & \cos \theta_f(k) \\ \sin \theta_f(k) & \cdots & 0 & \cdots & \sin \theta_f(k) \end{bmatrix}
\]

(9.95)

where

\[
\cos \theta_f(k) = \frac{\lambda^{1/2} ||\varepsilon_f(k-1)||}{\sqrt{\lambda ||\varepsilon_f(k-1)||^2 + \varepsilon_{fq1}^2(k)}}
\]

(9.96)

\[
\sin \theta_f(k) = \frac{\varepsilon_{fq1}(k)}{\sqrt{\lambda ||\varepsilon_f(k-1)||^2 + \varepsilon_{fq1}^2(k)}}
\]

(9.97)
and $||\varepsilon_f(k)||$ is the norm of the forward prediction error vector shown in equation (9.91). This result can be shown by evoking the fact that the last element of $\varepsilon_{f_q}'(k)$ is equal to $||\varepsilon_f(k)||$, since $||\varepsilon_{f_q}'(k)|| = ||\varepsilon_f(k)|| = ||\varepsilon_f(k)||$, because these error vectors are related through unitary transformations.

Also, it is worthwhile to recall that in equation (9.95) the relation $[U]_{N+1-i,i+1}(k) = ||\varepsilon_{b_i}(k)||$ is still valid (see equation (9.86)). Also, by induction, it can easily be shown from equation (9.91) that:

For $k = 0, 1, \ldots, N$

$$||\varepsilon_f(k)|| = \lambda^{k+1} x(0)$$

for $k = N + 1$

$$||\varepsilon_{f_q}'(k)|| = ||\varepsilon_f(k)|| = \sqrt{\lambda^{k+1} x^2(0) + \varepsilon_{f_q1}^2(k)}$$

for $k = N + 2$

$$||\varepsilon_f(k)|| = \sqrt{\lambda^{k+1} x^2(0) + \lambda \varepsilon_{f_q1}^2(k-1) + \varepsilon_{f_q1}^2(k)} = \sqrt{\lambda ||\varepsilon_f(k-1)||^2 + \varepsilon_{f_q1}^2(k)}$$

for $k > N + 2$

$$||\varepsilon_f(k)||^2 = \lambda ||\varepsilon_f(k-1)||^2 + \varepsilon_{f_q1}^2(k)$$ (9.98)

In the present case, it can be assumed that the partial triangularization can be performed at each iteration as follows:

$$\begin{bmatrix} 0 & 0 & \vdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ x_{q_2}(k) & \cdots & \cdots & \|\varepsilon_f(k)\| \end{bmatrix} = \tilde{Q}_f(k) \begin{bmatrix} \tilde{Q}(k) & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x(k+1) \\ x^T(k) \end{bmatrix}$$ (9.99)

Now we can eliminate $x_{q_2}(k)$ through a set of rotations $Q'_f(k+1)$ such that

$$U^{(N+2)}(k+1) = Q'_f(k+1) \begin{bmatrix} x_{q_2}(k) & \cdots & \cdots & \|\varepsilon_f(k)\| \end{bmatrix}$$ (9.100)

where the superscript $(N + 2)$ in the above matrices denotes rotation matrices applied to data with $(N + 2)$ elements.
From the above equation, we can realize that \( Q'_{f}(k + 1) \) consists of a series of rotations in the following order

\[
Q'_{f}(k + 1) = \begin{bmatrix}
I_{N} & 0 & \cos \theta'_{f_1}(k + 1) & -\sin \theta'_{f_1}(k + 1) \\
0 & \sin \theta'_{f_1}(k + 1) & \cos \theta'_{f_1}(k + 1) & 0 \\
1 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cos \theta'_{f_N}(k + 1) & 0 & \cdots & 0 & \cdots & 0 & -\sin \theta'_{f_N}(k + 1) \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \sin \theta'_{f_N}(k + 1) & 0 & \cdots & 0 & \cdots & 0 & \cos \theta'_{f_N}(k + 1)
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos \theta'_{f_{N+1}}(k + 1) & 0 & \cdots & 0 & \cdots & 0 & -\sin \theta'_{f_{N+1}}(k + 1) & 0 \\
0 & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\sin \theta'_{f_{N+1}}(k + 1) & 0 & \cdots & 0 & \cdots & 0 & \cos \theta'_{f_{N+1}}(k + 1) & \end{bmatrix}
\]

(9.101)

where the rotation entries of \( Q'_{f}(k + 1) \) are calculated as follows:

\[
\mu_i = \sqrt{\mu_{i-1}^2 + x_{q2i}(k) \mu_i^2} \\
\cos \theta'_{f_{N+2-i}}(k + 1) = \frac{\mu_{i-1}}{\mu_i} \\
\sin \theta'_{f_{N+2-i}}(k + 1) = \frac{x_{q2i}(k)}{\mu_i}
\]

(9.102)

for \( i = 1, \ldots, N + 1 \), where \( \mu_0 = ||\varepsilon_{f}(k)|| \). Note that \( \mu_{N+1} \) is the norm of the weighted backward prediction error \( ||\varepsilon_{b,0}(k + 1)|| \), for a zero-order predictor (see equation (9.86)). The quantity \( x_{q2i}(k) \) denotes the \( i \)th element of the vector \( x_{q2}(k) \).

Since the above rotations, at instant \( k \), are actually completing the triangularization of \( \hat{X}^{(N+2)}(k+1) \), it follows that

\[
\hat{Q}^{(N+2)}(k + 1) = \begin{bmatrix}
I_{k-N} & 0 & \hat{Q}_f(k) & 0 \\
0 & Q'_f(k + 1) & \hat{Q}_f(k) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(9.103)
If the pinning vector, $[1 \ 0 \ldots 0]^T$, is postmultiplied on both sides of the above equation, we obtain the following relation:

$$
\tilde{Q}^{(N+2)}(k+1) \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} = \begin{bmatrix} I_{k-N} & 0 \\ 0 & Q'_{f}(k+1) \end{bmatrix} \tilde{Q}_{f}(k) \begin{bmatrix} \tilde{Q}(k) & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}
$$

$$
= \begin{bmatrix} \gamma^{(N+2)}(k+1) \\ 0 \\ \vdots \\ r^{(N+2)}(k+1) \end{bmatrix} N + 2 \tag{9.104}
$$

$$
= \begin{bmatrix} I_{k-N} & 0 \\ 0 & Q'_{f}(k+1) \end{bmatrix} \tilde{Q}_{f}(k) \begin{bmatrix} \gamma(k) \\ 0 \\ \vdots \\ r(k) \end{bmatrix} \begin{bmatrix} \gamma^{(N+2)}(k+1) \\ 0 \\ \vdots \\ r^{(N+2)}(k+1) \end{bmatrix} \bigg\} N + 1 \tag{9.105}
$$

where $r^{(N+2)}(k)$ and $r(k)$ are vectors representing the last nonzero elements in the first column of $\tilde{Q}^{(N+2)}(k)$ and $\tilde{Q}(k)$, respectively, as can be seen in equation (9.73). Now, we can proceed by taking the product involving the matrix $\tilde{Q}_{f}(k)$ resulting in the following relation:

$$
\begin{bmatrix} 1 \\ k - N \\ N + 1 \end{bmatrix} \begin{bmatrix} \gamma(k) \cos \theta_{f}(k) \\ 0 \\ r(k) \gamma(k) \sin \theta_{f}(k) \end{bmatrix} = \begin{bmatrix} I_{k-N} & 0 \\ 0 & Q'_{f}(k+1) \end{bmatrix} \tilde{Q}_{f}(k) \begin{bmatrix} \gamma^{(N+2)}(k+1) \\ 0 \\ \vdots \\ r^{(N+2)}(k+1) \end{bmatrix} \bigg\} \begin{bmatrix} 1 \\ k - N - 1 \\ N + 2 \end{bmatrix} \tag{9.105}
$$

Since our interest is to calculate $r(k+1)$, the above equation can be reduced to

$$
Q'_{f}(k+1) \begin{bmatrix} r(k) \\ \gamma(k) \sin \theta_{f}(k) \end{bmatrix} = r^{(N+2)}(k+1) \tag{9.106}
$$

where the unused $k - N$ rows and columns were deleted and $r(k+1)$ is the last $N + 1$ rows of $r^{(N+2)}(k+1)$. Now, since we have $r(k+1)$ available as a function of known quantities, it is possible to calculate the angles of the reduced rotation matrix $Q_{a}(k+1)$ using the following relation:

$$
\begin{bmatrix} \gamma(k+1) \\ r(k+1) \end{bmatrix} = Q_{a}(k+1) \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \tag{9.107}
$$
By examining the definition of $Q_\theta(k + 1)$ in equations (9.75) and (9.76), it is possible to conclude that it has the following general form (see equations (9.29) and (9.30) for similar derivation)

\[
Q_\theta(k + 1) = \begin{bmatrix}
\star & \star & \cdots & \star \\
\star & \star & & \\
& \vdots & \ddots & \\
\star & \star & \cdots & \star
\end{bmatrix} \quad N + 1
\] (9.108)

where $\star$ represents a nonzero element, with the first column given by

\[
\begin{bmatrix}
\prod_{i=0}^{N-1} \cos \theta_i(k + 1) \\
\prod_{i=0}^{N-1} \cos \theta_i(k + 1) \sin \theta_N(k + 1) \\
& \vdots \\
\prod_{i=0}^{j-1} \cos \theta_i(k + 1) \sin \theta_j(k + 1) \\
& \vdots \\
\sin \theta_0(k + 1)
\end{bmatrix}
\] (9.109)

Although $\gamma(k + 1)$ is not known, referring back to equation (9.107) and considering that each angle $\theta_i$ is individually responsible for an element in the vector $r(k + 1)$, it is possible to show that equation (9.107) can be solved by the following algorithm:

Initialize $\gamma_0' = 1$.

For $i = 1$ to $N + 1$ calculate

\[
\sin \theta_{i-1}(k + 1) = \frac{r_{N+2-i}(k + 1)}{\gamma_0'} \quad (9.110)
\]

\[
\gamma_1'^2 = \gamma_0'^2 \left[1 - \sin^2 \theta_{i-1}(k + 1)\right] = \gamma_0'^2 - r_{N+2-i}^2(k + 1) \quad (9.111)
\]

\[
\cos \theta_{i-1}(k + 1) = \frac{\gamma_1'}{\gamma_0'} \quad (9.112)
\]

After computation is finished make $\gamma(k + 1) = \gamma_1'$.

In the fast QR-RLS algorithm, we first calculate the rotated forward prediction error as in equation (9.99), followed by the calculation of the energy of the forward prediction error using equation
(9.98) and the elements of $\tilde{Q}_f(k)$ given in equations (9.96) and (9.97), respectively. The rotation entries of $\tilde{Q}_f(k+1)$ are calculated using the relations of (9.102), which in turn allow us to calculate $r^{(N+2)}(k+1)$ through equation (9.106). Given $r^{(N+2)}(k+1)$, the rotation angles $\theta_i$ can be calculated via equations (9.110)-(9.112). The remaining equations of the algorithm are the joint-processor section and the computation of the forward prediction error given by equations (9.51) and (9.54), respectively.

The resulting Algorithm 9.2 is almost the same as the hybrid QR-lattice algorithm of [8]. The main difference is the order the of computation of the angles $\theta_i$. In [8] the computation starts from $\theta_N$ by employing the relation

$$\gamma(k + 1) = \sqrt{1 - ||r(k+1)||^2}$$

(9.114)

This algorithm is closely related to the normalized lattice algorithm (see [8]). Some key results are needed to establish the relation between these algorithms. For example it can be shown that the parameter $\gamma(k, N + 1)$ of the lattice algorithms corresponds to $\gamma^2(k)$ in the fast QR algorithm.

In problem 17, it is proved that the elements of $r(k+1)$ in equation (9.106) correspond to normalized backward prediction a posteriori errors of distinct orders [8]. This is the explanation for the classification of Algorithm 9.2 in Table 9.2 as one which updates the a posteriori backward prediction errors.

**Example 9.3**

In this example, the system identification problem described in subsection 3.6.2 is solved using the QR-RLS algorithm described in this section. We implemented the fast QR-RLS algorithm with finite precision.

**Solution:**

The main objective of this example is to test the stability of the fast QR-RLS algorithm. For that we run the algorithm implemented with fixed-point arithmetic. The wordlengths used are 16, 12, and 10 bits respectively. We force the rotations to be kept passive. In other words, for each rotation the sum of the squares of the quantized sine and cosine are kept less or equal to one. Also, we test $\gamma_1$ to prevent it from becoming less than zero. With these measures, we did not notice any sign of divergence in our experiments. Table 9.3 shows the measured MSE in the finite-precision implementation, where the expected MSE for the infinite-precision implementation is $0.0015$. The analysis of these results shows that the fast QR-RLS has low sensitivity to quantization effects and is comparable to the other stable RLS algorithms presented in this text.

**9.6 CONCLUSIONS AND FURTHER READING**

Motivated by the numerically well conditioned Givens rotations, two types of rotation-based algorithms were presented in this chapter. In both cases the QR decomposition implemented with orthogonal Givens rotations were employed. The first algorithm is computationally intensive (order
### Algorithm 9.2

**Fast QR-RLS Algorithm**

**Based on a Posteriori Backward Prediction Error**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
</tr>
<tr>
<td>All cosines with 1 (use for $k \leq N + 1$)</td>
</tr>
<tr>
<td>All other variables with zero.</td>
</tr>
</tbody>
</table>

Do for each $k \geq 0$

| $\left[ \begin{array}{c} \varepsilon_{f_1}(k) \\ x_{q_2}(k) \end{array} \right] = Q_\theta(k) \left[ \begin{array}{c} x(k + 1) \\ \lambda^{1/2} x_{q_2}(k - 1) \end{array} \right]$ | (9.99) |
| $||\epsilon_f(k)||^2 = \lambda||\epsilon_f(k - 1)||^2 + \varepsilon_{f_1}^2(k)$ | (9.98) |
| $\sin \theta_f(k) = \frac{\varepsilon_{f_1}(k)}{||\epsilon_f(k)||}$ | (9.97) |
| $\mu_0 = ||\epsilon_f(k)||$ |

Do for $i = 1$ to $N + 1$

| $\mu_i = \sqrt{\mu_{i-1}^2 + x_{q_2}^2(k)}$ | (9.102) |
| $\cos \theta_{f_{N+i-1}}'(k + 1) = \frac{\mu_{i-1}}{\mu_i}$ | (9.102) |
| $\sin \theta_{f_{N+i-1}}'(k + 1) = \frac{x_{q_2}(k)}{\mu_i}$ | (9.102) |

End

| $r^{(N+2)}(k + 1) = Q_f'(k + 1) \left[ \begin{array}{c} r(k) \\ \gamma(k) \sin \theta_f(k) \end{array} \right]$ | (9.106) |
| $r(k + 1) = \text{last } N + 1 \text{ elements of } r^{(N+2)}(k + 1)$ |
| $\gamma_0 = 1$ |

Do for $i = 1$ to $N + 1$

| $\sin \theta_{i-1}(k + 1) = \frac{r_{N+i-1}(k + 1)}{\gamma_0}$ | (9.110) |
| $\gamma_1^2 = \gamma_0^2 - r_{N+i-1}^2(k + 1)$ | (9.111) |
| $\cos \theta_{i-1}(k + 1) = \frac{\gamma_1}{\gamma_0}$ | (9.112) |

End

| $\gamma(k + 1) = \gamma_1$ |

**Filter evolution**

| $\left[ \begin{array}{c} \varepsilon_{q_1}(k + 1) \\ d_{q_2}(k + 1) \end{array} \right] = Q_\theta(k + 1) \left[ \begin{array}{c} d(k + 1) \\ \lambda^{1/2} d_{q_2}(k) \end{array} \right]$ | (9.51) |
| $\varepsilon(k + 1) = \varepsilon_{q_1}(k + 1) \gamma(k + 1)$ | (9.54) |

End
Table 9.3  Results of the Finite-Precision Implementation of the Fast QR-RLS Algorithm

<table>
<thead>
<tr>
<th>No. of bits</th>
<th>Experiment $\xi(k)Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>$1.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>12</td>
<td>$2.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>10</td>
<td>$2.1 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

$N^2$) and is mainly useful in applications where the input signal vector does not consist of time delayed elements. The advantages of this algorithm are its numerical stability and its systolic array implementation. The second class of algorithms explores the time-shift property of the input signal vector which is inherent to a number of applications, yielding the fast QR-RLS algorithms with order $N$ numerical operations per output sample.

It should be noticed that the subject of QR-decomposition-based algorithms is not fully covered here. A complete approach to generating fast QR-RLS algorithm using lattice formulation is known [23]-[26]. In [23], the author applied QR decomposition to avoid inversion of covariance matrices in the multichannel problem employing lattice RLS formulation. A full orthogonalization of the resulting algorithm was later proposed in [25]. By using different formulations, the works of [24], [25], and [26], propose virtually identical QR-decomposition-based lattice RLS algorithms. In terms of computational complexity, the fast QR-RLS algorithm presented in this chapter is more efficient. Although not discussed here, a solution to compute the adaptive-filter weights from the internal quantities of the fast QR-RLS algorithm is currently available [27].

Another family of algorithms employing QR decomposition are those that replace the Givens rotation by the Householder transformation [1]. The Householder transformation can be considered an efficient method to compute the QR decomposition and is known to yield more accurate results than the Givens rotations in finite-precision implementations. In [28], the fast Householder RLS adaptive-filtering algorithm was proposed and shown to require computational complexity on the order of $7N$. However, no stability proof for this algorithm exists so far. In another work, the Householder transformation is employed to derive a block-type RLS algorithm that can be mapped on a systolic-block Householder transformation [29]. In [30], by employing the Householder transformation, a QR-based LMS algorithm was proposed as a numerically stable and fast converging algorithm with $O[N]$ computational complexity.

A major drawback of the conventional QR-RLS algorithm is the backsubstitution algorithm which is required for computing the weight vector. In a systolic array, it can be implemented as shown in this chapter, through a bidirectional array that requires extra clock cycles. Alternatively, a two-dimensional array can be employed despite being more computationally expensive [13]. An approach called inverse QR method can be used to derive a QR-based RLS algorithm such that the weight vector can be calculated without backsubstitution [31]-[32], however, no formal proof of stability for this algorithm is known.
The QR decomposition has also been shown to be useful for the implementation of numerically stable nonlinear adaptive-filtering algorithms. In [33], a QR-based RLS algorithm for adaptive nonlinear filtering has been proposed.

Some performance evaluations of the QR-RLS and fast QR-RLS algorithms are found in this chapter where these algorithms were employed in some simulation examples.
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9.8 Problems

1. If we consider each anti-diagonal element of $\lambda^{1/2} U(k)$ as a scaling constant $d_i$, and we divide the input signal vector initially by a constant $\delta$, we can derive a QR-decomposition algorithm without square roots as described below:

The first two rows to be rotated are

\[
\begin{align*}
\tilde{x}(k) & \quad \tilde{x}(k - 1) & \quad \ddots & \quad \tilde{x}(k - N) \\
\lambda^{1/2} \tilde{u}_{1,1}(k - 1) & \quad \lambda^{1/2} \tilde{u}_{1,2}(k - 1) & \quad \cdots & \quad \lambda^{1/2} \tilde{u}_{1,N+1}(k - 1) \\
\end{align*}
\]

where $d_1 = \lambda^{1/2} \tilde{u}_{1,N+1}(k - 1)$. The parameter $\delta$ can be initialized with 1.

Applying the Givens rotation to the rows above results in

\[
\begin{align*}
\tilde{x}'_1(k) & \quad \tilde{x}'_1(k - 1) & \quad \ddots & \quad \tilde{x}'_1(k - N + 1) & \quad 0 \\
\tilde{u}'_{1,1}(k) & \quad \tilde{u}'_{1,2}(k) & \quad \cdots & \quad \tilde{u}'_{1,N}(k) & \quad d_1 \\
\end{align*}
\]

where

\[
\begin{align*}
d_1^2 &= d_2^2 + \delta^2 \tilde{x}^2(k - N) \\
c &= \frac{d_2^2}{d_2^2 + \delta^2 \tilde{x}^2(k - N)} \\
\delta^2 &= \frac{d_2^2 \delta^2}{d_2^2 + \delta^2 \tilde{x}^2(k - N)} \\
s &= \frac{\delta^2 \tilde{x}(k - N)}{d_2^2 + \delta^2 \tilde{x}^2(k - N)} \\
x'_1(k - N + i) &= \tilde{x}(k - N + i) - \tilde{x}(k - N) \lambda^{1/2} \tilde{u}_{1,N-i+1}(k - 1)
\end{align*}
\]
\[ \tilde{u}_{1,N-i+1}(k) = c\lambda^{1/2}\tilde{u}_{1,N+1-i}(k-1) + s\tilde{x}(k-N+i) \]

The same procedure can be used to triangularize completely the input signal matrix.

(a) Using the above procedure derive a QR-RLS algorithm without square roots.

(b) Compare the computational complexity of the QR-RLS algorithms with and without square roots.

(c) Show that the triangularized matrix \( \tilde{U}(k) \) is related with \( U(k) \) through

\[ U(k) = D' \tilde{U}(k) \]

where \( D' \) is a diagonal matrix with the diagonal elements given by \( d_i' \) for \( i = 1, 2, \ldots, N+1 \).

2. Since \( Q^T(k)Q(k) = I_{k+1} \), the following identity is valid for any matrix \( A \) and \( B \):

\[ C^TD = A^\top B \quad \text{for} \quad Q(k) [A \mid B] = [C \mid D] \]

where \( Q(k) \), \( A \), \( B \), \( C \), and \( D \) have the appropriate dimensions. By choosing \( A \), \( B \), \( C \), and \( D \) appropriately, derive the following relations.

(a) \( U^T(k)U(k) = \lambda U^T(k-1)U(k-1) + x(k)x^T(k) \)

(b) \( p_D(k) = \lambda p_D(k-1) + x(k)d(k) \)

where \( p_D(k) = \sum_{i=0}^{k} \lambda^k x(i)d(i) \)

(c) \( U^T(k)U^{-T}(k)x(k) = x(k) \)

where \( U^{-T}(k) = [U^{-1}(k)]^T \)

(d) \( p_D^T(k)U^{-1}(k)U^{-T}(k)x(k) + \varepsilon_{q1}(k)\gamma(k) = d(k) \)

3. Partitioning \( Q_\theta(k) \) as follows:

\[ Q_\theta(k) = \begin{bmatrix} \gamma(k) & q_\theta^T(k) \\ q'_\theta(k) & Q_{\theta r}(k) \end{bmatrix} \]

show from equations (9.51) and (9.39) that

\[ q_\theta^T(k)\lambda^{1/2}U(k-1) + \gamma(k)x^T(k) = 0^T \]

\[ q_\theta^T(k)\lambda^{1/2}d_{q2}(k-1) + \gamma(k)d(k) = \varepsilon_{q1}(k) \]

4. Using the relations of the previous two problems and the fact that \( U(k)w(k) = d_{q2}(k) \), show that

(a) \( e(k) = \frac{\varepsilon_{q1}(k)}{\gamma(k)} \)

(b) \( \varepsilon(k) = e(k)\gamma^2(k) \)

(c) \( \varepsilon_{q1}(k) = \sqrt{\varepsilon(k)e(k)} \)

5. Show that \( U^T(k)d_{q2}(k) = p_D(k) \).

6. Using some of the formulas of the conventional RLS algorithm show that

\[ \gamma^2(k) = 1 - x^T(k)R_D^{-1}(k)x(k) \]
7. The QR-RLS algorithm is used to predict the signal \( x(k) = \cos(\pi k / 3) \) using a second-order FIR filter with the first tap fixed at 1. Note that we are interested in minimizing the MSE of the FIR output error. Given \( \lambda = 0.985 \), calculate \( y(k) \) and the filter coefficients for the first 10 iterations.

8. Use the QR-RLS algorithm to identify a system with the transfer function given below. The input signal is uniformly distributed white noise with variance \( \sigma^2_x = 1 \) and the measurement noise is Gaussian white noise uncorrelated with the input with variance \( \sigma^2_n = 10^{-3} \). The adaptive filter has 12 coefficients.

\[
H(z) = \frac{1 - z^{-12}}{1 - z^{-1}}
\]

(a) Run the algorithm for \( \lambda = 1 \), \( \lambda = 0.99 \), and \( \lambda = 0.97 \). Comment on the convergence behavior in each case.
(b) Plot the obtained FIR filter frequency response at any iteration after convergence is achieved and compare with the unknown system.

9. Perform the equalization of a channel with the following impulse response

\[
h(k) = \sum_{l=k}^{10} (l - 10) [u(k) - u(k - 10)]
\]

where \( u(k) \) is a step sequence.

Use a known training signal that consists of a binary (-1,1) random signal. An additional Gaussian white noise with variance \( 10^{-2} \) is present at the channel output.

(a) Apply the QR-RLS with an appropriate \( \lambda \) and find the impulse response of an equalizer with 50 coefficients.
(b) Convolve the equalizer impulse response at a given iteration after convergence, with the channel impulse response and comment on the result.

10. In a system identification problem the input signal is generated by an autoregressive process given by

\[
x(k) = -1.2x(k - 1) - 0.81x(k - 2) + n_x(k)
\]

where \( n_x(k) \) is zero-mean Gaussian white noise with variance such that \( \sigma^2_z = 1 \). The unknown system is described by

\[
H(z) = 1 + 0.9z^{-1} + 0.1z^{-2} + 0.2z^{-3}
\]

The adaptive filter is also a third-order FIR filter. Using the QR-RLS algorithm:
Choose an appropriate \( \lambda \), run an ensemble of 20 experiments, and plot the average learning curve.

11. The QR-RLS algorithm is applied to identify a 7th-order time-varying unknown system whose coefficients are first-order Markov processes with \( \lambda_w = 0.999 \) and \( \sigma^2_w = 0.001 \). The initial time-varying system multiplier coefficients are

\[
w_o^T = [0.03490 - 0.01100 - 0.06864 0.22391 0.55686 0.35798 - 0.02390 - 0.07594]
\]
The input signal is Gaussian white noise with variance $\sigma_x^2 = 0.7$, and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of $\mathbf{n}_w(k)$, with variance $\sigma_n^2 = 0.01$.

(a) For $\lambda = 0.97$ measure the excess MSE.

(b) Repeat (a) for $\lambda = \lambda_{\text{opt}}$.

12. Suppose a 15th-order FIR digital filter with multiplier coefficients given below is identified through an adaptive FIR filter of the same order using the QR-RLS algorithm. Considering that fixed-point arithmetic is used and for 10 independent runs, calculate an estimate of the expected value of $||\Delta \mathbf{w}(k) ||^2$ and $\xi(k)Q$ for the following case.

- Additional noise : white noise with variance $\sigma_n^2 = 0.0015$
- Coefficients wordlength: $b_c = 16$ bits
- Signal wordlength: $b_d = 16$ bits
- Input signal: Gaussian white noise with variance $\sigma_x^2 = 0.7$
- $\lambda = 0.99$

\[ \mathbf{w}_o^T = \begin{bmatrix} 0.0219360 & 0.0015786 & -0.0602449 & -0.0118907 & 0.1375379 \\ 0.0574545 & -0.3216703 & -0.5287203 & -0.2957797 & 0.0002043 & 0.290670 \\ -0.0353349 & -0.0068210 & 0.0026067 & 0.0010333 & -0.0143593 \end{bmatrix} \]

Plot the learning curves for the finite- and infinite-precision implementations.

13. Repeat the above problem for the following cases

(a) $\sigma_n^2 = 0.01$, $b_c = 9$ bits, $b_d = 9$ bits, $\sigma_x^2 = 0.7$, $\lambda = 0.98$.

(b) $\sigma_n^2 = 0.1$, $b_c = 10$ bits, $b_d = 10$ bits, $\sigma_x^2 = 0.8$, $\lambda = 0.98$.

(c) $\sigma_n^2 = 0.05$, $b_c = 8$ bits, $b_d = 16$ bits, $\sigma_x^2 = 0.8$, $\lambda = 0.98$.

14. Repeat problem 12 for the case where the input signal is a first-order Markov process with $\lambda_X = 0.95$.

15. Repeat problem 9 using the fast QR-RLS algorithm.

16. From equation (9.74) it is straightforward to show that

\[ \mathbf{X}(k) = \mathbf{Q}^T(k) \begin{bmatrix} \mathbf{0} \\ \mathbf{U}(k) \end{bmatrix} = \begin{bmatrix} \mathbf{Q}_u(k) & \mathbf{Q}_d(k) \end{bmatrix} \begin{bmatrix} \mathbf{0} \\ \mathbf{U}(k) \end{bmatrix} \]

where $\mathbf{Q}(k) = [\mathbf{Q}_u(k) \mathbf{Q}_d(k)]^T$.

(a) Using the above relation show that the elements of $\mathbf{x}_{q21}(k)$ in equation (9.95) are given by

\[ x_{q21}(k) = [\mathbf{q}_{d1}^T(k) \ 0] \mathbf{d}_f(k) \]
where $q_{di}(k)$ is the $i$th column of $Q_d(k)$.

(b) Show that the a posteriori error vector for an $N$th-order forward predictor can be given by

$$
\varepsilon_f(k, N + 1) = d_f(k) - \sum_{i=1}^{N+1} x_{q_{2i}}(k) \begin{bmatrix} q_{di}(k) \\ 0 \end{bmatrix}
$$

(c) Can the above expression be generalized to represent the a posteriori error vector for an $(N - j)$th-order forward predictor? See the expression below

$$
\varepsilon_f(k, N + 1 - j) = d_f(k) - \sum_{i=j}^{N+1} x_{q_{2i}}(k) \begin{bmatrix} q_{di}(k) \\ 0 \end{bmatrix}
$$

17. For the fast QR-RLS algorithm, show that the elements of $r(k + 1)$ correspond to a normalized backward prediction a posteriori error defined as

$$
r_{N+1-i}(k) = \varepsilon_b(k, i) = \frac{\varepsilon_b(k, i)}{||\varepsilon_b(k)||} = \frac{\varepsilon_{bq_i}(k, i)}{||\varepsilon_{bq_i}(k)||} \prod_{j=0}^{i-1} \cos \theta_j(k)
$$

where $\prod_{j=0}^{i-1} = 1$, and $\varepsilon_b(k, i + 1)$ is the a posteriori backward prediction error for a predictor of order $i$, with $i = 0, 1, \ldots$. Note that $||\varepsilon_{bq_i}(k)||^2$ corresponds to $\xi_{b_{\text{min}}}(k, i + 1)$ used in the lattice derivations of Chapter 7.
10.1 INTRODUCTION

Adaptive infinite impulse response (IIR) filters are those in which the zeros and poles of the filter can be adapted. For that benefit the adaptive IIR filters usually have adaptive coefficients on the transfer function numerator and denominator. Adaptive IIR filters present some advantages as compared with the adaptive FIR filters, including reduced computational complexity. If both have the same number of coefficients, the frequency response of the IIR filter can approximate much better a desired characteristic. Therefore, an IIR filter in most cases requires fewer coefficients, mainly when the desired model has poles and zeros, or sharp resonances [2]-[1]. There are applications requiring hundreds and sometimes thousands of taps in an FIR filter where the use of an adaptive IIR filter is highly desirable. Among these applications are satellite-channel and mobile-radio equalizers, acoustic echo cancellation, etc.

The advantages of the adaptive IIR filters come with a number of difficulties, some of them not encountered in the adaptive FIR counterparts. The main drawbacks are: possible instability of the adaptive filter, slow convergence, and error surface with local minima or biased global minimum depending on the objective function [3].

In this chapter, several strategies to implement adaptive IIR filters will be discussed. First, adaptive IIR filters having as objective function the minimization of the mean-square output error are introduced. Several alternative structures are presented and some properties of the error surface are addressed. In addition, some algorithms based on the minimization of alternative objective functions are discussed. The algorithms are devised to avoid the multimodality inherent to the methods based on the output error.

There are adaptive filtering algorithms with fixed poles.
10.2 OUTPUT-ERROR IIR FILTERS

In the present section, we examine strategies to reduce a function of the output error given by

\[ \xi(k) = F[e(k)] \]  

(10.1)

using an adaptive filter with IIR structure. The output error is defined by

\[ e(k) = d(k) - y(k) \]  

(10.2)

as illustrated in Fig. 10.1.a. As usual, an adaptation algorithm determines how the coefficients of the adaptive IIR filter should change in order to get the objective function reduced.

Let us consider that the adaptive IIR filter is realized using the direct-form structure of Fig. 10.1.b. The signal information vector in this case is defined by

\[ \phi(k) = [y(k-1) y(k-2) \ldots y(k-N) x(k) x(k-1) \ldots x(k-M)]^T \]  

(10.3)

where \( N \) and \( M \) are the adaptive filter denominator and numerator orders, respectively.

The direct-form adaptive filter can be characterized in time domain by the following difference equation

\[ y(k) = \sum_{j=0}^{M} b_j(k)x(k-j) - \sum_{j=1}^{N} a_j(k)y(k-j) \]  

(10.4)

In the system identification field [8], the above difference equation is in general described through polynomial operator as follows:

\[ y(k) = \frac{B(k, q^{-1})}{A(k, q^{-1})} x(k) \]  

(10.5)

where

\[ B(k, q^{-1}) = b_0(k) + b_1(k)q^{-1} + \ldots + b_M(k)q^{-M} \]

\[ A(k, q^{-1}) = 1 + a_1(k)q^{-1} + \ldots + a_N(k)q^{-N} \]

and \( q^{-j} \) denotes a delay operation in a time domain signal of \( j \) samples, i.e., \( q^{-j} x(k) = x(k-j) \).

The difference equation (10.4) can also be rewritten in a vector form, which is more convenient for the algorithm description and implementation, as described below

\[ y(k) = \theta^T(k) \phi(k) \]  

(10.6)

where \( \theta(k) \) is the adaptive-filter coefficient vector given by

\[ \theta(k) = [ -a_1(k) - a_2(k) \ldots - a_N(k) b_0(k) b_1(k) \ldots b_M(k)]^T \]  

(10.7)

In a given iteration \( k \), the adaptive-filter transfer function can be expressed as follows:

\[ H_k(z) = z^{N-M} \frac{b_0(k) z^M + b_1(k) z^{M-1} + \ldots + b_{M-1}(k) z + b_M(k)}{z^N + a_1(k) z^{N-1} + \ldots + a_{N-1}(k) z + a_N(k)} \]

\[ = z^{N-M} \frac{N_k(z)}{D_k(z)} \]  

(10.8)
10.2 Output-Error IIR Filters

$$y(k) = x(k) * h(k) + e(k)$$

$$d(k) = x(k) * h(k)$$

$$e(k) = d(k) - y(k)$$

**Figure 10.1** Adaptive IIR Filtering: (a) General configuration, (b) Adaptive IIR direct-form realization.
Given the objective function \( F[e(k)] \), the gradient vector required to be employed in the adaptive algorithm is given by

\[
g(k) = \frac{\partial F[e(k)]}{\partial e(k)} \frac{\partial e(k)}{\partial \theta(k)}
\]  
(10.9)

where \( e(k) \) is the output error. The first derivative in the above gradient equation is a scalar dependent on the objective function, while the second derivative is a vector whose elements are obtained by

\[
\frac{\partial e(k)}{\partial a_i(k)} = \frac{\partial [d(k) - y(k)]}{\partial a_i(k)} = -\frac{\partial y(k)}{\partial a_i(k)}
\]

for \( i = 1, 2, \ldots, N \), and

\[
\frac{\partial e(k)}{\partial b_j(k)} = \frac{\partial [d(k) - y(k)]}{\partial b_j(k)} = -\frac{\partial y(k)}{\partial b_j(k)}
\]  
(10.10)

for \( j = 0, 1, \ldots, M \), where we used the fact that the desired signal \( d(k) \) is not dependent on the adaptive-filter coefficients.

The derivatives of \( y(k) \) with respect to the filter coefficients can be calculated from the difference equation (10.4) as follows:

\[
\frac{\partial y(k)}{\partial a_i(k)} = -y(k-i) - \sum_{j=1}^{N} a_j(k) \frac{\partial y(k-j)}{\partial a_i(k)}
\]

for \( i = 1, 2, \ldots, N \), and

\[
\frac{\partial y(k)}{\partial b_j(k)} = x(k-j) - \sum_{i=1}^{N} a_i(k) \frac{\partial y(k-i)}{\partial b_j(k)}
\]  
(10.11)

for \( j = 0, 1, \ldots, M \). The partial derivatives of \( y(k-i) \) with respect to the coefficients, for \( i = 1, 2, \ldots, N \), are different from zero because the adaptive filter is recursive. As a result, the present coefficients \( a_i(k) \) and \( b_j(k) \) are dependent on the past output samples \( y(k-i) \). The precise evaluation of these partial derivatives is a very difficult task, and does not have a simple implementation. However, as first pointed out in [5] and [6], if small step sizes are used in the coefficient updating, the following approximations are valid

\[
a_i(k) \approx a_i(k-j) \text{ for } i, j = 1, 2, \ldots, N
\]

and

\[
b_j(k) \approx b_j(k-i) \text{ for } j = 0, 1, \ldots, M \text{ and } i = 1, 2, \ldots, N
\]  
(10.12)

As a consequence, equations (10.11) can be rewritten as

\[
-\frac{\partial y(k)}{\partial a_i(k)} \approx +y(k-i) - \sum_{j=1}^{N} a_j(k) \left[ -\frac{\partial y(k-j)}{\partial a_i(k-j)} \right]
\]
for \( i = 1, 2, \ldots, N \), and

\[
\frac{\partial y(k)}{\partial b_j(k)} \approx x(k - j) - \sum_{i=1}^{N} a_i(k) \frac{\partial y(k - i)}{\partial b_j(k - i)} \tag{10.13}
\]

for \( j = 0, 1, \ldots, M \). Note that these equations are standard difference equations.

The above equations can be implemented by all-pole filters having as input signals \(-y(k - i)\) and \(x(k - j)\) for the first and second set of equations, respectively. The implementation of the derivative signals of equations (10.13) is depicted in Fig. 10.2. The all-pole sections realization can be performed through IIR direct-form structure, with transfer function given by

\[
S_{a_i}(z) = z \left[ \frac{\partial y(k)}{\partial a_i(k)} \right] = -z^{N-i} \frac{Y(z)}{D_k(z)} Y(z)
\]

for \( i = 1, 2, \ldots, N \), and

\[
S_{b_j}(z) = z \left[ \frac{\partial y(k)}{\partial b_j(k)} \right] = z^{N-j} \frac{X(z)}{D_k(z)} X(z)
\]

for \( j = 0, 1, \ldots, M \), respectively, where \( Z[\cdot] \) denotes the \( Z \)-transform of [\cdot].

The amount of computation spent to obtain the derivatives is relatively high, as compared with the adaptive-filter computation itself. A considerable reduction in the amount of computation can be achieved, if it is considered that the coefficients of the adaptive-filter denominator polynomial are slowly varying, such that

\[
D_k(z) \approx D_{k-i}(z) \quad \text{for} \ i = 1, 2, \ldots, \max(N, M) \tag{10.15}
\]
where \( \max(a, b) \) denotes maximum between \( a \) and \( b \). The interpretation is that the denominator polynomial is kept almost constant for a number of iterations. With this approximation, it is possible to eliminate the duplicating all-pole filters of Fig. 10.2, and replace them by a single all-pole in front of the two sets of delays as depicted in Fig. 10.3.a. In addition, if the recursive part of the adaptive filter is implemented before the numerator part, one more all-pole section can be saved as illustrated in Fig. 10.3.b [7].

Note that in the time domain, the approximations of equation (10.15) imply the following relations

\[
\frac{\partial y(k)}{\partial a_i(k)} \approx q^{-i+1} \frac{\partial y(k)}{\partial a_1(k)}
\]

for \( i = 1, 2, \ldots, N \), and

\[
\frac{\partial y(k)}{\partial b_j(k)} \approx q^{-j} \frac{\partial y(k)}{\partial b_0(k)}
\]

(10.16)

for \( j = 0, 1, \ldots, M \), where \( \frac{\partial y(k)}{\partial a_1(k)} \) represents the partial derivative of \( y(k) \) with respect to the first non unit coefficient of the denominator polynomial, whereas \( \frac{\partial y(k)}{\partial b_0(k)} \) is the partial derivative of \( y(k) \) with respect to the first coefficient of the numerator polynomial.

## 10.3 GENERAL DERIVATIVE IMPLEMENTATION

The derivatives of the output signal as related to the adaptive-filter coefficients are always required to generate the gradient vector that is used in most adaptive algorithms. These derivatives can be obtained in a systematic form by employing a sensitivity property of digital filters with fixed coefficients [2]-[1], if the adaptive-filter coefficients are slowly varying as assumed in equation (10.12).

Refer to Fig. 10.4.a, where the multiplier with coefficient \( c \) is an internal multiplier of a digital filter with fixed coefficients. A good measure of how the digital filter characteristics change when the value of \( c \) changes is the sensitivity function, defined as the partial derivative of the digital filter transfer function \( H(z) \) as related to the coefficient \( c \). It is well known from classical digital filtering theory [2]-[1] that the partial derivative of the digital filter transfer function, with respect to a given multiplier coefficient \( c \), is given by the product of the transfer function \( H_{13}(z) \) from the filter input to the multiplier input and the transfer function \( H_{42}(z) \) from the multiplier output to the filter output, that is

\[
S^c(z) = H_{13}(z) \cdot H_{42}(z)
\]

(10.17)

Fig. 10.4.b illustrates the derivative implementation. It can be noted that the implementation of the derivatives for the direct-form structure shown in Fig. 10.2 can be obtained by employing equation (10.17). In the time domain, the filtering operation performed in the implementation of Fig. 10.4.b is given by

\[
\frac{\partial y(k)}{\partial c} = h_{13}(k) \ast h_{42}(k) \ast x(k)
\]

(10.18)
Figure 10.3  Simplified derivative implementation: (a) Simplification I, (b) Simplification II.
where \(*\) denotes convolution and \(h_{ij}(k)\) is the impulse response related to \(H_{ij}(z)\). When the digital filter coefficients are slowly varying, the desired derivatives can be derived as in Fig. 10.4 for each adaptive coefficient. In this case, only an approximated derivative is obtained

\[
\frac{\partial y(k)}{\partial c(k)} \approx h_{13k}(k) * h_{42k}(k) * x(k)
\]  

(10.19)

### 10.4 ADAPTIVE ALGORITHMS

In this section, the adaptation algorithms used in IIR adaptive filtering are described. In particular, we present the RLS, the Gauss-Newton, and the gradient-based algorithms.

#### 10.4.1 Recursive Least-Squares Algorithm

A possible objective function for adaptive IIR filtering based on output error is the least-squares function

\[
\xi^d(k) = \sum_{i=0}^{k} \lambda^{k-i} e^2(i) = \sum_{i=0}^{k} \lambda^{k-i} [d(i) - \theta^T(k) \phi(i)]^2
\]  

(10.20)

The forgetting factor \(\lambda\) is usually chosen in the range \(0 \ll \lambda < 1\), with the objective of turning the distant past information increasingly negligible. By differentiating \(\xi^d(k)\) with respect to \(\theta(k)\), it follows that

\[
2g_D(k) = \frac{\partial \xi^d(k)}{\partial \theta(k)}
\]

\[
= 2 \sum_{i=0}^{k} \lambda^{k-i} \phi(i) [d(i) - \theta^T(k) \phi(i)]
\]

\[
= 2 \phi(k) e(k) + \lambda \frac{\partial \xi^d(k-1)}{\partial \theta(k)}
\]  

(10.21)

where the vector \(\phi(k)\) is the derivative of \(e(i)\) with respect to \(\theta(k)\), i.e.,

\[
\phi(k) = \frac{\partial e(k)}{\partial \theta(k)} = -\frac{\partial y(k)}{\partial \theta(k)}
\]  

(10.22)

and without loss of generality we considered that \(\xi^d(k-1)\) is a function of \(\theta(k)\) and not of \(\theta(k-1)\) as in the FIR case. The second-derivative matrix \(2R_D(k)\) of \(\xi^d(k)\) with respect to \(\theta(k)\) is then given by

\[
\frac{\partial^2 \xi^d(k)}{\partial \theta^2(k)} = 2R_D(k) = 2\lambda R_D(k-1) + 2\phi(k) \phi^T(k) - 2 \frac{\partial^2 y(k)}{\partial \theta^2(k)} e(k)
\]  

(10.23)

---

2The reader should note that this definition of the deterministic weighted least squares utilizes the \(a \ priori\) error with respect to the latest data pair \(d(k)\) and \(x(k)\), unlike the FIR RLS case.

3By differentiating \(2g_D(k)\) in equation (10.21) with respect to \(\theta(k)\).
Figure 10.4 General derivative implementation: (a) General structure, (b) Derivative implementation.
Now, several assumptions are made to generate a recursive algorithm. The adaptive-filter parameters are considered to be updated by

$$\theta(k+1) = \theta(k) - R_D^{-1}(k)g_D(k)$$  \hspace{1cm} (10.24)

As can be noted from equations (10.21) and (10.23), the calculations of the last terms in both $R_D(k)$ and $g_D(k)$ require a knowledge of the signal information vector since the beginning of the algorithm operation, namely $\varphi(i)$ for $i < k$. However, if the algorithm step sizes, i.e., the elements of $|\theta(k+1) - \theta(k)|$, are considered small, then

$$\frac{\partial \xi^d(k-1)}{\partial \theta(k)} \approx 0$$  \hspace{1cm} (10.25)

assuming that the vector $\theta(k)$ is the optimal estimate for the parameters at the instant $k - 1$. This conclusion can be drawn by approximating $\xi^d(k - 1)$ by a Taylor series around $\theta(k - 1)$ and considering only the first-order term [8]. Also, close to the minimum solution, the output error $e(k)$ can be considered approximately a white noise (if the measurement noise is also a white noise) and independent of $\frac{\partial^2 y(k)}{\partial \theta^2(k)}$. This assumption allows us to consider the expected value of the last term in equation (10.23) negligible as compared to the remaining terms.

Applying the above approximations, an RLS algorithm for adaptive IIR filtering is derived in which the basic steps are:

$$e(k) = d(k) - \theta^T(k)\varphi(k)$$  \hspace{1cm} (10.26)

$$\varphi(k) = -\frac{\partial y(k)}{\partial \theta(k)}$$  \hspace{1cm} (10.27)

$$S_D(k) = \frac{1}{\lambda} \left[ S_D(k - 1) - \frac{S_D(k - 1)\varphi(k)\varphi^T(k)S_D(k - 1)}{\lambda + \varphi^T(k)S_D(k - 1)\varphi(k)} \right]$$  \hspace{1cm} (10.28)

$$\theta(k+1) = \theta(k) - S_D(k)\varphi(k)e(k)$$  \hspace{1cm} (10.29)

The description of the RLS adaptive IIR filter is given in Algorithm 10.1.

Note that the primary difference between the RLS algorithm for FIR and IIR adaptive filtering relies on the signal information vector, $\varphi(k)$, that in the IIR case is obtained through a filtering operation while in the FIR case it corresponds to the input signal vector $x(k)$.

### 10.4.2 The Gauss-Newton Algorithm

Consider as objective function the mean-square error (MSE) defined as

$$\xi = E[e^2(k)]$$  \hspace{1cm} (10.30)

In the Gauss-Newton algorithm, the minimization of the objective function is obtained by performing searches in the Newton direction, using estimates of the inverse Hessian matrix and the gradient vector.
Algorithm 10.1

Output Error Algorithm, RLS Version

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i(k) = b_i(k) = e(k) = 0$</td>
</tr>
<tr>
<td>$y(k) = x(k) = 0, \ k &lt; 0$</td>
</tr>
<tr>
<td>$S_D(0) = \delta^{-1}I$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi^T(k) = [-y'(k-1) \ldots -y'(k-N) - x'(k) - x'(k-1) \ldots - x'(k-M)]$</td>
</tr>
</tbody>
</table>

For each $x(k), d(k), k \geq 0$, do

| $y(k) = \varphi^T(k)\theta(k)$ |
| $y'(k) = -y(k) - \sum_{i=1}^{N} a_i(k)y'(k-i)$ |
| $x'(k) = x(k) - \sum_{i=1}^{N} a_i(k)x'(k-i)$ |
| $e(k) = d(k) - y(k)$ |
| $S_D(k) = \frac{1}{\lambda} [S_D(k-1) - \frac{S_D(k-1)\varphi(k)\varphi^T(k)S_D(k-1)}{\lambda + \varphi^T(k)S_D(k-1)\varphi(k)}]$ |
| $\theta(k+1) = \theta(k) - S_D(k)\varphi(k)e(k)$ |

Stability test

The gradient vector is calculated as follows:

$$\frac{\partial \xi}{\partial \theta(k)} = E[2e(k)\varphi(k)]$$

(10.31)

where $\varphi(k) = \frac{\partial e(k)}{\partial \theta(k)}$ as defined in equation (10.22).

The Hessian matrix is then given by

$$\frac{\partial^2 \xi}{\partial \theta^2(k)} = 2E \left[ \varphi(k)\varphi^T(k) + \frac{\partial^2 e(k)}{\partial \theta^2(k)} e(k) \right]$$

(10.32)

where the expected value of the second term in the above equation is approximately zero, since close to a solution the output error $e(k)$ is “almost” a white noise independent of the following term

$$\frac{\partial^2 e(k)}{\partial \theta^2(k)} = -\frac{\partial^2 y(k)}{\partial \theta^2(k)}$$

The determination of the gradient vector and the Hessian matrix requires statistical expectation calculations. In order to derive a recursive algorithm, estimates of the gradient vector and Hessian matrix have to be used. For the gradient vector, the most commonly used estimation is the stochastic
gradient given by
\[
\frac{\partial \hat{\xi}}{\partial \theta(k)} = 2e(k)\varphi(k)
\] (10.33)
where \(\hat{\xi}\) is an estimate of \(\xi\). Such approximation was also used in the derivation of the LMS algorithm. The name stochastic gradient originates from the fact that the estimates point to random directions around the true gradient direction.

The Hessian estimate can be generated by employing a weighted summation as follows:
\[
\hat{\mathbf{R}}(k+1) = \alpha \varphi(k)\varphi^T(k) + \alpha \sum_{i=0}^{k-1} (1 - \alpha)^{k-i} \varphi(i)\varphi^T(i)
\]
\[
= \alpha \varphi(k)\varphi^T(k) + (1 - \alpha)\hat{\mathbf{R}}(k)
\] (10.34)
where \(\alpha\) is a small factor chosen in the range \(0 < \alpha < 0.1\). By taking the expected value on both sides of the above equation and assuming that \(k \to \infty\), it follows that
\[
E[\hat{\mathbf{R}}(k+1)] = \alpha \sum_{i=0}^{k} (1 - \alpha)^{k-i} E[\varphi(i)\varphi^T(i)]
\approx E[\varphi(k)\varphi^T(k)]
\] (10.35)
Applying the approximation discussed and the matrix inversion lemma to calculate the inverse of \(\hat{\mathbf{R}}(k+1)\), i.e., \(\hat{\mathbf{S}}(k+1)\), the Gauss-Newton algorithm for IIR adaptive filtering is derived, consisting of the following basic steps
\[
e(k) = d(k) - \theta^T(k)\phi(k)
\] (10.36)
\[
\varphi(k) = \frac{\partial e(k)}{\partial \theta(k)}
\] (10.37)
\[
\hat{\mathbf{S}}(k+1) = \frac{1}{1 - \alpha} \left[ \hat{\mathbf{S}}(k) - \hat{\mathbf{S}}(k)\varphi(k)\varphi^T(k)\hat{\mathbf{S}}(k) \right]
\] (10.38)
\[
\theta(k+1) = \theta(k) - \mu \hat{\mathbf{S}}(k+1)\varphi(k)e(k)
\] (10.39)
where \(\mu\) is the convergence factor. In most cases, \(\mu\) is chosen approximately equal to \(\alpha\).

In the updating of the \(\hat{\mathbf{R}}(k)\) matrix, the factor \((1 - \alpha)\) plays the role of a forgetting factor that determines the effective memory of the algorithm when computing the present estimate. The closer \(\alpha\) is to zero the more important is the past information, in other words, the longer is the memory of the algorithm.
10.4.3 Gradient-Based Algorithm

If in the Gauss-Newton algorithm, the estimate of the Hessian matrix is replaced by the identity matrix, the resulting basic algorithm is given by

\[ e(k) = d(k) - \theta^T(k)\phi(k) \]  \hspace{1cm} (10.40)
\[ \varphi(k) = \frac{\partial e(k)}{\partial \theta(k)} \]  \hspace{1cm} (10.41)
\[ \theta(k+1) = \theta(k) - \mu \varphi(k)e(k) \]  \hspace{1cm} (10.42)

These are the steps of a gradient-based algorithm for IIR filtering. The computational complexity is much lower in gradient-based algorithm than in the Gauss-Newton algorithm. With the latter, however, faster convergence is in general achieved.

10.5 ALTERNATIVE ADAPTIVE FILTER STRUCTURES

The direct-form structure is historically the most widely used realization for the IIR adaptive filter. The main advantages of the direct form are the minimum number of multiplier coefficients required to realize a desired transfer function and the computationally efficient implementation for the gradient (which is possible under the assumption that the denominator coefficients are slowly varying, as illustrated in Fig. 10.3). On the other hand, the stability monitoring of the direct form is difficult because it requires either the factorization of a high-order denominator polynomial in each algorithm step or the use of a sophisticated stability test. In addition, the coefficient sensitivities and output quantization noise are known to be high in the direct form [2].

Alternate solutions are the cascade and parallel realizations using first- or second-order sections as building blocks [9]-[10]. Also, the lattice structures are popular in the implementation of adaptive filters [13]-[19]. All these structures allow easy stability monitoring while the parallel form appears to be most efficient in the gradient computation. The standard parallel realization, however, may converge slowly if two poles approach each other, as will be discussed later and, when a Newton-based algorithm is employed, the estimated Hessian matrix becomes ill-conditioned bringing convergence problems. This problem can be alleviated by applying a preprocessing to the input signal [10]-[11].

10.5.1 Cascade Form

Any Nth-order transfer function can be realized by connecting several first- or second-order sections in series, generating the so-called cascade form. Here we consider that all subfilters are second-order sections without loss of generality, and if an odd-order adaptive filter is required we add a single first-order section. Also, only filters with real multiplier coefficients are discussed. The cascade realization transfer function is given by

\[ H_k(z) = \prod_{i=1}^{m} \frac{b_{0i}z^2 + b_{1i}(k)z + b_{2i}(k)}{z^2 + a_{1i}(k)z + a_{2i}(k)} = \prod_{i=1}^{m} H_{ki}(z) \]  \hspace{1cm} (10.43)
where \( m \) denotes the number of sections.

The parameter vector in the cascade form is

\[
\theta(k) = \left[ -a_{11}(k) - a_{21}(k) b_{01}(k) b_{11}(k) b_{21}(k) \ldots - a_{1m}(k) - a_{2m}(k) b_{0m}(k) b_{1m}(k) b_{2m}(k) \right]^T
\]

The transfer function derivatives as related to the multiplier coefficients can be generated by employing the general result of Fig. 10.4. Fig. 10.5 depicts the cascade realization along with the generation of the derivative signals of interest, where the sections were realized through the direct form of Fig. 10.1.

Any alternative second-order section can be used in the cascade form and the appropriate choice depends on a trade-off between quantization effects, hardware resources, computation time, and other factors. The main drawbacks of the cascade form are the amount of extra computations required to generate the gradients, and the manifolds (see sections 10.6 and 10.7) generated on the error surface which may result in slow convergence of the gradient-based algorithms.
In this subsection we discuss the lattice algorithm starting from its realization. Although this might appear to be a recipe approach, the development presented here allows us to access the nice properties of the lattice realization. The book by Regalia [12] provides a detailed presentation of the various forms of lattice realization.

The two-multiplier lattice structure [13]-[18] for IIR filters is depicted in Fig. 10.6 with a sample of gradient computation. The coefficients $\kappa_i(k)$ in the recursive part of the structure are called reflection coefficients. The internal signals $\hat{f}_i(k)$ and $\hat{b}_i(k)$ are the forward and backward residuals.
respectively. These internal signals are calculated as follows:

\[ \hat{f}_{N+1}(k) = x(k) \]
\[ \hat{f}_{N-i}(k) = \hat{f}_{N-i+1}(k) - \kappa_{N-i}(k)\hat{b}_{N-i}(k) \]
\[ \hat{b}_{N-i+1}(k + 1) = \kappa_{N-i}(k)\hat{f}_{N-i}(k) + \hat{b}_{N-i}(k) \]

for \( i = 0, 1, \ldots, N \), and

\[ \hat{b}_0(k + 1) = \hat{f}_0(k) \] (10.44)

The zero placement is implemented by a weighted sum of the backward residuals \( \hat{b}_i(k) \), generating the filter output according to

\[ y(k) = \sum_{i=0}^{N+1} \hat{b}_i(k + 1)v_i(k) \] (10.45)

where \( v_i(k) \), for \( i = 0, 1, \ldots, N + 1 \), are the output coefficients.

The derivatives of the filter output \( y(k) \) with respect to the output tap coefficients \( v_i(k) \) are given by the backward residuals \( \hat{b}_i(k + 1) \). On the other hand, the derivatives of \( y(k) \) as related to the reflection multiplier coefficients \( \kappa_i(k) \) require one additional lattice structure for each \( \kappa_i(k) \). In Fig. 10.6, the extra lattice required to calculate \( \frac{\partial y(k)}{\partial \kappa_{N-1}(k)} \) is shown for illustration. The overall structure for the calculation of the referred partial derivative can be obtained by utilizing the general derivative implementation of Fig. 10.4.b. First note that the transfer functions from the filter input to the inputs of the multipliers \( \pm \kappa_{N-1}(k) \) were realized by the original adaptive lattice filter. Next, the overall partial derivative is obtained by taking the input signals of \( \pm \kappa_{N-1}(k) \) in the first lattice structure to their corresponding output nodes in a second lattice structure whose external input is zero. For each derivative \( \frac{\partial y(k)}{\partial \kappa_j(k)} \), the following algorithm must be used

\[
\begin{align*}
\hat{f}'_{N+1}(k) & = 0 \\
\text{If } i & \neq N - j \\
\hat{f}'_{N-i}(k) & = \hat{f}'_{N-i+1}(k) - \kappa_{N-i}(k)\hat{b}'_{N-i}(k) \\
\hat{b}'_{N-i+1}(k + 1) & = \kappa_{N-i}(k)\hat{f}'_{N-i}(k) + \hat{b}'_{N-i}(k)
\end{align*}
\]

for \( i = 0, 1, \ldots, N - j - 1, N - j + 1, \ldots, N \)

\[
\begin{align*}
\text{If } i & = N - j \\
\hat{f}'_j(k) & = \hat{f}'_{j+1}(k) - \kappa_j(k)\hat{b}'_j(k) - \hat{b}_j(k) \\
\hat{b}'_{j+1}(k + 1) & = \kappa_j(k)\hat{f}'_j(k) + \hat{b}'_j(k) + \hat{f}_j(k) \\
\hat{b}'_0(k + 1) & = \hat{f}_0(k)
\end{align*}
\]

Then

\[ \frac{\partial y(k)}{\partial \kappa_j(k)} = \sum_{i=0}^{N+1} \hat{b}'_i(k + 1)v_i(k) \] (10.46)

The main desirable feature brought about by the lattice IIR realization is the simple stability test. The stability requires only that reflection coefficients \( \kappa_i(k) \) be maintained with modulus less than
one [17]. However, the gradient computations are extremely complex, and of order $N^2$ in terms of multiplication count. An approach for the gradient computations with order $N$ multiplications and divisions was proposed [16], which is still more complex than for the direct-form realization. It should be noticed that in the direct form, all the signals at the multiplier’s input are delayed versions of each other, and the transfer function from the multiplier’s output to the filter output are the same. These properties make the gradient computational complexity in the direct form low. The lattice IIR realization does not have these features.

When the two-multiplier lattice structure is realizing a transfer function with poles close to the unit circle, the internal signals may present a large dynamic range, resulting in poor performance due to quantization effects. In this case, the normalized lattice [19] is a better choice despite its higher computational complexity. There are alternative lattice structures, such as the two-multiplier with distinct reflection coefficients and the one-multiplier structures [15], that can also be employed in adaptive filtering. For all these options the stability test is trivial, retaining the main feature of the two-multiplier lattice structure.

An application where adaptive IIR filtering is the natural choice is sinusoid detection using notch filters. A notch transfer function using direct-form structure is given by

$$H_N(z) = \frac{1 - 2\cos \omega_0 z^{-1} + z^{-2}}{1 - 2r\cos \omega_0 z^{-1} + r^2 z^{-2}}$$

where $\omega_0$ is the notch frequency and $r$ is the pole radius [20]. The closer the pole radius is to the unit circle the narrower is the notch transfer function, leading to better estimate of the sinusoid frequency in a noisy environment. However, in the direct form the noise gain, caused by the notch transfer function, varies with the sinusoid frequency, causing a bias in the frequency estimate [12].

An alternative is to construct a notch filter by using a lattice structure. A second-order notch filter can be generated by

$$H_N(z) = \frac{1}{2} [1 + H_{AP}(z)]$$

where $H_{AP}(z)$ is an all-pass transfer function which can be realized by a lattice structure by setting $v_2 = 1$ and $v_1 = v_0 = 0$ in Fig. 10.6. In this case,

$$H_{AP}(z) = \frac{\kappa_1 + \kappa_0(1 + \kappa_1)z^{-1} + z^{-2}}{1 + \kappa_0(1 + \kappa_1)z^{-1} + \kappa_1 z^{-2}}$$

The notch frequency $\omega_0$ and the relation between $-3$ dB attenuation bandwidth $\Delta \omega_{3dB}$ and $\kappa_1$ are given by

$$\omega_0 = \cos^{-1}(-\kappa_0)$$

and

$$\kappa_1 = \frac{1 - \tan \frac{\Delta \omega_{3dB}}{2}}{1 + \tan \frac{\Delta \omega_{3dB}}{2}}$$
respectively. The main feature of the notch filter based on the lattice structure is the independent control of the notch frequency and the $-3$ dB attenuation bandwidth.

It is worth mentioning that an enhanced version of the sinusoid signal can be obtained by applying the noisy input signal to the bandpass filter whose transfer function is given by

$$H_{\text{BP}}(z) = \frac{1}{2} [1 - H_{\text{AP}}(z)] \quad (10.52)$$

For identification of multiple sinusoids the most widely used structure is the cascade of second-order sections, where each section identifies one of the sinusoids removing the corresponding sinusoid from the input to the following sections.

Sinusoid detection in noise utilizing adaptive notch filter has rather simple implementation as compared with other methods, and finds application in synchronization, tone detection and tracking for music signals among others.

**Example 10.1**

Apply an IIR notch adaptive filter using the second-order lattice structure to detect a sinusoid buried in noise.

The input signal noise is a Gaussian white noise with variance $\sigma^2_x = 1$, whereas the sampling frequency is 10000Hz and the sinusoid to be detected is at 1000Hz. Use a gradient-based algorithm.

(a) Choose the appropriate value of $\mu$.

(b) Run the algorithm using for signal to noise ratios of 0 and $-5$dB, respectively.

(c) Show the learning curves for the detected frequency, the input and the bandpass filtered output signal.

**Solution:**

A rather small convergence factor $\mu = 0.000001$ is used in this example. Higher values can be used for lower ratio between the sampling frequency and the sinusoid frequency. The starting search frequency is 1100Hz. A quality factor of 10 is used, where this factor measures ratio between the notch frequency and the frequencies with $-3$dB of attenuation with respect to the gain in the pass band of filter. The stopband width is then 100 Hz. Figs. 10.7.a and 10.7.b depict the input signals for the cases where the signal to noise ratios are 0 and $-5$dB’s, respectively. Figs. 10.8.a and 10.8.b show the learning curves for the sinusoid frequencies where in both cases the correct frequencies are detected in less than one second which is equivalent to 1000 iterations. As can be observed, the noisier input leads to noisier output. Figs. 10.9.a and 10.9.b depict the bandpass output signal where the sinusoidal components are clearly seen, and again the higher signal to noise ratio results in cleaner sinusoids. In these plots we froze the value of $\kappa_0$ at a given iteration after convergence in order to generate the band-passed signals.
Figure 10.7 Sinusoid buried in noise for signal to noise ratio (a) 0dB, (b) −5dB.
Figure 10.8 Learning curves of the sinusoid frequency (a) 0dB, (b) −5dB.
Figure 10.9  Band-passed output signals (a) 0 dB, (b) −5 dB.
10.5.3 Parallel Form

In the parallel realization, the transfer function is realized by a parallel connection of sections as shown in Fig. 10.10. The sections are in most of the cases of first- or second-order, making the stability test trivial. The transfer function when second-order sections are employed is given by

\[
H_k(z) = \sum_{i=0}^{m-1} \frac{b_{0i}(k)z^2 + b_{1i}(k)z + b_{2i}(k)}{z^2 + a_{1i}(k)z + a_{2i}(k)}
\]  

(10.53)

The parameter vector for the parallel form is

\[
\theta(k) = [-a_{10}(k) - a_{20}(k) b_{00}(k) b_{10}(k) b_{20}(k) \\
\ldots - a_{1 m-1}(k) - a_{2 m-1}(k) b_{0 m-1}(k) b_{1 m-1}(k) b_{2 m-1}(k)]^T
\]  

(10.54)

Figure 10.10 Parallel form.

The transfer function derivatives as related to the multiplier coefficients in the parallel form are simple to calculate, because they depend on the derivative of the individual section transfer function with respect to the multiplier coefficients belonging to that section. Basically, the technique of Fig. 10.4 can be applied to each section individually.
Since the interchange of sections in the parallel form does not alter the transfer function, there are $m!$ global minimum points each located in separate subregions of the MSE surface. These subregions are separated by boundaries that are reduced-order manifolds as will be discussed in section 10.7. These boundaries contain saddle points and if the filter parameters are initialized on a boundary, the convergence rate is most probably slow. Consider that the internal signals cross-correlation matrix is approximately estimated by

$$
\hat{R}(k+1) = \alpha \sum_{i=0}^{k} (1 - \alpha)^{k-i} \varphi(i) \varphi^T(i)
$$

when $k$ is large. In this case, if the sections coefficients are identical the information vector consists of a set of identical subvectors $\varphi(i)$, which in turn makes $\hat{R}(k+1)$ ill-conditioned. The above discussion suggests that the sections in the parallel realization should be initialized differently, although there is no guarantee that this will avoid the ill-conditioning problems.

### 10.5.4 Frequency-Domain Parallel Structure

A possible alternative parallel realization first proposed in [10] incorporates a preprocessing of the input signal using a discrete-time Fourier transform, generating $m$ signals that are individually applied as input to first-order complex-coefficients sections. With this strategy, the matrix $\hat{R}(k)$ is more unlikely to become ill-conditioned. Also, it is more difficult for a gradient-based algorithm to get stuck on a reduced-order manifold, resulting in faster convergence. The parallel realization can also be implemented using a real-coefficient transform for the preprocessing and second-order sections.

The frequency-domain parallel structure is illustrated in Fig. 10.11, where $d(k)$ is the reference signal, $x(k)$ is the input signal, $n(k)$ is an additive noise source, and $y(k)$ is the output. The $i$th parallel section is represented by the transfer function

$$
H_i(z) = \frac{b_{0i}(k)z^2 + b_{1i}(k)z + b_{2i}(k)}{z^2 + a_{1i}(k)z + a_{2i}(k)}
$$

where $a_{1i}(k), a_{2i}(k), b_{0i}(k), b_{1i}(k),$ and $b_{2i}(k)$ are adjustable real coefficients. The inputs of the filter sections are preprocessed as shown in Fig. 10.11.

The purpose of preprocessing in Fig. 10.11 is to generate a set of uncorrelated signals $x_1(k), x_2(k), \ldots, x_m(k)$ in order to reduce the probability that two or more sections converge to the same solution, to simplify the adaptation algorithm, and to improve the rate of convergence.

On employing the discrete-time cosine transform (DCT), the input signals to the subfilters in Fig. 10.11 are given by

$$
x_0(k) = \sqrt{2} \sum_{l=0}^{m-1} x(k - l)
$$
The transfer function from the input to the outputs of the DCT preprocessing filter (or prefilter) can be described through the recursive frequency-domain description given by

\[
T_i(z) = \frac{k_0}{m} \cos \tau_i \frac{z^m - (-1)^i}{z^{m-1} \left[ z^2 - (2 \cos 2\tau_i) z + 1 \right]} \tag{10.58}
\]
where

\[ k_0 = \begin{cases} \sqrt{2} & \text{if } i = 0 \\ \sqrt{2m} & \text{if } i = 1, 2, \ldots, m - 1 \end{cases} \]

and \( \tau_i = \pi i/(2m) \). The DCT can be efficiently implemented through some fast algorithms, or by employing equation (10.58). In the latter case, special consideration must be given to the poles on the unit circle.

Alternatively, the transfer functions of the prefilter can be expressed as

\[ T_i(z) = \frac{1}{m} \sum_{j=0}^{m-1} t_{ij} z^{-j} = \frac{1}{m} \prod_{r=0}^{m-2} \frac{(z - \tau_{ir})}{z} = \frac{1}{z^{m-1}} \frac{(z - 1)[z^m - (-1)^i]}{[z^2 - (2 \cos \frac{\pi i}{m})z + 1]} \quad (10.59) \]

where the \( t_{ij} \) are the coefficients of the transform matrix \( T \), and the \( \tau_{ir} \) are the zeros of \( T_i(z) \). The gain constants \( k_0 \) and \( \cos \tau \) were dropped in equation (10.59) and will not be considered from now on, since they can be absorbed by the numerator coefficients \( b_{0i}(k), b_{1i}(k), \) and \( b_{2i}(k) \) of \( H_i(z) \).

The overall transfer function of the frequency-domain adaptive filter of Fig. 10.11 is given by

\[
H(z) = \sum_{i=0}^{m-1} T_i(z) H_i(z)
\]

\[
= \frac{1}{m} \frac{1}{z^{m-1}} \left[ \sum_{i=0}^{m-1} \left( \frac{b_{0i} z^2 + b_{1i} z + b_{2i}}{z^2 + a_{1i} z + a_{2i}} \right) \prod_{r=0}^{m-2} (z - \tau_{ir}) \right]
\]

\[
= \frac{1}{m} \frac{1}{z^{3m+1}} \left[ \sum_{i=0}^{m-1} \left( \frac{b_{0i} z^2 + b_{1i} z + b_{2i}}{z^2 + a_{1i} z + a_{2i}} \right) \prod_{j=0, j \neq i}^{m-1} (z^2 + a_{1j} z + a_{2j}) \prod_{r=0}^{m-2} (z - \tau_{ir}) \right]
\]

\[
= \frac{1}{m} \frac{1}{z^{3m+1}} \prod_{i=0}^{m-1} \left( z^2 + a_{1i} z + a_{2i} \right) \prod_{i=0}^{m-1} \left( z^2 + a_{1i} z + a_{2i} \right)
\]

\[
= \frac{1}{m} \frac{1}{z^{3m+1}} \prod_{i=0}^{m-1} \left( z^2 + a_{1i} z + a_{2i} \right) \prod_{i=0}^{m-1} \left( z^2 + a_{1i} z + a_{2i} \right)
\]

(10.60)

Now assume that the realization discussed is used to identify a system of order \( 2N_p \) described by

\[ H_D(z) = K z^{2N_p - P} \prod_{r=0}^{P-1} (z - \gamma_r) \prod_{i=0}^{N_p-1} (z^2 + \alpha_{1i} z + \alpha_{2i}) \quad (10.61) \]

where \( K \) is a gain constant, \( p_{0i} \) and \( p_{1i} \) are the poles of section \( i \), and \( \gamma_r \) are the zeros of \( H_D(z) \) such that

\[ \gamma_r \neq p_{0i}, p_{1i} \text{ for } r = 0, \ldots, P - 1 \text{ and for } i = 0, \ldots, N_p - 1 \]

It can be shown that if the conditions outlined below are satisfied, the filter of Fig. 10.11 can identify exactly systems with \( N_p \leq m \) and \( P \leq 3m + 1 \). The sufficient conditions are:
i) The transformation matrix $T$ of the prefilter is square and has linearly independent rows.

ii) $a_{1i} \neq a_{1j}$, and $a_{2i} \neq a_{2j}$ for $i \neq j; a_{1i}$ and $a_{2i}$ are not simultaneously zero for all $i$.

iii) The zeros of the prefilter do not coincide with the system’s poles, i.e., $\tau_{ij} \neq \tau_{il}, \tau_{ij} \neq \tau_{il}$, for all $i, j$, and $l$.

**Adaptation Algorithm**

The adaptation algorithm entails the manipulation of a number of vectors, namely, the coefficient vector

$$\theta(k) = \left[ \theta^T_0(k) \ldots \theta^T_m(k) \right]^T$$

where

$$\theta_i(k) = [-a_{1i}(k) - a_{2i}(k) b_{0i}(k) b_{1i}(k) b_{2i}(k)]^T$$

the internal data vector

$$\phi(k) = \left[ \phi^T_0(k) \ldots \phi^T_{m-1}(k) \right]^T$$

where

$$\phi_i(k) = [y_{i}(k - 1) y_{i}(k - 2) x_{i}(k) x_{i}(k - 1) x_{i}(k - 2)]^T$$

the gradient vector

$$\varphi(k) = \left[ \varphi^T_0(k) \ldots \varphi^T_{m-1}(k) \right]^T$$

where

$$\varphi_i(k) = [-y'_{i}(k - 1) - y'_{i}(k - 2) - x'_{i}(k) - x'_{i}(k - 1) - x'_{i}(k - 2)]^T$$

and the matrix $\hat{S}(k)$ which is an estimate of the inverse Hessian $\hat{R}^{-1}(k)$.

The elements of the gradient vector can be calculated by using the relations

$$x'_{i}(k) = x_{i}(k) - a_{1i}(k)x'_{i}(k - 1) - a_{2i}(k)x'_{i}(k - 2)$$

and

$$y'_{i}(k) = -y_{i}(k) - a_{1i}(k)y'_{i}(k - 1) - a_{2i}(k)y'_{i}(k - 2)$$

An adaptation algorithm for updating the filter coefficients based on the Gauss-Newton algorithm is summarized in Algorithm 10.2. The algorithm includes the updating of matrix $\hat{S}(k)$, which is obtained through the matrix inversion lemma.

The stability monitoring consists of verifying whether each set of coefficients $a_{1i}(k)$ and $a_{2i}(k)$ defines a point outside the stability triangle [2], i.e., by testing whether

$$1 - a_{1i}(k) + a_{2i}(k) < 0 \quad \text{or} \quad 1 + a_{1i}(k) + a_{2i}(k) < 0 \quad \text{or} \quad |a_{2i}(k)| \geq 1 \quad (10.62)$$

If instability is detected in a particular section, the poles must be projected back inside the unit circle. A possible strategy is to project each pole by keeping its angle and inverting its modulus. In this case, $a_{2i}$ and $a_{1i}$ should be replaced by $1/a_{2i}(k)$ and $-a_{1i}(k)/a_{2i}(k)$, respectively.
### Algorithm 10.2
Frequency-Domain Parallel Algorithm, RLS Version

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{S}(0) = \delta \mathbf{I}(\delta &gt; 0) )</td>
</tr>
<tr>
<td>( \theta_i(k), 0 \leq i \leq m - 1 )</td>
</tr>
</tbody>
</table>

For each \( x(k) \) and \( d(k) \) given for \( k \geq 0 \), compute:

\[
X_{\text{DCT}}(k) = \text{DCT}[x(k) \ldots x(k - m + 1)]
\]

Do for \( i = 0, 1, \ldots, m - 1 \):

\[
x'_i(k) = x_i(k) - a_{i1}(k)x'_i(k - 1) - a_{i2}(k)x'_i(k - 2)
\]

\[
y_i(k) = \theta_i^T(k)\varphi_i(k)
\]

\[
y'_i(k) = -y_i(k) - a_{i1}(k)y'_i(k - 1) - a_{i2}(k)y'_i(k - 2)
\]

End

\[
e(k) = d(k) - \sum_{i=0}^{m-1} y_i(k)
\]

\[
h(k) = \mathbf{S}(k)\tilde{\varphi}(k)
\]

\[
\hat{\mathbf{S}}(k+1) = \left[ \mathbf{S}(k) - \frac{h(k)h^T(k)}{(\delta - 1) + h^T(k)\tilde{\varphi}(k)} \right] \left( \frac{1}{1 - \alpha} \right)
\]

\[
\theta(k+1) = \theta(k) - \mu \hat{\mathbf{S}}(k+1)\tilde{\varphi}(k)e(k)
\]

Carry out stability test.

End

If the outputs of the DCT prefilter \( x_i(k) \) are sufficiently uncorrelated, the Hessian matrix is approximately block-diagonal consisting of \( 5 \times 5 \) submatrices \( \mathbf{R}_i(k) \). In this case, instead of computing a \( 5m \times 5m \) inverse Hessian estimate \( \mathbf{S}(k) \), several \( 5 \times 5 \) submatrices are computed and applied in the above algorithm as follows:
For \( i = 0, 1, \ldots, m - 1 \)

\[
\begin{align*}
    h_i(k) &= \hat{S}_i(k)\varphi_i(k) \\
    \hat{S}_i(k + 1) &= \left[ \hat{S}_i(k) - \frac{h_i(k)h_i^T(k)}{(\frac{1}{\alpha} - 1) + h_i^T(k)\varphi_i(k)} \right] \left( \frac{1}{1 - \alpha} \right) \\
    \theta_i(k + 1) &= \theta_i(k) - \mu \hat{S}_i(k + 1)\varphi_i(k)e(k)
\end{align*}
\]

The choice of the adaptive-filter realization has implications on the computational complexity as well as on the convergence speed. Some studies exploring this aspect related to the frequency-domain realization can be found in [21]. The exploration of realization related properties of the IIR adaptive MSE surface led to a fast parallel realization where no transform preprocessing is required [22]. In this approach, the reduced-order manifolds are avoided by properly configuring the parallel sections which are implemented with general purpose second-order sections [23]. An analysis of the asymptotic convergence speed of some adaptive IIR filtering algorithms from the realization point of view can be found in [24]. Another approach proposes a cascade/parallel orthogonal realization, with simplified gradient computation, by utilizing some of the ideas behind the derivation of improved parallel realizations [25].

**Example 10.2**

An IIR adaptive filter of sufficient order is used to identify a system with the transfer function given below.

\[
H(z) = \frac{0.8(z^2 - 1.804z + 1)^2}{(z^2 - 1.512z + 0.827)(z^2 - 1.567z + 0.736)}
\]

The input signal is a uniformly distributed white noise with variance \( \sigma_x^2 = 1 \), and the measurement noise is Gaussian white noise uncorrelated with the input with variance \( \sigma_n^2 = 10^{-1.5} \). Use a gradient-based algorithm.

(a) Choose the appropriate values of \( \mu \).

(b) Run the algorithm using the direct-form structure, the lattice structure, the parallel realization with preprocessing, and the cascade realization with direct-form sections. Compare their convergence speed.

(c) Measure the MSE.

(d) Plot the obtained IIR filter frequency response at any iteration after convergence is achieved and compare with the unknown system. Consider for this item only the direct-form realization.

**Solution:**

A convergence factor \( \mu = 0.004 \) is used in all examples, except for the lattice realization where \( \mu = 0.0002 \) is employed for the internal coefficients and a larger \( \mu = 0.002 \) is employed for the updating of the feedforward coefficients, for stability reasons. Although the chosen value of \( \mu \) is
not an optimal value in any sense, it led to the convergence of all algorithms. Fig. 10.12 depicts the magnitude response of the adaptive filter using the direct form at a given iteration after convergence. For comparison the magnitude response of the system being modeled is also plotted. As can be seen, the responses are close outside the frequency range where the unknown system has a notch. Fig. 10.13 shows the learning curves of the algorithms obtained by averaging the results of 200 independent runs. As can be seen the faster algorithms led to higher MSE. The cascade realization presented faster convergence, followed by the parallel and lattice realizations. The measured MSEs are given in Table 10.1.

There are very few results published in the literature addressing the finite-precision implementation of IIR adaptive filters. For this particular example, all algorithms are also implemented with fixed point arithmetic, with 12 and 16 bits. No sign of divergence is detected during the early 2000 iterations. However, the reader should not take this result as conclusive.

**Figure 10.12** Magnitude response of the IIR adaptive filter with direct form at a given iteration after convergence.
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Figure 10.13  Learning curves for IIR adaptive filters with (a) Direct form, (b) Parallel form with preprocessing, (c) Lattice, and (d) Cascade realizations.
## 10.6 MEAN-SQUARE ERROR SURFACE

The error surface properties in the case of adaptive IIR filtering are key in understanding the difficulties in applying gradient-based algorithms to search for the optimal filter coefficient vector. In this section, the main emphasis is given to the system identification application where the unknown system is modeled by

\[ d(k) = G(q^{-1})C(q^{-1})x(k) + n(k) \]  

where

\[ G(q^{-1}) = g_0 + g_1q^{-1} + \cdots + g_Mq^{-M_d} \]
\[ C(q^{-1}) = 1 + c_1q^{-1} + \cdots + c_{N_d}q^{-N_d} \]

and \( n(k) \) is the measurement noise that is considered uncorrelated with the input signal \( x(k) \).

The unknown transfer function is

\[ H_o(z) = z^{-N_d-M_d} \frac{g_0z^{M_d} + g_1z^{M_d-1} + \cdots + g_{M_d}z^{-M_d}}{z^{N_d} + c_1z^{N_d-1} + \cdots + c_{N_d}z^{-N_d}} \]

The desired feature of the identification problem is that the adaptive-filter transfer function \( H_k(z) \) approximates \( H_o(z) \) as much as possible in each iteration. If the performance criterion is the mean-square error (MSE), the objective function is expressed in terms of the input signal and the desired signals as follows:

\[
\xi = E[e^2(k)] = E[(d(k) - y(k))^2] \\
= E[d^2(k) - 2d(k)y(k) + y^2(k)] \\
= E \left\{ \left( \frac{G(q^{-1})}{C(q^{-1})} x(k) + n(k) \right)^2 - \frac{B(k, q^{-1})}{A(k, q^{-1})} x(k)^2 \right\} 
\]
Since $n(k)$ is not correlated to $x(k)$ and $E[n(k)] = 0$, equation (10.65) can be rewritten as

$$\xi = E \left\{ \left( \frac{G(q^{-1})}{C(q^{-1})} - \frac{B(k, q^{-1})}{A(k, q^{-1})} \right) x(k) \right\}^2 + E[n^2(k)]$$

(10.66)

The interest here is to study the relation between the objective function $\xi$ and the model filter coefficients, independently if these coefficients are adaptive or not. The polynomials operators $B(k, q^{-1})$ and $A(k, q^{-1})$ will be considered fixed, denoted respectively by $B(q^{-1})$ and $A(q^{-1})$.

The power spectra of the signals involved in the identification process are given by

$$R_{xx}(z) = Z[r_{xx}(l)]$$
$$R_{nn}(z) = Z[r_{nn}(l)]$$
$$R_{dd}(z) = H_0(z) H_0(z^{-1}) R_{xx}(z) + R_{nn}(z)$$
$$R_{yy}(z) = H_k(z) H_k(z^{-1}) R_{xx}(z)$$
$$R_{dy}(z) = H_0(z) H_k(z^{-1}) R_{xx}(z)$$

(10.67)

By noting that for any processes $x_1(k)$ and $x_2(k)$

$$E[x_1(k)x_2(k)] = \frac{1}{2\pi J} \oint R_{x_1x_2}(z) \frac{dz}{z}$$

(10.68)

where the integration path is the counterclockwise unit circle, the objective function, as in equation (10.65), can be rewritten as

$$\xi = \frac{1}{2\pi J} \oint \left[ |H_0(z) - H_k(z)|^2 R_{xx}(z) + R_{nn}(z) \right] \frac{dz}{z}$$
$$= \frac{1}{2\pi J} \left[ \oint H_0(z)H_0(z^{-1}) R_{xx}(z) \frac{dz}{z} - \oint H_0(z)H_k(z^{-1}) R_{xx}(z) \frac{dz}{z} \right]$$
$$\quad + \oint H_k(z)H_k(z^{-1}) R_{xx}(z) \frac{dz}{z} + \oint R_{nn}(z) \frac{dz}{z}$$

(10.69)

For the case the input and additional noise signals are white with variances respectively given by $\sigma_x^2$ and $\sigma_n^2$, the equation (10.69) can be simplified to

$$\xi = \frac{\sigma_x^2}{2\pi J} \oint \left[ H_0(z)H_0(z^{-1}) - 2H_0(z)H_k(z^{-1}) + H_k(z)H_k(z^{-1}) \right] \frac{dz}{z} + \sigma_n^2$$

(10.70)

This expression provides the relation between the MSE surface represented by $\xi$ and the coefficients of the adaptive filter. The following example illustrates the use of the above equation.

**Example 10.3**

An all-pole adaptive filter of second-order is used to identify a system with transfer function

$$H_0(z) = \frac{1}{z^2 + 0.9z + 0.81}$$
The input signal and the measurement (additional) noise are white with $\sigma_x^2 = 1$ and $\sigma_n^2 = 0.1$, respectively. Compute the MSE as a function of the adaptive-filter multiplier coefficients.

**Solution**
The adaptive-filter transfer function is given by

$$H_k(z) = \frac{b_2}{z^2 + a_1z + a_2}$$

Equation (10.70) can be solved by employing the residue theorem [1] which results in

$$\xi = \frac{b_2^2(1 + a_2)}{(1 - a_2)(1 + a_2 - a_1)(1 + a_2 + a_1)} - \frac{2b_2(1 - 0.81a_2)}{1 - 0.9a_1 - 0.81a_2 - 0.729a_1a_2 + 0.81a_1^2 + 0.6561a_2^2} + 3.86907339 + 0.1$$

(10.71)

If the adaptive-filter coefficients are set to their optimal values, i.e., $b_2 = 1$, $a_1 = 0.9$ and $a_2 = 0.81$, indicating a perfect identification of the unknown system, the resulting MSE is

$$\xi = 3.86907339 - 7.73814678 + 3.86907339 + 0.1$$

$$= 0.1$$

Note that the minimum MSE is equal to the measurement noise variance.

\[\Box\]

Equations (10.69) and (10.70), and more specifically equation (10.71), indicate clearly that the MSE surface is a nonquadratic function of the multiplier coefficients of the adaptive filter. This is particularly true for the multiplier coefficients pertaining to the denominator of the adaptive filter. As a consequence, the MSE surface may have several local minima, some of those corresponding to the desired global minimum. The multiplicity of minimum points depends upon the order of the adaptive IIR filter as compared to the unknown system that shapes the desired signal, and also upon the input signal properties when it is a colored noise.

Note that when the adaptive filter is FIR there is only a minimum point because the MSE surface is quadratic, independently of the unknown system and input signal characteristics. If the input or the desired signal are not stationary, the minimum point of the MSE surface moves in time but it is still unique.

The main problem brought about by the multimodality of the MSE surface is that gradient and Newton direction search algorithms will converge to a local minimum. Therefore, the adaptive filter may converge to a very bad point where the MSE assumes a large and unacceptable value. For example, in the system identification application, the generated transfer function may differ significantly from the unknown system transfer function.
Example 10.4
An unknown system with transfer function
\[ H_o(z) = \frac{z - 0.85}{z + 0.99} \]
is supposed to be identified by a first-order adaptive filter described by
\[ H_k(z) = \frac{b}{z - a} \]
Plot the error surface, considering the input signal variance \( \sigma_x^2 = 1 \).

Solution
The expression for the MSE is given by
\[ \xi = 171.13064 - \frac{(2 - 1.7a)b}{1 + 0.99a} + \frac{b^2}{1 - a^2} \]
The MSE surface is depicted in Fig. 10.14, where the MSE is clipped at 1 for a better view.

Several results regarding the uniqueness of the minimum point in the MSE surface are available in the literature [26]-[31]. Here, some of these results are summarized without proof, in order to give the designer some tools to support the appropriate choice of the adaptive IIR filter order.

First consider the case of inverse filtering or equalization, where the adaptive filter is placed in cascade with an unknown system and the desired signal is a delayed version of the overall cascade input signal. This case had been originally explored by Åström and Söderström [26], and they proved that if the adaptive filter is of sufficient order to find the inverse filter of the unknown system all the local minima will correspond to global minima if the input signal is a white noise. The sufficient order means that
\[ N \geq M_d \]
and
\[ M \geq N_d \]  \hspace{1cm} (10.72)
where \( N \) and \( M \) are the numerator and denominator orders of the adaptive filter as indicated in equation (10.5), \( N_d \) and \( M_d \) are the corresponding orders for the unknown system as indicated in equation (10.64).

When \( N > M_d \) and \( M > N_d \), there are infinitely many solutions given by
\[ N(z) = L(z)D_o(z) \]
and
\[ D(z) = L(z)N_o(z) \]  \hspace{1cm} (10.73)
Figure 10.14  (a) MSE error surface, (b) MSE contours.
where \( L(z) = z^{-N_i}(z^{N_i} + l_1 z^{N_i - 1} + \cdots + l_{N_i}) \), \( N_l = \min(N - M_d, M - N_d) \), and \( l_i \), for \( i = 1, 2, \ldots, N_l \), are arbitrary.

The input signal can be colored noise generated for example by applying an IIR filter to a white noise. In this case, the adaptive filter must have order sufficient to generate the inverse of the unknown system and the input signal must be persistently exciting of order \( \max(N + M_d, M + N_d) \), see for example [26]-[27], in order to guarantee that all local minima correspond to global minima.

For insufficient-order equalization, several local minima that do not correspond to a global minimum may occur. In this case, the MSE may not attain its minimum value after the algorithm convergence.

The situation is not the same in system identification application, as thought in the early investigations [28]. For this application, the sufficient order means

\[
N \geq N_d
\]

and

\[
M \geq M_d
\]  

since the desired feature is to reproduce the unknown system frequency response, and not its inverse as in the equalization case. For \( N > N_d \) and \( M > M_d \), the local minima corresponding to global minima must satisfy the following conditions

\[
N(z) = L(z)N_o(z)
\]

and

\[
D(z) = L(z)D_o(z)
\]  

where \( L(z) = z^{-N_i}(z^{N_i} + l_1 z^{N_i - 1} + \cdots + l_{N_i}) \), \( N_l = \min(N - M_d, M - N_d) \), and \( l_i \), for \( i = 1, 2, \ldots, N_l \), are arbitrary.

The strongest result derived so far regarding the error surface property in system identification was derived by Söderström and Stoica [29]. The result states: For white noise input, all the stationary points correspond to global minima if

\[
M \geq N_d - 1
\]

and

\[
\min(N - N_d, M - M_d) \geq 0
\]  

Suppose that the input signal is an ARMA process generated by filtering a white noise with an IIR filter of orders \( M_n \) by \( N_n \), and that there are no common zeros between the unknown system denominator and the input coloring IIR filter. In this case, all stationary points correspond to global minima if

\[
M - N_d + 1 \geq N_n
\]
and

\[ \min(N - N_d, M - M_d) \geq M_n \]  

(10.77)

The conditions summarized by equations (10.76) and (10.77) are sufficient but not necessary to guarantee that all stationary solutions correspond to the minimum MSE.

For \( N = N_d = 1, \ M \geq M_d \geq 0 \) and the input signal persistently exciting of order \( M_d \) there is a unique solution given by [29]

\[ D(z) = D_o(z) \]

and

\[ N(z) = N_o(z) \]  

(10.78)

Also, when the adaptive filter and unknown system are all-pole second-order sections the unique solution is given by equation (10.78) [30].

Another particular result of some interest presented in [31], states that if

\[ N - N_d = M - M_d = 0 \]

and

\[ M \geq N_d - 2 \]  

(10.79)

the MSE surface has a unique stationary point corresponding to a global minimum.

For the case of insufficient-order identification [32], i.e., \( \min(N - N_d, M - M_d) < 0 \), or of sufficient order not satisfying the condition related to equations (10.77)-(10.79), the MSE surface may have local minima not attaining the minimum MSE, i.e., that are not global minima.

To satisfy any of the conditions of equations (10.77)-(10.79) a knowledge of the unknown system numerator and denominator orders is required. This information is not in general available or easy to obtain. This is one of the reasons adaptive IIR filters are not as popular as their FIR counterparts. However, there are situations where either a local minimum is acceptable or some information about the unknown system is available.

It should be noted that a vast literature is available for system identification [8],[33]-[34]. Here, the objective was to summarize some properties of the MSE surface, when the unknown system is modeled as an IIR filter with additive, white, and uncorrelated measurement noise. The assumptions regarding the measurement noise are quite reasonable for most applications of adaptive filtering.
10.7 INFLUENCE OF THE FILTER STRUCTURE ON THE MSE SURFACE

Some characteristics of the MSE surface differ when alternative structures are used in the realization of the adaptive filter. Each realization has a different relation between the filter transfer function and the multiplier coefficients, originating modifications in the MSE surface [35].

The MSE surfaces related to two alternative realizations for the adaptive filter can be described as functions of the filter multiplier coefficients by $F_1(\theta_1)$ and $F_2(\theta_2)$, respectively. Note that no index was used to indicate the varying characteristics of the adaptive-filter parameters, since this simplifies the notation while keeping the relevant MSE surface properties. It is assumed that the desired signal and the input signal are the same in the alternative experiments. Also, it is considered that for any set of parameters $\theta_1$ leading to a stable filter, there is a continuous mapping given by $f_3(\theta_1) = \theta_2$, where $\theta_2$ also leads to a stable filter. Both $\theta_1$ and $\theta_2$ are $N$ by 1 vectors.

The two alternative structures are equivalent if the objective functions are equal, i.e.,

$$F_1(\theta_1) = F_2(\theta_2) = F_2[f_3(\theta_1)] \quad (10.80)$$

First consider the case where $f_3$ is differentiable, and then from the above equation it follows that

$$\frac{\partial F_1(\theta_1)}{\partial \theta_1} = \frac{\partial F_2[f_3(\theta_1)]}{\partial \theta_1} = \frac{\partial F_2[f_3(\theta_1)]}{\partial f_3(\theta_1)} \frac{\partial f_3(\theta_1)}{\partial \theta_1} \quad (10.81)$$

where the first partial derivative on the rightmost side of the above equation is an 1 by $N'$ vector while the second partial derivative is a matrix with dimensions $N'$ by $N'$, where $N'$ is the number of parameters in $\theta_1$. Suppose that $\theta'_2$ is a stationary point of $F_2(\theta_2)$, it then follows that

$$\left.\frac{\partial F_2(\theta_2)}{\partial \theta_2}\right|_{\theta_2'=\theta'_2} = 0 = \left.\frac{\partial F_1(\theta_1)}{\partial \theta_1}\right|_{\theta_1'=\theta''_1} \quad (10.82)$$

where $\theta'_2 = f_3(\theta'_1)$. Note that the type of the stationary points of $F_1(\theta_1)$ and $F_2(\theta_2)$ are the same, since their second derivatives have the same properties at these stationary points (see problem 1).

Now consider the case where

$$\left.\frac{\partial F_2[f_3(\theta_1)]}{\partial f_3(\theta_1)}\right|_{\theta_1'=\theta''_1} = 0 \quad (10.83)$$

but

$$\left.\frac{\partial F_1(\theta_1)}{\partial \theta_1}\right|_{\theta_1'=\theta''_1} \neq 0 \quad (10.84)$$

that can happen only when $f_3(\theta_1)$ is not differentiable at $\theta_1 = \theta''_1$. In this case, the chain rule of equation (10.81) does not apply. The new generated stationary points in $F_2(\theta_2)$ can be shown to be saddle points (see problem 2).
Example 10.5
An unknown second-order system described by

\[ H_o(z) = \frac{2z + c_1}{z^2 + c_1z + c_2} \]

is to be identified by using two different structures for the adaptive filter, namely the direct form and the parallel form described respectively by

\[ H_d(z) = \frac{2z + a_1}{z^2 + a_1z + a_2} \]

and

\[ H_p(z) = \frac{1}{z + p_1} + \frac{1}{z + p_2} = \frac{2z + p_1 + p_2}{z^2 + (p_1 + p_2)z + p_1p_2} \]

verify the existence of new saddle points in the parallel realization.

Solution
The function relating the parameters of the two realizations can be given by

\[ \theta_2 = \begin{bmatrix} \frac{a_1 + \sqrt{a_1^2 - 4a_2}}{2} \\ \frac{a_1 - \sqrt{a_1^2 - 4a_2}}{2} \end{bmatrix} = f_3(\theta_1) \]

where function \( f_3(\theta_1) \) is not differentiable when \( a_2 = \frac{a_1^2}{4} \).

The inverse of the matrix \( \frac{\partial f_3(\theta_1)}{\partial \theta_1} \) is given by

\[ \left[ \frac{\partial f_3(\theta_1)}{\partial \theta_1} \right]^{-1} = \begin{bmatrix} 1 & 1 \\ p_2 & p_1 \end{bmatrix} \]

and, if \( p_1 = p_2 \), the above matrix is singular, which makes it possible that \( \frac{\partial F_1(\theta_1)}{\partial \theta_1} \neq 0 \) when \( \frac{\partial F_2(\theta_2)}{\partial \theta_2} = 0 \), as previously mentioned in equations (10.81) and (10.82).

Note that, as expected, \( p_1 = p_2 \) only when \( a_2 = \frac{a_1^2}{4} \). On this parabola, the objective function \( F_1(\theta_1) \) has a minimum that corresponds to a saddle point of the function \( F_2(\theta_2) \). Also, this is the situation where the parallel realization is of reduced order, i.e., first order.

Basically, the manifold generated by the parallel realization is due to the fact that a given section can identify any pole of the unknown system, leaving the other poles to the remaining sections in parallel. This means that in a sufficient-order identification problem, if for the direct-form realization there is a unique global minimum point, in the case of parallel realization with first-order sections there
will be $N!$ global minima, where $N$ is the number of poles in the unknown system. When using a parallel realization it is assumed that no multiple poles exist in the unknown system.

In the initialization of the algorithm, the adaptive-filter parameters should not be in a reduced-order manifold, because by employing a gradient-based algorithm the parameters may be kept in the manifold and eventually reach a saddle point. The measurement noise, that is in general present in the adaptive-filtering process, will help the parameters to skip the manifolds, but despite that the convergence will be slowed. A similar phenomenon occurs with the cascade realization of the adaptive filter.

### 10.8 ALTERNATIVE ERROR FORMULATIONS

The error signal (in some cases the regressor) can be chosen in alternative ways in order to avoid some of the drawbacks related to the output error formulation, as for example the multiple local minima. Several formulations have been investigated in the literature [36]-[37], [39], [40]-[42], [45]-[46], [51]-[52], where each of them has its own advantages and disadvantages. The choice of the best error formulation depends on the application and on the information available about the adaptive-filtering environment. In this section, we present two alternative error formulations, namely the equation error and Steiglitz-McBride methods, and discuss some of their known properties. Throughout the section other error formulations are briefly mentioned.

#### 10.8.1 Equation Error Formulation

In the equation error (EE) formulation, the information vector instead of having past samples of the adaptive-filter output, uses delayed samples of the desired signal as follows:

$$\phi_e(k) = [d(k-1) \ d(k-2) \ldots d(k-N) \ x(k) \ x(k-1) \ldots x(k-M)]^T$$  \hspace{1cm} (10.85)

The equation error is defined by

$$e_e(k) = d(k) - \theta^T(k) \phi_e(k)$$  \hspace{1cm} (10.86)

as illustrated in Fig. 10.15. The parameter vector $\theta(k)$ is given by

$$\theta(k) = [-a_1(k) - a_2(k) \ldots - a_N(k) \ b_0(k) \ldots b_M(k)]^T$$  \hspace{1cm} (10.87)

The equation error can be described in a polynomial form as follows:

$$e_e(k) = A(k, q^{-1})d(k) - B(k, q^{-1})x(k)$$  \hspace{1cm} (10.88)

where, once again

$$B(k, q^{-1}) = b_0(k) + b_1(k)q^{-1} + \cdots + b_M(k)q^{-M}$$

$$A(k, q^{-1}) = 1 + a_1(k)q^{-1} + \cdots + a_N(k)q^{-N}$$
The output signal related to the EE formulation is obtained through the following linear difference equation

\[ y_e(k) = \sum_{j=0}^{M} b_j(k)x(k - j) - \sum_{j=1}^{N} a_j(k)d(k - j) = \theta^T(k)\phi_e(k) \] (10.89)

As can be noted, the adaptive filter does not have feedback and \( y_e(k) \) is a linear function of the parameters.

In the EE formulation, the adaptation algorithm determines how the coefficients of the adaptive IIR filter should change in order to minimize an objective function which involves \( e_e(k) \) defined as

\[ \xi_e = F[e_e(k)] \] (10.90)

Usually, the objective function to be minimized is the mean-squared value of the EE (MSEE), i.e.,

\[ \xi_e(k) = E[e_e^2(k)] \] (10.91)

Since the input and desired signals are not functions of the adaptive-filter parameters, it can be expected that the sole approximation in the gradient computation is due to the estimate of the expected
value required in practical implementations. The key point is to note that since the MSE is a
quadratic function of the parameters, only a global minimum exists provided the signals involved are
persistently exciting. When the estimate of the MSE is the instantaneous squared equation error, the
gradient vector is proportional to minus the information vector. In this case, the resulting algorithm
is called LMSEE algorithm whose coefficient updating equation is given by
\[ \theta(k+1) = \theta(k) + 2\mu\phi_e(k)e_e(k) \]  

A number of approaches with different points of view are available to analyze the convergence
properties of this method. A particularly interesting result is that if the convergence factor is chosen
in the range
\[ 0 < \mu < \frac{1}{\lambda_{\max}} \]
the convergence in the mean of the LMSEE algorithm can be guaranteed [37], where \( \lambda_{\max} \) is the
maximum eigenvalue of \( E[\phi_e(k)\phi_e^T(k)] \). This result can be easily proved by exploring the similarity
between the LMSEE algorithm and the standard FIR LMS algorithm. Some stability results of the
LMSEE algorithm can be found in [38].

An alternative objective function for adaptive IIR filtering based on equation error is the least-squares
function
\[ \xi_e(k) = \sum_{i=0}^{k} \lambda^{k-i}e_e^2(i) = \sum_{i=0}^{k} \lambda^{k-i}[d(i) - \theta^T(k)\phi_e(i)]^2 \]  

The forgetting factor \( \lambda \), as usual is chosen in the range \( 0 << \lambda < 1 \), allowing the distant past
information to be increasingly negligible. In this case, the corresponding RLS algorithm consists of
the following basic steps
\[ e(k) = d(k) - \theta^T(k)\phi_e(k) \]  

\[ S_{De}(k+1) = \frac{1}{\lambda} \left[ S_{De}(k) - \frac{S_{De}(k)\phi_e(k)\phi_e^T(k)S_{De}(k)}{\lambda + \phi_e^T(k)S_{De}(k)\phi_e(k)} \right] \]  

\[ \theta(k+1) = \theta(k) + S_{De}(k+1)\phi_e(k)e_e(k) \]  

In a given iteration \( k \), the adaptive IIR filter transfer function related to the EE formulation can be
expressed as follows:
\[ H_k(z) = \frac{z^N}{z^N + a_1(k)z^{N-1} + \cdots + a_{N-1}(k)z + a_N(k)} \]  

In Fig. 10.16 an alternative structure for the EE approach where the IIR adaptive filter appears
explicitly is depicted. Note that the structure shows clearly that the polynomial \( A(k, q^{-1}) \) is meant
to model the denominator polynomial of the unknown system, in system identification applications.
During the adaptation process, it is necessary to monitor the stability of the poles, as described for the
output error method. The full description of the RLS equation error algorithm is given in Algorithm
10.3.

The basic problem related to this method is the parameter bias induced by the measurement noise
[37]-[38], even for sufficient-order case. The bias is caused by the fact that the additional noise \( n(k) \)
is filtered by the FIR filter represented by the polynomial $A(k, q^{-1})$. Since the coefficients of this polynomial are updated with the objective of minimizing the EE signal, they also attempt to minimize the contribution of $n(k)$ to the EE power. The bias is induced by the fact that the additional noise does not belong to the unknown system model. An increase in the power of $n(k)$ leads to higher bias in the parameter estimate.

The Instrumental Variable methods [39] were proposed to solve the bias problem. In these methods the stability cannot be guaranteed under the same general conditions as for the LMSEE method.
Another approach was proposed in [40], and extended in [41] and [42], where a family of asymptotically stable algorithms was introduced. The resulting algorithms are based on a modification of the basic LMSEE updating equations, that within sufficiently general conditions lead to consistent parameter estimates. These algorithms employ a type of output error feedback to the information vector. There are also algorithms that combine different algorithms to define the objective function [43]-[44].

### 10.8.2 The Steiglitz-McBride Method

The Steiglitz-McBride (SM) error formulation [45], by employing some extra all-pole filtering, leads to algorithms whose behavior resembles the EE approach in the initial iterations and the output error approach after convergence. The main motivation of the SM method is the global convergence behavior for some cases of insufficient-order system identification. Such interest sparked investigations which resulted in a number of on-line algorithms based on the SM method that are suitable for adaptive IIR filtering [46]. The main problem associated with the SM method is the inconsistent behavior when the measurement noise is colored [47]. Since the on-line method converges asymptotically to the off-line solution, the bias error also affects the on-line algorithms proposed in [46].

In order to introduce the SM method, consider the identification of a system whose model is described by

\[
d(k) = \frac{G(q^{-1})}{C(q^{-1})} x(k) + n(k) = y_d(k) + n(k)
\]

where \(d(k)\) is the reference signal, \(x(k)\) is the input signal, \(n(k)\) is the measurement noise, and \(y_d(k)\) is the output signal of the plant, with \(C(q^{-1}) = 1 - \sum_{i=1}^{N_a} c_i q^{-i}\) and \(G(q^{-1}) = \sum_{i=0}^{M_a} g_i q^{-i}\) coprime. The polynomial \(C(q^{-1})\) has zeros inside the unit circle, and the input signal \(x(k)\) and the measurement noise \(n(k)\) are assumed independent. The estimation of the parameters associated with \(n(k)\) is obtained by minimizing equation (10.100) assuming \(\theta(k)\) known. The resulting algorithms are based on a modification of the basic LMSEE updating equations, that within sufficiently general conditions lead to consistent parameter estimates.

The estimate \(\theta(k+1)\) is obtained by minimizing equation (10.100) assuming \(\theta(k)\) known. The solution of this MSE minimization problem at iteration \((k+1)\) is

\[
\theta(k+1) = E \left( \phi_s(k) \phi_s^T(k) \right)^{-1} E \left( \phi_s(k) d(k) \right)
\]

where \(A(k, q^{-1}) = 1 + \sum_{i=1}^{N} a_i(k) q^{-i}\) and \(B(k, q^{-1}) = \sum_{i=0}^{M} b_i(k) q^{-i}\) are the denominator and numerator estimator polynomials, respectively, and

\[
\theta(k) = [-a_1(k) \ldots a_2(k) \ldots - a_N(k) b_0(k) \ldots b_M(k)]^T
\]

is the adaptive-filter parameter vector.
where

\[
\phi_s(k) = \begin{bmatrix}
d(k-1) & \cdots & d(k-N) & x(k) & \cdots & x(k-M)
\end{bmatrix}^T
\]

\[
= \begin{bmatrix}
d_f(k-1) & \cdots & d_f(k-N) & x_f(k) & \cdots & x_f(k-M)
\end{bmatrix}^T
\]  

(10.103)

is the regressor related to the SM method.

If the input signal is persistently exciting of sufficient order and the adaptive filter has strictly sufficient order, some properties of the estimate resulting from equation (10.102) are known [47]: a) The estimate that minimizes equation (10.100) is unique; b) If the measurement noise is not white, the estimate resulting from equation (10.102) is biased.

In real-time signal processing applications, it is important to consider an on-line version of the SM method. In this case, some approximations are necessary. First note that the error criterion whose variance is to be minimized in equation (10.102) is

\[
e_s(k) = \frac{d(k)}{A(k,q^{-1})} - \theta^T(k+1)\phi_s(k)
\]  

(10.104)

The SM error is computed as illustrated in Fig. 10.17. Assuming a sufficiently slow parameter variation, we can consider that

\[
\theta(k-1) \approx \theta(k-2) \approx \cdots \approx \theta(k-N)
\]  

(10.106)

With these simplifications only one all-pole filtering is required. Note that a hypothesis similar to equation (10.106) was utilized in the output error method in order to simplify the implementation. However, in the case of the output error method, the measurement noise does not affect the regressor, since the regressor vector is composed of delayed samples of the adaptive-filter input and output. For the SM method, except for white measurement noise, the simplification in equation (10.106) is not easily justified.

The updating equation of the on-line SM algorithm for system identification employing a stochastic gradient search is given by

\[
\theta(k+1) = \theta(k) + 2\mu \phi_s(k) \left[ \frac{d(k)}{A(k,q^{-1})} - \phi_s^T(k)\theta(k) \right]
\]

\[
= \theta(k) + 2\mu \phi_s(k)e_s(k)
\]  

(10.107)

The description of a gradient SM algorithm is given in the Algorithm 10.4.
The SM method can be implemented using different realizations such as cascade [48], lattice [49], and the series-parallel realization [50]. These realizations allow easy stability monitoring, and their choice affects the convergence speed [50].

It should be mentioned that a family of algorithms based on the SM method that solves the problem of inconsistency of the parameter estimates was proposed in [51]-[52]. These algorithms are very attractive for adaptive IIR filtering due to their behavior in terms of consistency (i.e., definition of stationary points) and convergence properties. In [55], simulation results as well as an alternative implementation for the consistent SM method was presented.

The interested reader can also find some interesting results about the convergence behavior of the SM-based algorithms in [53]-[54] and in the references therein. Also, applications of the SM algorithm to equalization can be found in [56].
Algorithm 10.4

SM Based Algorithm, Gradient Version

Initialization

\[ a_i(k) = b_i(k) = 0 \]
\[ d_f(k) = x_f(k) = 0 \quad k < 0 \]

For each \( x(k), d(k), k \geq 0 \) do

\[ x_f(k) = x(k) - \sum_{i=1}^{N} a_i(k) x_f(k - i) \]
\[ d_f(k) = d(k) - \sum_{i=1}^{N} a_i(k) d_f(k - i) \]
\[ e_s(k) = d_f(k) - \phi_s(k) \theta(k) \]
\[ \theta(k + 1) = \theta(k) + 2\mu \phi_s(k)e_s(k) \]

Stability test

10.9 CONCLUSION

It is recognized that the adaptive IIR filter can be potentially used in a number of applications due to its superior system modeling owing to poles. These advantages come with drawbacks such as possible local minima in the performance surface and the possible instability during the adaptation process. Also, the nonlinear relation between the adaptive-filter parameters and the internal signals in some formulations makes the gradient computation and convergence analysis much more complicated as compared to the FIR case. In this chapter, the theory of adaptive IIR filters was presented exposing several solutions to the above mentioned drawbacks, such that the designer can decide which is the best configuration for a given application.

In this chapter, an example of application of adaptive IIR filters in system identification was presented. In this example, some of the realizations presented here were tested and compared. Another example exploited the use of notch filters for sinusoid detection in noise.
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10.11 PROBLEMS

1. Show that the stationary points related to two equivalent adaptive realizations of the type in equation (10.82) have the same nature, i.e., are minimum, maximum or saddle point.

2. Show that the new stationary points generated by the discontinuity in $f_3(\theta_1)$ as discussed after equation (10.84) are saddle points.

3. Describe how the manifolds are formed in the MSE surface when a cascade realization is used for the adaptive-filter implementation. Give a generic example.

4. Derive a general expression for the transfer function of the two-multiplier lattice structure.

5. Derive an adaptive-filtering algorithm which employs the canonic direct-form structure shown in Fig. 10.18. Consider that the adaptive-filter parameters are slowly varying in order to derive an efficient implementation for the gradient vector.
6. A second-order all-pole adaptive filter is used to find the inverse model of the signal \( x(k) = 1.7n(k-1) + 0.81n(k-2) + n(k) \), where \( n(k) \) is Gaussian white noise with variance 0.1. Using the gradient algorithm, calculate the error and the filter coefficients for the first 10 iterations. Start with \( a_1(0) = 0, a_2(0) = 0 \).

7. Repeat the problem 6 using the Gauss-Newton algorithm.

8. Use an IIR adaptive filter of sufficient order to identify a system with the transfer function given below. The input signal is a uniformly distributed white noise with variance \( \sigma^2_x = 1 \), and the measurement noise is Gaussian white noise uncorrelated with the input with variance \( \sigma^2_n = 10^{-2} \). Use a Gauss-Newton based algorithm and the direct-form structure.

\[
H(z) = \frac{0.000058(z^2 - 2z + 1)^3}{(z^2 + 1.645z + 0.701)(z^2 + 1.575z + 0.781)(z^2 + 1.547z + 0.917)}
\]

(a) Run the algorithm for three values of \( \mu \). Comment on the convergence behavior in each case.
(b) Measure the MSE in each example.
(c) Plot the obtained IIR filter frequency response at any iteration after convergence is achieved and compare with the unknown system.

9. Repeat the previous problem using a second-order adaptive filter and interpret the results.

10. A sinusoid of normalized frequency equal to \( \frac{\pi}{4} \) with unit amplitude is buried in noise. The signal to noise ratio is 0 dB. Detect the sinusoid with notch filters using the lattice and the direct-form structures.

(a) After convergence compute an estimate of the frequency by averaging the result of ten samples for each structure and comment on the result.
(b) Depict the input signal and the output signal for the bandpass filter based on the lattice structure.
11. Replace the direct-form structure in problem 8 by the parallel realization with preprocessing.

12. Replace the direct-form structure in problem 8 by the cascade realization.

13. Repeat problem 8 in case the input signal is a uniformly distributed white noise with variance $\sigma_{n_x}^2 = 0.1$, filtered by all-pole filter given by

$$H(z) = \frac{z}{z - 0.95}$$

14. In problem 8 consider that the additional noise has the following variances (a) $\sigma_n^2 = 0$, (b) $\sigma_n^2 = 1$. Comment on the results obtained in each case.

15. Perform the equalization of a channel with the following transfer function

$$H(z) = \frac{z^2 - 1.359z + 0.81}{z^2 - 1.919z + 0.923}$$

using a known training signal that consists of a binary (-1,1) random signal. An additional Gaussian white noise with variance $10^{-2}$ is present at the channel output.
(a) Apply a Newton-based algorithm with direct-form structure.
(b) Plot the magnitude response of the cascade of the channel and the adaptive-filter transfer functions. Comment on the result.

16. In a system identification problem the input signal is generated by an autoregressive process given by

$$x(k) = -1.2x(k-1) - 0.81x(k-2) + n_x(k)$$

where $n_x(k)$ is zero-mean Gaussian white noise with variance such that $\sigma_x^2 = 1$. The unknown system is described by

$$H(z) = \frac{80z^3(z^2 + 0.81)(z - 0.9)}{(z^2 - 0.71z + 0.25)(z^2 + 0.75z + 0.56)(z^2 - 0.2z + 0.81)}$$

The adaptive filter is also a sixth-order IIR filter.
Choose an appropriate $\lambda$, run an ensemble of 20 experiments, and plot the average learning curve. Use the RLS algorithm for IIR filters.

17. A second-order IIR adaptive-filtering algorithm is applied to identify a 3rd-order time-varying unknown system whose coefficients are first-order Markov processes with $\lambda_W = 0.999$ and $\sigma_W^2 = 0.001$. The initial time-varying system multiplier coefficients are

$$w^T_0 = [0.03490 - 0.011 - 0.06864 0.22391]$$

The input signal is Gaussian white noise with variance $\sigma_x^2 = 0.7$, and the measurement noise is also Gaussian white noise independent of the input signal and of the elements of $n_W(k)$, with variance $\sigma_n^2 = 0.01$.
Simulate the experiment described and plot the learning curve, by using the direct-form structure with a gradient-type algorithm.
18. Suppose a second-order IIR digital filter, with multiplier coefficients given below, is identified by an adaptive IIR filter of the same order using the gradient algorithm. Considering that fixed-point arithmetic is used, measure the values of $E[||\Delta \theta(k)\|_Q]^2$ and $\xi(k)_Q$ for the case described below. Plot the learning curves for the finite- and infinite-precision implementations. Also plot an estimate of the expected value of $||\Delta \theta(k)||_Q^2$ versus $k$ in both cases.

Additional noise: white noise with variance $\sigma_n^2 = 0.0015$
Coefficient wordlength: $b_c = 16$ bits
Signal wordlength: $b_d = 16$ bits
Input signal: Gaussian white noise with variance $\sigma_x^2 = 0.7$

$$H(z) = \frac{z^2 - 1.804z + 1}{z^2 - 1.793z + 0.896}$$

19. Repeat the above problem for the following cases
(a) $\sigma_n^2 = 0.01$, $b_c = 9$ bits, $b_d = 9$ bits, $\sigma_x^2 = 0.7$.
(b) $\sigma_n^2 = 0.1$, $b_c = 10$ bits, $b_d = 10$ bits, $\sigma_x^2 = 0.8$.
(c) $\sigma_n^2 = 0.05$, $b_c = 8$ bits, $b_d = 16$ bits, $\sigma_x^2 = 0.8$.

20. Replace the direct-form structure in problem 18 by the lattice structure, and comment on the results.

21. Repeat problem 8 using the LMSEE algorithm.

22. Show the inequality in equation (10.93).

23. Repeat problem 15 using the LMSEE algorithm.

24. Repeat problem 8 using a gradient-type algorithm based on the SM method.

25. Repeat problem 15 using a gradient-type algorithm based on the SM method.

26. Derive the RLS-type algorithm based on the SM method.
11.1 INTRODUCTION

The classic adaptive-filtering algorithms, such as those discussed in the remaining chapters of this book, consist of adapting the coefficients of linear filters in real time. These algorithms have applications in a number of situations where the signals measured in the environment can be well modeled as Gaussian noises applied to linear systems, and their combinations are of additive type. In digital communication systems, most of the classical approaches model the major impairment affecting the transmission with a linear model. For example, channel noise is considered additive Gaussian noise, intersymbol and co-channel interferences are also considered of additive type, and channel models are assumed to be linear frequency selective filters. While these models are accurate, there is nothing wrong with the use of linear adaptive filters\(^1\) to remedy these impairments. However, the current demand for higher-speed communications leads to the exploration of the channel resources beyond the range their models can be considered linear. For example, when the channel is the pair of wires of the telephone system, it is widely accepted that linear models are not valid for data transmission above 4.8 Kb/s. Signal companding, amplifier saturation, multiplicative interaction between Gaussian signals, and nonlinear filtering of Gaussian signals are typical phenomena occurring in communication systems that cannot be well modeled with linear adaptive systems. In addition, if the channel transfer function does not have minimum phase and/or the signal to noise ratio is not high enough, the use of linear adaptive-filtering equalizer yields poor performance measured in terms of bit error rate. A major drawback of dealing with nonlinear models is the lack of mathematical tools that, on the other hand, are widely available for linear models. The lack of analytical tools originates in the high degrees and dimensionality of the nonlinearities. The improved performance of the nonlinear equalizer is mainly justified by extensive simulation results available in the literature, where the bit error rate is used as a performance measure.

In this chapter, we will describe some of the techniques available to model nonlinear systems using nonlinear adaptive systems using the general structure depicted in Fig. 11.1. In particular, the following approaches for nonlinear adaptive filtering will be discussed here:

\(^1\)The reader should bear in mind that adaptive filters are nonlinear filters, even if we are adapting the coefficients of a linear filter structure, therefore the term linear adaptive filter means that we are adapting the coefficients of a linear filter structure.
1. The nonrecursive polynomial model based on the Volterra series expansion.

2. The recursive polynomial model based on nonlinear difference equations.

3. The multilayer perceptron (MLP) neural network.

4. The radial basis function (RBF) neural network.

In the following sections, we will introduce the methods above mentioned for modeling nonlinear systems and for each approach adaptive algorithms for updating the corresponding nonlinear filter coefficients will be described. The chapter includes examples aimed at comparing the different structures and algorithms.

![Adaptive nonlinear filter](image)

**Figure 11.1** Adaptive nonlinear filter.

### 11.2 THE VOLTERRA SERIES ALGORITHM

The Volterra series model is the most widely used model for nonlinear systems for several reasons. In particular, this model is useful for nonlinear adaptive filtering because the classical formulation of linear adaptive filters can be easily extended to fit this model. The Volterra series expansion of a
nonlinear system consists of a nonrecursive series in which the output signal is related to the input signal as follows:

\[
d'(k) = \sum_{l_1=0}^{\infty} w_{o1}(l_1) x(k - l_1)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} w_{o2}(l_1, l_2) x(k - l_1) x(k - l_2)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \sum_{l_3=0}^{\infty} w_{o3}(l_1, l_2, l_3) x(k - l_1) x(k - l_2) x(k - l_3)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \cdots
\]

\[
\sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \cdots
\sum_{l_i=0}^{\infty} w_{oi}(l_1, l_2, \ldots, l_i) x(k - l_1) x(k - l_2) \cdots x(k - l_i)
\]

\[
+ \cdots
\]

(11.1)

where \( w_{oi}(l_1, l_2, \ldots, l_i) \), for \( i = 0, 1, \ldots, \infty \), are the coefficients of the nonlinear filter model based on the Volterra series, and \( d'(k) \) represents, in the context of system identification application, the unknown system output when no measurement noise exists. The term \( w_{oi}(l_1, l_2, \ldots, l_i) \) is also known as the Volterra kernel of the system. Note that the input signals in this case are assumed to consist of a tapped-delay line. For the general case, where the signals of the input signal vector come from different origins, such as in an antenna array, the Volterra series representation is given by

\[
d'(k) = \sum_{l_1=0}^{\infty} w_{o1}(l_1) x_{l_1}(k)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} w_{o2}(l_1, l_2) x_{l_1}(k) x_{l_2}(k)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \sum_{l_3=0}^{\infty} w_{o3}(l_1, l_2, l_3) x_{l_1}(k) x_{l_2}(k) x_{l_3}(k)
\]

\[
+ \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \cdots
\]

\[
\sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \cdots
\sum_{l_i=0}^{\infty} w_{oi}(l_1, l_2, \ldots, l_i) x_{l_1}(k) x_{l_2}(k) \cdots x_{l_i}(k)
\]

\[
+ \cdots
\]

(11.2)

\(^2\)The reader should note that the Volterra series expansion includes a constant term \( w_{o0} \) which is irrelevant for our discussions here, and will not be further included in the expansion.
where \( w_{oi}(l_1, l_2, \ldots, l_i) \), for \( i = 0, 1, \ldots, \infty \), are the coefficients of the nonlinear combiner model based on the Volterra series.

As discussed by Mathews [1], the Volterra series expansion can be interpreted as a Taylor series expansion with memory. As such, the Volterra series representation is not suitable to model systems containing discontinuities on their models, as occurs with the Taylor series representation of functions with discontinuities. Another clear drawback of the Volterra series representation is the computational complexity, if the complete series is employed. By truncating the series one can reduce the computational complexity by sacrificing the accuracy of the series expansion. With reduced order, the Volterra series representation is quite complex even when the orders of the series and the filter are moderate. The interested reader can also refer to [2] for a deeper treatment of fixed and adaptive polynomial signal processing.

### 11.2.1 LMS Volterra Filter

In this subsection, the Volterra LMS algorithm is presented for a second-order series and \( N \)th-order filter. This choice reduces the computational complexity to an acceptable level for some applications and also simplifies the derivations. The extension for higher-order cases is straightforward. The adaptive filter that estimates the signal \( d'(k) \) using a truncated Volterra series expansion of second order, can be described by

\[
y(k) = \sum_{l_1=0}^{N} w_{l_1}(k)x(k-l_1) + \sum_{l_1=0}^{N} \sum_{l_2=0}^{N} w_{l_1, l_2}(k)x(k-l_1)x(k-l_2)
\]

where \( w_{l_1}(k) \) and \( w_{l_1, l_2}(k) \), for \( l_1, l_2 = 0, 1, \ldots, N \), are the coefficients of the nonlinear filter model based on the second-order Volterra series expansion, and \( y(k) \) represents the adaptive-filter output signal.

The standard approach to derive the LMS algorithm is to use as estimate of the mean-square error (MSE) defined as

\[
F[e(k)] = \xi(k) = E[e^2(k)] = E[d^2(k) - 2d(k)y(k) + y^2(k)]
\]

the instantaneous square error given by

\[
e^2(k) = d^2(k) - 2d(k)y(k) + y^2(k)
\]
Most of the analyses and algorithms presented for the linear LMS apply equally to the nonlinear LMS filter case, if we interpret the information and coefficient vectors as follows

\[
x(k) = \begin{bmatrix} x(k) \\ x(k-1) \\ \vdots \\ x(k-N) \\ x^2(k) \\ x(k)x(k-1) \\ \vdots \\ x(k)x(k-N) \\ \vdots \\ x(k-N)x(k-N+1) \\ x^2(k-N) \end{bmatrix}
\]  
(11.6)

\[
w(k) = \begin{bmatrix} w_0(k) \\ w_1(k) \\ \vdots \\ w_N(k) \\ w_{0,0}(k) \\ w_{0,1}(k) \\ \vdots \\ w_{0,N}(k) \\ \vdots \\ w_{N,N-1}(k) \\ w_{N,N}(k) \end{bmatrix}
\]  
(11.7)

As illustrated in Fig. 11.2, the adaptive-filter output is given by

\[
y(k) = w^T(k)x(k)
\]  
(11.8)

The estimate of the MSE objective function can now be rewritten as

\[
e^2(k) = d^2(k) - 2d(k)w^T(k)x(k) + w^T(k)x(k)x^T(k)w(k)
\]  
(11.9)

An LMS-based algorithm can be used to minimize the objective function as follows:

\[
w(k+1) = w(k) - \mu g_w(k)
\]

\[
= w(k) - 2\mu e(k) \frac{\partial e(k)}{\partial w(k)}
\]  
(11.10)

for \(k = 0, 1, 2, \ldots\), where \(g_w(k)\) represents an estimate of the gradient vector of the objective function with respect to the filter coefficients. However, it is wise to have different convergence factors for the first- and second-order terms of the LMS Volterra filter. In this case, the updating equations are
Algorithm 11.1
Volterra LMS Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(0) = w(0) = [0 0 \ldots 0]^T$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Do for $k \geq 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e(k) = d(k) - x^T(k)w(k)$</td>
</tr>
<tr>
<td>$w(k + 1) = w(k) + 2 \begin{bmatrix} \mu_1 &amp; \cdots &amp; 0 &amp; 0 &amp; \cdots &amp; 0 \ 0 &amp; \ddots &amp; 0 &amp; 0 &amp; \ddots &amp; 0 \ 0 &amp; \cdots &amp; \mu_1 &amp; 0 &amp; \cdots &amp; 0 \ 0 &amp; \cdots &amp; 0 &amp; \mu_2 &amp; \cdots &amp; 0 \ 0 &amp; \ddots &amp; 0 &amp; 0 &amp; \ddots &amp; 0 \ 0 &amp; \cdots &amp; 0 &amp; 0 &amp; \cdots &amp; \mu_2 \end{bmatrix} e(k)x(k)$</td>
</tr>
</tbody>
</table>

given by

$$w_{l_1}(k + 1) = w_{l_1}(k) + 2\mu_1 e(k)x(k - l_1)$$ (11.11)

$$w_{l_1, l_2}(k + 1) = w_{l_2}(k) + 2\mu_2 e(k)x(k - l_1)x(k - l_2)$$ (11.12)

where $l_1 = 0, 1, \ldots, N$ and $l_2 = 0, 1, \ldots, N$. As can be observed in Algorithm 11.1, the Volterra LMS algorithm has the same form as the conventional LMS algorithm except for the form of the input vector $x(k)$. In order to guarantee convergence of the coefficients in the mean, the convergence factor of the Volterra LMS algorithm must be chosen in the range

$$0 < \mu_1 < \frac{1}{\text{tr}(R)} < \frac{1}{\lambda_{\text{max}}}$$ (11.13)

$$0 < \mu_2 < \frac{1}{\text{tr}(R)} < \frac{1}{\lambda_{\text{max}}}$$ (11.14)

where $\lambda_{\text{max}}$ is the largest eigenvalue of the input signal vector autocorrelation matrix $R = E[x(k)x^T(k)]$. It should be noted that this matrix involves high-order statistics of the input signal, leading to high eigenvalue spread of the matrix $R$ even if the input signal is a white noise. As a consequence, the Volterra LMS algorithm has in general slow convergence. As an alternative, we can consider implementing a Volterra adaptive filter using an RLS algorithm.
11.2 The Volterra Series Algorithm

11.2.2 RLS Volterra Filter

The RLS algorithms are known to achieve fast convergence even when the eigenvalue spread of the input vector correlation matrix is large. The objective of the RLS algorithm is to choose the coefficients of the adaptive filter such that the output signal $y(k)$, during the period of observation, will match the desired signal as closely as possible in the least-squares sense. This minimization process can be easily adapted to the nonlinear adaptive filtering case by reinterpreting the entries of the input signal vector and the coefficient vector, as done in the LMS case.
In the case of the RLS algorithm, the deterministic objective function is given by

$$\xi_d(k) = \sum_{i=0}^{k} \lambda^{k-i} \varepsilon^2(i)$$

$$= \sum_{i=0}^{k} \lambda^{k-i} [d(i) - x^T(i)w(k)]^2$$

(11.15)

where $\varepsilon(i)$ is the output error at instant $i$ and

$$x(i) = \begin{bmatrix}
x(i)
x(i-1)
\vdots
x(i-N)
x^2(i)
x(i)x(i-1)
\vdots
x(i)x(i-N)
\vdots
x(i-N)x(i-N+1)
x^2(i-N)
\end{bmatrix}$$

(11.16)

$$w(k) = \begin{bmatrix}
w_0(k)
w_1(k)
\vdots
w_N(k)
w_{0,0}(k)
w_{0,1}(k)
\vdots
w_{0,N}(k)
\vdots
w_{N,N-1}(k)
w_{N,N}(k)
\end{bmatrix}$$

(11.17)

are the input and the adaptive-filter coefficient vectors, respectively. The parameter $\lambda$ is an exponential weighting factor that should be chosen in the range $0 \ll \lambda \leq 1$.

By differentiating $\xi_d(k)$ with respect to $w(k)$ and equating the result to zero, the optimal vector $w(k)$ that minimizes the least-squares error can be shown to be given by

$$w(k) = \left[ \sum_{i=0}^{k} \lambda^{k-i} x(i)x^T(i) \right]^{-1} \sum_{i=0}^{k} \lambda^{k-i} x(i)d(i)$$

$$= R_D^{-1}(k)p_D(k)$$

(11.18)
where $R_D(k)$ and $p_D(k)$ are called the deterministic correlation matrix of the input vector and the deterministic cross-correlation vector between the input vector and the desired signal, respectively.

The Volterra RLS algorithm has the same form as the conventional RLS algorithm as shown in Algorithm 11.2, where the only difference is the form of the input vector $x(k)$.

### Algorithm 11.2

**Volterra RLS Algorithm**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_D(-1) = \delta I$</td>
</tr>
<tr>
<td>where $\delta$ can be the inverse of an estimate of the input signal power</td>
</tr>
<tr>
<td>$x(-1) = w(-1) = [0 0 \ldots 0]^T$</td>
</tr>
</tbody>
</table>

Do for $k \geq 0$

- $e(k) = d(k) - x^T(k)w(k-1)$
- $\varphi(k) = S_D(k-1)x(k)$
- $S_D(k) = \frac{1}{\lambda} [S_D(k-1) - \frac{\varphi(k)\varphi^T(k)}{\lambda + \varphi^T(k)x(k)}]$  
- $w(k) = w(k-1) + e(k)S_D(k)x(k)$

If necessary compute

- $y(k) = w^T(k)x(k)$
- $\varepsilon(k) = d(k) - y(k)$

A clear disadvantage of the Volterra RLS algorithm is the high computational complexity which requires an order of $N^4$ multiplications per output sample. However, by examining closely the form of the input data vector it is possible to conclude that the nonlinear filtering problem can be recast into a linear multichannel adaptive-filtering problem for which fast RLS algorithms exist. Using this strategy, several fast RLS algorithms for Volterra filters have been proposed, namely the fast transversal [3], the lattice and QR-based lattice algorithms [4], and the QR-decomposition-based algorithm [5]. Other strategies to reduce computation while trying to retain fast convergence, include the orthogonal lattice-based structures tailored for Gaussian input signals [6].

**Example 11.1**

A digital channel model can be represented by the following system of equations

$$v(k) = x(k) + 0.5x(k - 1)$$  
$$y(k) = v(k) + 0.2v^2(k) + 0.1v^3(k) + n(k)$$

The channel is corrupted by Gaussian white noise with variance $\sigma_n^2$, varying from $-10\text{dB}$ to $-25\text{dB}$. The training signal and the actual input signal, consist of independent binary samples (-1,1). The
training period depends on the algorithm but our first attempt is 200 iterations, and after that one can start normal operation.

(a) Design an equalizer for this problem. Use a filter of appropriate order and plot the learning curves.

(b) Using the same number of adaptive-filter coefficients, implement a DFE equalizer as shown in Fig. 11.3 and compare the results with those obtained with the FIR equalizer.

We start with the normalized LMS and after making it work, we compare it with the:

1. DFE normalized LMS algorithm
2. Volterra normalized LMS algorithm
3. DFE Volterra normalized LMS algorithm

![Decision feedback equalizer.](image)
11.2 The Volterra Series Algorithm

Solution:

In the DFE of Fig. 11.3, we initially utilize a training sequence which consists of a properly delayed version of the transmitted signal which is known to the receiver. Obviously, this is an overhead to the communication system since in the beginning no information is actually being transmitted. After the training period no actual reference signal is available, and the equalizer replaces the training sequence by the output of the decision device by moving the switch to its output. The average of square error to be presented corresponds to average of a hundred experiments, whereas the number of errors are measured in single run experiments.

For the normalized LMS algorithm the number of coefficients is $10$ with convergence factor $\mu = 0.2$. The square errors for the different levels of channel noise are depicted in Fig. 11.4. As can be observed, the normalized LMS algorithm converges fast for this example where only few training samples are required to train the filter, when the signal to noise ratio is high. However, since the channel is nonlinear the square error after convergence does not reach low levels.

![Figure 11.4](image)

Figure 11.4 Square error, normalized LMS algorithm.

In the next experiment, the decision feedback equalizer is tested using the normalized LMS algorithm with convergence factors $\mu = 0.2$ for the forward and feedback adaptive filters. The forward filter has eight coefficients whereas the feedback filter has two coefficients. For comparison, the results presented are the same as in the previous case for the same levels of channel noise. The resulting square errors are depicted in Fig. 11.5. In this case, the algorithm requires a somewhat comparable training period and also leads to similar square error after convergence. When the signal to noise ratio is poor the standard and the DFE algorithms perform poorly.
The normalized LMS Volterra series algorithm is also tested in this experiment using a tapped delay line as input with ten elements. The convergence factor for the first-order adaptive coefficients is $\mu_1 = 0.51$ and for the second-order coefficients is $\mu_2 = 0.08$. The results are depicted in Fig. 11.6. A distinct feature of the Volterra algorithm is its lower square error after convergence, which is a consequence of the fact that it models the channel better. Its training period is usually longer due to the larger number of coefficients and higher conditioning number of the information matrix.

We also test the Volterra series algorithm on a decision feedback equalizer. In the feedforward filter a tapped-delay line with eight coefficients is used whereas in the feedback filter two taps are employed. For these experiments the convergence factors used in the coefficients multiplying the linear terms of the forward filter are $\mu_1 = 0.15$ and $\mu_2 = 0.08$, respectively. For the feedback adaptive filter the chosen factors are $\mu_1 = 0.2$ and $\mu_2 = 0.08$, respectively. For comparison the results are presented for the same levels of channel noise as the previous examples. These square errors are seen in Fig. 11.7. The comparison between the DFE and non DFE Volterra filter implementation shows that the DFE requires comparable training period while achieving lower square error and requiring less computational effort. As expected, in all examples the lower additional noise leads to lower MSE after convergence.

Table 11.1 illustrates the number of decision errors made in a single run of the algorithms analyzed in this example. The table also contains the iteration number after which no decision errors are noticed. As can be observed the DFE algorithms usually take longer to converge. Also, the Volterra algorithms have longer learning periods.
Section 11.2 The Volterra Series Algorithm

![Graph showing MSE vs. Number of Iterations for various noise levels.](image)

**Figure 11.6**  Square error for the experiments with the Volterra normalized LMS algorithm.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>No. of Errors</th>
<th>Last Error Iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-25 dBs</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>-10 dBs</td>
<td>9</td>
<td>23</td>
</tr>
</tbody>
</table>

**Table 11.1**  Evaluation of the Volterra LMS Algorithms

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>NLMS</th>
<th>DFE NLMS</th>
<th>Volterra</th>
<th>DFE Volterra</th>
</tr>
</thead>
<tbody>
<tr>
<td>-25 dBs</td>
<td>2</td>
<td>8</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>-10 dBs</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>Last Error Iter.</td>
<td>4</td>
<td>30</td>
<td>26</td>
<td>50</td>
</tr>
<tr>
<td>Last Error Iter.</td>
<td>23</td>
<td>25</td>
<td>102</td>
<td>168</td>
</tr>
</tbody>
</table>
11.3 ADAPTIVE BILINEAR FILTERS

As it is widely known, the reduction in the computational complexity is the main advantage the adaptive IIR filters present when compared with the adaptive FIR filters. Motivated by this observation, we can consider implementing nonlinear adaptive filters via a nonlinear difference equation, in order to reduce the computational burden related to the Volterra series expansion. The most widely accepted nonlinear difference equation model used for adaptive filtering is the so-called bilinear equation given by

$$y(k) = \sum_{m=0}^{M} b_m(k)x(k-m) - \sum_{j=1}^{N} a_j(k)y(k-j) + \sum_{i=0}^{I} \sum_{l=1}^{L} c_{i,l}x(k-i)y(k-l) \quad (11.19)$$

where $y(k)$ is the adaptive-filter output.

A bilinear adaptive filter in most cases requires fewer coefficients than the Volterra series adaptive filter in order to achieve a given performance. The advantages of the adaptive bilinear filters come with a number of difficulties, some of them not encountered in the Volterra series adaptive filters.
In the present case, the signal information vector is defined by

\[
\phi(k) = \begin{bmatrix}
    x(k) \\
    x(k-1) \\
    \vdots \\
    x(k-M) \\
    y(k-1) \\
    y(k-2) \\
    \vdots \\
    y(k-N) \\
    x(k)y(k-1) \\
    \vdots \\
    x(k-I)y(k-L+1) \\
    x(k-I)y(k-L)
\end{bmatrix}
\]  \tag{11.20}

where \( N, M, I \) and \( L \) are the orders of the adaptive-filter difference equations. The coefficient vector can then be described as

\[
\theta(k) = \begin{bmatrix}
    b_0(k) \\
    b_1(k) \\
    \vdots \\
    b_M(k) \\
    -a_1(k) \\
    -a_2(k) \\
    \vdots \\
    -a_N(k) \\
    c_{0,1}(k) \\
    \vdots \\
    c_{I,L-1}(k) \\
    c_{I,L}(k)
\end{bmatrix}
\]  \tag{11.21}

A possible objective function for adaptive bilinear filtering based on output error is the least-squares function

\[
\xi^d(k) = \sum_{i=0}^{k} \lambda^{k-i} e^2(i) = \sum_{i=0}^{k} \lambda^{k-i} [d(i) - \theta^T(k) \phi(i)]^2
\]  \tag{11.22}

\[3\]Like in Chapter 10, the reader should note that this definition of the deterministic weighted least squares utilizes the \emph{a priori} error with respect to the latest data pair \( d(k) \) and \( x(k) \), unlike the FIR RLS case.
The forgetting factor $\lambda$ as usual is chosen in the range $0 < \lambda < 1$. By differentiating $\xi^d(k)$ with respect to $\theta(k)$, and by using the same arguments used to deduce the output error RLS algorithm for linear IIR adaptive filters, we conclude that the RLS algorithm for adaptive bilinear filtering consists of the following basic steps:

\begin{align*}
e(k) &= d(k) - \theta^T(k)\phi(k) \quad (11.23) \\
\varphi(k) &= -\frac{\partial y(k)}{\partial \theta(k)} \approx -\phi(k) \quad (11.24) \\
S_D(k + 1) &= \frac{1}{\lambda} \left[ S_D(k) - \frac{S_D(k)\varphi(k)\varphi^T(k)S_D(k)}{\lambda + \varphi^T(k)S_D(k)\varphi(k)} \right] \quad (11.25) \\
\theta(k + 1) &= \theta(k) - S_D(k + 1)\varphi(k)e(k) \quad (11.26)
\end{align*}

The approximation of equation (11.24) is not accurate, however it is computationally simple and simulation results confirm that it works. The reader should notice that the partial derivatives used in this algorithm are only approximations, leading to a suboptimal RLS solution. More accurate approximations can be derived by following the same reasonings in which the partial derivatives were calculated for the output error RLS algorithm for linear IIR adaptive filters. The description of the bilinear RLS algorithm is given in Algorithm 11.3.
Algorithm 11.3

Bilinear RLS Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_i(k) = b_i(k) = c_i,l(k) = e(k) = 0 )</td>
</tr>
<tr>
<td>( y(k) = x(k) = 0 ), ( k &lt; 0 )</td>
</tr>
<tr>
<td>( S_D(0) = \delta^{-1}I )</td>
</tr>
</tbody>
</table>

For each \( x(k), d(k), k \geq 0 \), do

\[
y(k) = \phi^T(k)\theta(k) \\
e(k) = d(k) - y(k) \\
S_D(k + 1) = \frac{1}{\lambda} \left[ S_D(k) - \frac{S_D(k)\varphi(k)\varphi^T(k)S_D(k)}{\lambda + \varphi^T(k)S_D(k)\varphi(k)} \right] \\
\theta(k + 1) = \theta(k) - S_D(k + 1)\varphi(k)e(k)
\]

Stability test

If we consider as objective function the mean-square error (MSE) defined as

\[
\xi = E[e^2(k)]
\]  
(11.27)

we can derive a gradient-based algorithm, by using \( e^2(k) \) as an estimate for \( \xi \), leading to an updating equation given by

\[
\theta(k + 1) = \theta(k) - 2 \begin{bmatrix}
\mu_1 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \ddots & 0 & 0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & \cdots & \mu_1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & \mu_2 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & \cdots & 0 & 0 & \cdots & \mu_2 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & \mu_3 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \ddots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & \mu_3 \\
\end{bmatrix} \varphi(k)e(k)
\]  
(11.28)

where

\[
e(k) = d(k) - \theta^T(k)\phi(k)
\]  
(11.29)

and

\[
\varphi(k) = \frac{\partial e(k)}{\partial \theta(k)}
\]  
(11.30)
Again, the calculation of an accurate gradient vector can be quite cumbersome.

The main drawbacks of the adaptive bilinear filters based on the output error are: possible instability of the adaptive filter [25], slow convergence, and convergence to local minima of the error surface. It is also possible in the case of adaptive bilinear filter to apply an equation error formulation. In the presence of additional noise, the equation error algorithm may also lead to instability or to a biased global minimum solution.

**Example 11.2**

Identify an unknown system with the following model

\[ d(k) = -0.3d(k-1) + x(k) + 0.04x^2(k) + 0.1x^3(k) + n(k) \]

using the bilinear algorithm, and compare the results with those obtained with the Volterra normalized LMS algorithm. The additional noise is Gaussian white noise with variance \( \sigma_n^2 = -10 \text{dB} \). Use Gaussian white noise with unit variance as input.

**Solution:**

Three coefficients are sufficient for the bilinear algorithm to perform well. The chosen convergence factor is \( \mu = 0.005 \). For the Volterra normalized LMS algorithm we use six coefficients and \( \mu = 0.1 \). As can be observed in Fig. 11.9, the bilinear algorithm converges faster and leads to a lower square error after convergence than the Volterra normalized LMS algorithm, since the unknown system has a bilinear model.

![Figure 11.9](image-url)  
**Figure 11.9** Square error for the experiment with the bilinear and Volterra normalized LMS algorithms.
11.4 MULTILAYER PERCEPTRON ALGORITHM

In this section, the multilayer perceptron algorithm is briefly presented [24]. This algorithm belongs to a class of nonlinear adaptive filters where the input signal vector is mapped into another signal vector through a multiport network containing several local nonlinearities, as depicted in Fig. 11.10. Usually, the nonlinear multiport network consists of feedforward neural networks with several layers, where the nonlinearities (neurons) are placed inside the network in a structurally modular form.

The multilayer perceptron structure consists of several layers including an input layer, an output layer and several internal layers usually called hidden layers. Fig. 11.11 illustrates a multilayer perceptron-based adaptive filter with three layers. In communication applications the output layer usually has a single neuron, with \( y(k) \) representing the nonlinear adaptive-filter output signal. The mathematical description for each neuron is

\[
y_{l,i}(k) = f_{l,i} \left\{ \sum_{j=0}^{N_{l-1} - 1} w_{l,i,j}(k)y_{l-1,j}(k) - b_{l,i}(k) \right\}
\]

where \( w_{l,i,j}(k) \) are the weight coefficients connecting the output signal \( y_{l-1,j}(k) \) of the \( j \)th neuron from layer \( l - 1 \) to input of neuron \( i \) of layer \( l \), for \( l = 0, 1, \ldots, L - 1; i = 0, \ldots, N_l - 1 \). Note that \( N_l \) is the number of neurons in the \( l \)th layer and the index \( L \) is the number of layers. Each constant \( b_{l,i}(k) \) is the bias term of the \( i \)th neuron at layer \( l \), that is also known as the threshold. It is a well known result that the multilayer perceptron network is able to implement any desired nonlinear mapping by properly choosing the weights, the thresholds and the nonlinear activation function \( f(\cdot) \).
Figure 11.11  Multilayer perceptron adaptive filter.
Although, the activation function and the threshold could be chosen to be different for each layer, we will not consider this general case here. Also, it is possible to show that three layers is always enough for practical purposes. However, the use of more than three layers is desirable in many applications, where in the three layers case the hidden layer requires a large number of neurons in order to achieve an acceptable nonlinear mapping.

The most widely used activation function is the sigmoid function, defined as

\[ sgm(x) = \frac{2c_1}{1 + e^{-c_2x}} - c_1 \]  

(11.32)

where \( c_1 \) and \( c_2 \) are suitably chosen constants. The derivative of the sigmoid function is given by

\[ sgd(x) = \frac{c_2}{2c_1} \left( c_1^2 - sgm^2(x) \right) \]  

(11.33)

A popular updating algorithm for the multilayer perceptron is the so-called backpropagation algorithm. The objective function is to minimize the instantaneous output square error, that is

\[ e^2(k) = [d(k) - y(k)]^2 \]  

(11.34)

In order to minimize the above objective function, the backpropagation algorithm uses a steepest-decent updating, with the gradient calculated from the output layer to the input layer as following presented. The derivation of the backpropagation algorithm falls beyond the scope of this book, the interested reader should consult [26] or [27]. In the output layer the error signal is given by \( e(k) \) itself, as a result the coefficient updating for the coefficients of the output layer is given by

\[ w_{L-1,i,j}(k+1) = w_{L-1,i,j}(k) + 2\mu_{L-1} e(k)y_{L-1,j}(k) \]  

(11.35)

where \( i = 0, 1, \ldots, N_{L-2} - 1 \) and \( j = 0, 1, \ldots, N_{L-1} - 1 \). Notice that in our case we are considering a single output multilayer perceptron, therefore \( N_{L-1} = 1 \). The parameter \( \mu_{L-1} \) is the convergence factor for the output layer. Also the simplified updating equation above resulted from not using an activation function at the output node. If the activation function is included at the output node the updating equation is given by

\[ w_{L-1,i,j}(k+1) = w_{L-1,i,j}(k) + 2\mu_{L-1} e(k)sgd \left\{ sgm^{-1} [y_{L-1,j}(k)] \right\} sgm[y_{L-2,j}(k)] \]  

(11.36)

Since we know the error in the output layer, we can propagate this error backwards, and calculate the corresponding errors in the output of the internal neurons. By examining Fig. 11.11 closely, after applying the chain rule for derivative and performing a number of manipulations (see [26] and [27] for details) it is possible to show that the error signal at the \( j \)th neuron from layer \( l \) is given by

\[ e_{l,j}(k) = sgd \left\{ sgm^{-1} [y_{l,j}(k)] \right\} \sum_{i=0}^{N_{l-1}} w_{l+1,i,j}(k)e_{l+1,i}(k) \]

\[ = sgd \left[ \sum_{j=0}^{N_{l-1}} w_{l,i,j}(k)y_{l-1,j}(k) \right] \sum_{i=0}^{N_{l-1}} w_{l+1,i,j}(k)e_{l+1,i}(k) \]  

(11.37)
The updating equations for the coefficients of the internal layers and the bias terms are given by

\[
\begin{align*}
    w_{l,i,j}(k+1) &= w_{l,i,j}(k) + 2\mu_l e_{l,j}(k)y_{l-1,j}(k) \\
    b_{s_{l,i}}(k+1) &= b_{s_{l,i}}(k) - 2\mu_l e_{l,j}(k)
\end{align*}
\]

(11.38)

for \(i = 0, 1, \ldots, N_{l-1} - 1\) and \(j = 0, 1, \ldots, N_l - 1\).

The description of the multilayer perceptron algorithm for nonlinear adaptive filtering is given in Algorithm 11.4.

---

**Algorithm 11.4**

**Multilayer Perceptron Algorithm**

**Initialization**

Choose each \(w_{l,i,j}(0)\) randomly

Do for \(k \geq 0\)

Choose \(y_{-1,j}(k) = x_j(k)\)

Do for \(l = 0, \ldots, L - 1\)

Do for \(i = 0, \ldots, N_l - 1\)

Do for \(j = 0, \ldots, N_{l-1} - 1\)

\[y_{l,j}(k) = f_{l,j}\left\{\sum_{i=0}^{N_{l-1} - 1} w_{l,i,j}(k)y_{l-1,i}(k) - b_{s_{l,j}}(k)\right\}\]

End

End

End

\[e(k) = d(k) - y_{L-1,0}(k)\]

Do for \(l = L - 1, \ldots, 0\)

Do for \(i = 0, \ldots, N_l - 1\)

Do for \(j = 0, \ldots, N_{l-1} - 1\)

If \(l = L - 1\)

\[w_{L-1,i,j}(k+1) = w_{L-1,i,j}(k) + 2\mu_{L-1} e(k) \text{sgd}\left\{\text{sgn}^{-1}[y_{L-1,j}(k)]\right\} \text{sgn}[y_{L-2,j}(k)]\]

Else

\[e_{l,j}(k) = \text{sgd}\left[\sum_{j=0}^{N_{l-1} - 1} w_{l,i,j}(k)y_{l-1,j}(k)\right] \sum_{i=0}^{N_l - 1} w_{l+1,i,j}(k)e_{l+1,i}(k)\]

\[w_{l,i,j}(k+1) = w_{l,i,j}(k) + 2\mu_l e_{l,j}(k)y_{l-1,j}(k)\]

\[b_{s_{l,i}}(k+1) = b_{s_{l,i}}(k) - 2\mu_l e_{l,j}(k)\]

End if

End

End

End

This algorithm has an increased computational complexity as compared with the linear adaptive filters, for a given number of adaptive coefficients. In addition, the convergence speed is likely to be
slow, because we are employing a gradient-based algorithm to search an objective function with a nonquadratic surface.

Some attempts to improve the convergence speed have been proposed, see for example [20]. Despite that, nonlinear adaptive filters based on multilayer perceptron require long training periods, and have no methodology to appropriately define the number of layers and the number of neurons, rendering these algorithms difficult to apply in practical problems. However, it is worth it to search for improved nonlinear solutions for the adaptive-filtering problem, because in many communication applications the linear adaptive filter does not yield good enough performance.

Example 11.3

Identify the same system described in example 11.2 using the multilayer perceptron method, and compare the results with those obtained with the Volterra normalized LMS algorithm.

Solution:

In order to identify the same system of example 11.2 with the multilayer perceptron method, we use a network with 3 inputs and 8 neurons in each of the two hidden layers. The chosen convergence factor is $\mu = 0.1$. As can be observed in Figs. 11.9 and 11.12, the multilayer perceptron algorithm has worse performance than the bilinear algorithm, but converges slightly faster and reaches a lower square error after convergence than the Volterra normalized LMS algorithm.

11.5 RADIAL BASIS FUNCTION ALGORITHM

The radial basis function network is an attractive alternative to the multilayer perceptron for nonlinear adaptive filtering for a number of reasons. As mentioned in [27], the learning process of the radial basis function neural network is the same as finding a surface in the multidimensional space which is a best fit to the training data. In particular, in the case of communication applications this technique is attractive because its learning allows the division of a multidimensional space in appropriate subregions where each received data fits in.

For equalization problems [23], [21], it is well known that the maximum likelihood equalizer using the Viterbi algorithm provides the best solution, with high computational cost. As a compromise, the radial basis function has been proposed as an attractive alternative because of its lower computational complexity and due to its close relationship with Bayesian methods [22]. The Bayesian methods are effective in interference cancellation and channel equalization [9], [11]-[15]. In fact, the Bayesian design leads to the optimal nonlinear adaptive equalizer [8]. In the Bayesian approach, the decision in favor of a symbol is made only if the probability that the referred symbol had caused the current input signal vector exceeds the probability that any other symbol had caused the same input. The optimal decision boundaries are determined by the values of the input signal vector where these
probabilities are the same. The Bayesian theory shows that in a number of situations the optimal decision boundaries are not given by hyperplanes (the only ones realizable with linear equalizers), but by nonplanar boundaries. This is exactly what happens when the channel model in communication systems cannot be well modeled with linear adaptive systems, or if the channel transfer function does not have minimum phase. Also, the linear adaptive equalizer does not explore the fact that the input signal originates from transmitted signals consisting of a finite set of symbols.

Since the radial basis function can approximate the Bayesian solution within a reasonable training time, it is a potential candidate to be employed in a number of communication applications where nonlinear adaptive filters are required.

The radial basis function network consists of three layers where the first feeds the second layer directly without any weighting (weights are equal to one), and the output layer is just a linear combiner as depicted in Fig. 11.13.b. The hidden layer implements a nonlinear mapping on the input vector, as represented in Fig. 11.13.a, and consists of two steps. In the first step, the input signal vector is compared with a set of reference vectors \( r_i(k) \), for \( i = 0, 1, \ldots, N_N - 1 \), where \( N_N \) is the number of (hidden) neurons. These vectors are called centers. The comparison between the input signal vector and the centers are usually measured through the Euclidean norm as follows

\[
d_i(k) = ||x(k) - r_i(k)||
\]  

(11.39)
These distances are then applied to a nonlinear activation function, which is scalar and radially symmetric. Typical choices are the Gaussian and thin-plate-spline functions, respectively given by

$$f(d_i(k)) = e^{-\frac{d_i^2(k)}{\sigma_i^2(k)}}$$

$$f(d_i(k)) = \frac{d_i^2(k)}{\sigma_i^2(k)} \log \left[ \frac{d_i(k)}{\sigma_i(k)} \right]$$

(11.40)

The parameter $\sigma_i(k)$ controls the spread of the function, related to the radius of influence of radial basis function $f[d_i(k)]$. The output signal is computed by

$$F[x(k)] = f_2 \left\{ \sum_{i=0}^{N_N-1} w_i(k) f[d_i(k)] \right\}$$

(11.41)

where $f_2(\cdot)$ is the activation function of the output signal. This function is usually of the following form

$$f_2(x) = \frac{1 - e^{-cx}}{1 + e^{-cx}}$$

(11.42)

where $c$ is a suitably chosen constant. In most cases, no activation function is used at the output in order to simplify the algorithm, that is $f_2(x) = x$. As a result we will not consider it further.

Usually the training for the radial basis function adaptive filter is done in three steps, where the radius parameters, the centers and the weights are trained separately and in sequence. By using a stochastic gradient algorithm and Gaussian activation function, the radial basis function updating equations are given by

$$w_i(k+1) = w_i(k) + 2\mu_w e(k) f[d_i(k)]$$

$$\sigma_i(k+1) = \sigma_i(k) + 2\mu_\sigma e(k) f[d_i(k)] w_i(k) \frac{d_i^2(k)}{\sigma_i^2(k)}$$

$$r_i(k+1) = r_i(k) + 2\mu_r e(k) f[d_i(k)] w_i(k) \frac{x(k) - r_i(k)}{\sigma_i^2(k)}$$

(11.43)

for $i = 0, 1, \ldots, N_N - 1$. In Algorithm 11.5, the adaptive nonlinear filter based on the radial basis function is detailed. In many cases the parameters $\sigma_i(k)$, that control the spread of the function in each neuron, are kept constant, where in this case they are chosen as the expected channel noise power.

In a number of communication applications the signals involved are originally complex. In those cases, we need to use a complex radial basis function algorithm whose configuration is depicted in Fig. 11.14. The complex algorithm is described in Algorithm 11.6, where the derivations are omitted for the sake of brevity, for details consult [16]-[17], [18]-[19].
Figure 11.13 The radial basis function adaptive filter.
Algorithm 11.5

Radial Basis Function Algorithm

Initialization
Choose each $w_i(0)$ randomly
Do for $k \geq 0$
\[ y(k) = F(x(k)) = \sum_{i=0}^{N-1} w_i(k) f[d_i(k)] \]
\[ e(k) = d(k) - y(k) \]
Do for $i = 0, 1, \ldots, N - 1$
\[ w_i(k+1) = w_i(k) + 2\mu w e(k)f[d_i(k)] \]
\[ \sigma_i(k+1) = \sigma_i(k) + 2\mu \sigma f[d_i(k)]e(k)w_i(k) \frac{d^2_i(k)}{\sigma^2_i(k)} \]
\[ r_i(k+1) = r_i(k) + 2\mu_r f[d_i(k)]e(k)w_i(k) \frac{x_i(k) - r_i(k)}{\sigma^2_i(k)} \]
End
End

Algorithm 11.6

Complex Radial Basis Function Algorithm

Initialization
Choose each $w_i(0)$ randomly
$r_i(k), x_i(k)$ are complex vectors
$e(k)$, is a complex scalar
Do for $k \geq 0$
\[ y(k) = F(x(k)) = \sum_{i=0}^{N-1} w_i^*(k)f [d_i(k)] \]
\[ e(k) = d(k) - y(k) \]
Do for $i = 0, 1, \ldots, N - 1$
\[ w_i(k+1) = w_i(k) + 2\mu w e(k)f[d_i(k)] \]
\[ \sigma_i(k+1) = \sigma_i(k) + 2\mu \sigma f[d_i(k)]e(k)w_i(k) \frac{d^2_i(k)}{\sigma^2_i(k)} \]
\[ r_i(k+1) = r_i(k) + 2\mu_r f[d_i(k)]e(k)w_i(k) \frac{\text{re}[x_i(k) - r_i(k)] + j\text{im}[x_i(k) - r_i(k)]}{\sigma^2_i(k)} \]
End
End
Example 11.4

Solve the problem described in Example 11.1 using:

1. Radial basis function algorithm
2. DFE radial basis function algorithm

Solution:

In order to solve the problem, the following two experiments use neural network equalizers of the radial basis function type with ten delays in the input tap-delay line and ten hidden neurons. In the first experiments the standard radial basis approach is applied using a convergence factor for the linear combiner of $\mu_w = 0.1$, a convergence factor for the radius of $\mu_r = 0.9$, and a spread factor of $\sigma = 0.8$. Fig. 11.15 shows the learning curves for the square errors. As can be observed, the radial basis algorithm requires longer training period than the previous algorithms. This is the price paid by its generality in approximating nonlinear functions.
11.5 Radial Basis Function Algorithm

The final experiment uses a neural network DFE of the radial basis function type with eight taps and hidden neurons in the forward filter and two in the feedback filter. The convergence factor for the forward filter is $\mu_w = 0.5$, the convergence factor for the radius is $\mu_r = 0.9$, and the spread factor is $\sigma = 0.8$. For the backward filter, these parameters are $\mu_w = 0.04$, $\mu_r = 0.9$, and $\sigma = 1.2$, respectively. These results are depicted in Fig. 11.16 for an ensemble of a hundred experiments. The results with DFE are better than in the case without DFE.

Table 11.2 illustrates the number of decision errors made in a single run of the radial basis function algorithms for this example, including the iteration number after which no decision errors are noticed. As can be observed, the radial basis function algorithms take longer to converge than the Volterra algorithms for this example.

<table>
<thead>
<tr>
<th></th>
<th>Radial Basis Algorithm</th>
<th>DFE Radial Basis Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise level</td>
<td>-25 dBs</td>
<td>-10 dBs</td>
</tr>
<tr>
<td>No. of Errors</td>
<td>74</td>
<td>113</td>
</tr>
<tr>
<td>Iter. of Last Error</td>
<td>318</td>
<td>387</td>
</tr>
</tbody>
</table>

Fig. 11.17 depicts the results of an experiment with the radial basis function algorithm with DFE where the training is done for a long period. The graphs show that after the learning is complete the
algorithm enables perfect bit detection, reaching a lower square error level than the algorithms not based on neural networks.

11.6 CONCLUSION

In this chapter, we introduced some nonlinear adaptive-filtering methods which can be applied in communication systems, as well as in many other fields. The methods discussed here are far from consisting of a complete set, many other methods have been investigated using different points of view, see for example [28] and [29]. The emphasis was to describe methods allowing a training period and suitable for channel equalization and co-channel interference. No attempt was made to discuss blind equalization methods that are nonlinear adaptive filters which usually utilize high-order statistics, see Chapter 13.

The wide use of these algorithms in modern communication systems, while required, remains to be seen. However, with a deep knowledge of the type of nonlinearities affecting the given communication environment, one can come up with a nonlinear adaptive-filtering algorithm tailored for that particular application, where a good compromise concerning computational complexity, training period and performance in terms of bit error rate can be reached.
Figure 11.17  Experiments with DFE radial basis function algorithm, noise level $-25$dBs.
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11.8 PROBLEMS

1. Perform the equalization of a nonlinear channel described by the following relation

\[ r(k) = 0.9x(k) + 0.1x^2(k) - 0.3x^3(k) + n(k) \]

using a known training signal that consists of a binary (-1,1) random signal. An additional Gaussian white noise with variance \(10^{-2}\) is present at the channel output. Apply the LMS and RLS Volterra series algorithms.

2. Repeat problem 1 using the adaptive bilinear structure.

3. Repeat problem 1 using the multilayer perceptron algorithm.

4. Repeat problem 1 using the adaptive radial basis function structure.

5. Utilize a DFE equalizer to problem 1, also using the LMS and RLS Volterra series algorithms, and comment on the results.

6. Compare the performances of Volterra LMS and RLS algorithms in the identification of the following system.

\[ d(k) = -0.76x(k) - 1.0x(k-1) + 1.0x(k-2) + 0.5x^2(k) \\
+2.0x(k)x(k-2) - 1.6x^2(k-1) + 1.2x^2(k-2) \\
+0.8x(k-1)x(k-2) + n(k) \]

The input signal is a uniformly distributed white noise with variance \(\sigma_n^2 = 0.1\), filtered by all-pole filter given by

\[ H(z) = \frac{z}{z - 0.95} \]

An additional Gaussian white noise with variance \(10^{-2}\) is present at unknown system output.

7. Identify an unknown system with the following model

\[ d(k) = -0.6d(k-1) + x(k) + 0.01x(k)d(k-1) + 0.02x(k-1)d(k-1) + n(k) \]

using the bilinear algorithm. The additional noise is Gaussian white noise with variance \(\sigma_n^2 = -20\text{dB}\). Use Gaussian white noise with unit variance as input.

8. Repeat problem 7 using the multilayer perceptron algorithm.

9. Identify a system with the following nonlinear input to output relation

\[ d(k) = -0.08x(k) - 0.15x(k-1) + 0.14x(k-2) + 0.055x^2(k) \\
+0.30x(k)x(k-2) - 0.16x^2(k-1) + 0.14x^2(k-2) + n(k) \]

The input signal is Gaussian white noise with variance \(\sigma_n^2 = 0.7\), and the measurement noise is also Gaussian white noise independent of the input signal with variance \(\sigma_n^2 = 0.01\). Apply the radial basis function algorithm.

10. Repeat problem 9 using the multilayer perceptron algorithm.
12 SUBBAND ADAPTIVE FILTERS

12.1 INTRODUCTION

There are many applications where the required adaptive-filter order is high, as for example, in acoustic echo cancellation where the unknown system (echo) model has a long impulse response, on the order of a few thousand samples [1]-[5]. In such applications, the adaptive-filtering algorithm entails a large number of computations. In addition, the high order of the adaptive filter affects the convergence speed.

A solution to problems where long-impulse-response filters are needed is to employ adaptive filtering in subbands. In subband adaptive filtering, both the input signal and the desired signal are split into frequency subbands via an analysis filter bank. Assuming that the signal decomposition in subchannels is effective, we can decimate (subsample) these subband signals and apply adaptive filtering to the resulting signals. Each subband adaptive filter usually has shorter impulse response than its fullband counterpart. If a gradient type algorithm is used to update the adaptive filters, we can adjust the step size in the adaptation algorithm individually for each subband, which leads to higher convergence speed than in the case of fullband adaptive filter.

Decimation allows the reduction in computational complexity. Mainly if critical subsampling (i.e., decimation by a factor equal to the number of subbands) is employed, aliasing effects may impair the obtained filter estimates. This issue will be discussed during this chapter. Therefore, by judicious use of adaptive filtering in subbands we can reduce the computational complexity, as well as increase the algorithm convergence speed [1]-[7].

This chapter starts with a brief introduction to multirate systems, where the concepts of decimation, interpolation, and filter banks are presented. Then, the basic structures for adaptive filtering in subbands are presented along with a discussion regarding their main features. The concept of delayless subband adaptive filtering is also addressed, where the adaptive-filter coefficients are updated in subbands and mapped to an equivalent fullband filter. Finally, we point out the relation between subband and block adaptive-filtering (also known as frequency-domain adaptive filters) algorithms.

12.2 MULTIRATE SYSTEMS

In this section, we briefly review the fundamentals of multirate systems which are essential to implement adaptive filters in subbands. For further details related to multirate systems and filter banks the reader can refer to the review article [8] or the comprehensive textbook [9].

12.2.1 Decimation and Interpolation

Decimation (also known as down-sampling or compression) of a digital signal \( x(k) \) by a factor of \( L \) means reducing its sampling rate \( L \) times. Decimation is achieved by retaining only every \( L \)th sample of the signal. The decimator symbol is depicted in Fig. 12.1.a.

![Decimation symbol](a)

\[
x(k) \xrightarrow{\downarrow L} x_D(m)
\]

The decimated signal is then \( x_D(m) = x(mL) \). In the frequency domain, if the spectrum of \( x(k) \) is \( X(e^{j\omega}) \), the spectrum of the sub-sampled signal, \( X_D(e^{j\omega}) \) is given by [9]

\[
X_D(e^{j\omega}) = \frac{1}{L} \sum_{k=0}^{L-1} X(e^{j\omega - \frac{2\pi k}{L}}) \tag{12.1}
\]

The above equation indicates that the spectrum of \( x_D(m) \) is composed of copies of the spectrum of \( x(k) \) expanded by \( L \) and repeated with period \( 2\pi \). Figs. 12.2.a and 12.2.b depict the effect of sub-sampling on the spectrum of \( x(k) \), for \( L = 2 \). This implies that, in order to avoid aliasing after sub-sampling, the bandwidth of the signal \( x(k) \) must be limited to the interval \( [-\frac{\pi}{L}, \frac{\pi}{L}] \). In fact, the sub-sampling operation is generally preceded by a lowpass filter that approximates the following frequency response

\[
H_D(e^{j\omega}) = \begin{cases} 
1, & \omega \in \left[ -\frac{\pi}{L}, \frac{\pi}{L} \right] \\
0, & \text{otherwise}
\end{cases} \tag{12.2}
\]

It should be noted that the decimation operation is shift varying, i.e., if the input signal \( x(k) \) is shifted, the output signal will not in general be a shifted version of the previous output. More precisely, the decimation is a periodically shift-invariant operation.

The interpolation (or up-sampling) of a digital signal \( x(m) \) by a factor of \( L \) entails including \( L - 1 \) zeros in between samples. The interpolator symbol is depicted in Fig. 12.1.b.

![Interpolation symbol](b)

\[
x(m) \xrightarrow{\uparrow L} x_I(k)
\]
The interpolated signal is then

\[
x_I(k) = \begin{cases} 
  x\left(\frac{k}{L}\right), & k = mL, m \in \mathbb{Z} \\
  0, & \text{otherwise}
\end{cases} \quad (12.3)
\]

If the spectrum of \(x(m)\) is \(X(e^{j\omega})\), it is straightforward to show that the spectrum of the up-sampled signal, \(X_I(e^{j\omega})\), is given by

\[
X_I(e^{j\omega}) = X(e^{j\omega L}) \quad (12.4)
\]

Since the spectrum of the input signal is periodic with period \(2\pi\), the spectrum of the interpolated signal will have period \(\frac{2\pi}{L}\). Fig. 12.2.c illustrates how the signal spectrum is modified after the
up-sampling operation. If we wish to obtain a smooth interpolated version of \( x(m) \), the spectrum of the interpolated signal must have the same shape of the spectrum of \( x(m) \). This can be obtained by filtering out the repetitions of the spectra beyond \([-\pi L, \pi L]\). Thus, the up-sampling operation is generally followed by a lowpass filter which approximates the following frequency response

\[
H_I(e^{j\omega}) = \begin{cases} 
L, & \omega \in [-\pi L, \pi L] \\
0, & \text{otherwise}
\end{cases} \quad (12.5)
\]

The decimator and interpolator blocks are fundamental to represent (or implement) serial-to-parallel and parallel-to-serial converters. That is, given a signal \( x(k) \) whose samples appear serially, we can transform this sequence into blocks of length \( L \) by using delay operators and decimators whose representation is depicted in Fig. 12.3.a. The signal block at the output retains \( L \) consecutive samples of the input signal as follows

\[
x(m) = [x(mL) \ x(mL - 1) \ldots x(mL - L + 1)]^T \quad (12.6)
\]

This notation is slightly different from the one to be used in the remaining chapters, since \( m \) here denotes the block number and not the index of the most recent element of \( x(m) \). In this chapter we will use the block notation because it leads to simpler description of the algorithms. The implementation of the serial-to-parallel converter in terms of decimators and delays is further illustrated in Fig. 12.3.b.

On the other hand, given a block signal \( x(m) \), we can transform the parallel data of length \( L \) back into a delayed serial data as shown in Fig. 12.4.a. The implementation of the parallel-to-serial converter in terms of interpolators and delays is illustrated in Fig. 12.4.b.

### 12.3 FILTER BANKS

In subband adaptive filtering as well as in a number of other applications, it is advantageous to split a sequence \( x(k) \) into several frequency bands. This is illustrated on the left-hand side of Fig. 12.5.

The analysis filters, represented by the transfer functions \( F_i(z) \) for \( i = 0, 1, \ldots, M - 1 \), comprise of a lowpass filter \( F_0(z) \), bandpass filters \( F_i(z) \) for \( i = 1, 2, \ldots, M - 2 \), and a highpass filter \( F_{M-1}(z) \). Ideally these filters have nonoverlapping passbands, while they together cover the entire spectrum of the input signal. Since each of the analysis filter outputs \( x_i(k), i = 0, 1, \ldots, M - 1 \) has the same number of samples as the original signal \( x(k) \), after the \( M \)-band decomposition, all signals \( x_i(k) \) together have \( M \) times more samples than the original one. This expansion on the number of samples is undesirable because of the resulting computational burden.

In most cases, the input signal is uniformly split into subbands, where each of the frequency bands has the same bandwidth. Since the bandwidth of each analysis filter output band is \( M \) times smaller than in the original signal, we can decimate each \( x_i(k) \) by a factor of \( L \) smaller or equal to \( M \) without destroying the original information. For \( L = M \), the amount of data after the decimators in Fig. 12.5 is maintained when compared to the number of samples of the input signal. This case is called
maximally (or critically) decimated analysis filter bank. If \( L > M \), there is a loss of information due to aliasing which does not allow the recovery of the original signal. For \( L \leq M \), it is possible to retain all information contained in the input signal by properly designing the analysis filters in conjunction with the synthesis filters \( G_i(z) \), for \( i = 0, 1, \ldots, M - 1 \). If no signal processing task is performed in the subbands (see Fig. 12.5), the filter bank output \( y(k) \) can be made to be a delayed version of the input signal \( x(k) \), where the delay is due to the causality of the subband filters. In this case, we have a perfect reconstruction filter bank. In fact, there are several methods for designing the analysis filters \( F_i(z) \) and the synthesis filters \( G_i(z) \) such that perfect reconstruction is achieved or arbitrarily approximated. These filters can be finite-length (FIR) filters with overlapping frequency responses, which are designed to cancel out the aliasing effects and results in the perfect reconstruction.
In the case where $L < M$, the filter bank is called oversampled (or noncritically sampled) since we are retaining more samples in the subbands than the input signal. Oversampled filter banks appear frequently in subband adaptive-filtering applications, however their design is beyond the scope of this book.

We will now discuss the polyphase representation of a transfer function which is quite useful in describing filter banks. Defining $E_{ij}(z) = \sum_{l=0}^{N_p-1} f_i(Ll + j)z^{-l}$ as the polyphase components of the analysis filter $F_i(z)$, and $N_p$ as the length of the polyphase components of the analysis filters, we can express the transfer function of the filter $F_i(z)$ as follows.
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\[ F_i(z) = \sum_{k=0}^{N_pL-2L+1} f_i(k)z^{-k} \]

\[ = \sum_{l=0}^{N_p-1} f_i(ll)z^{-Ll} + z^{-1} \sum_{l=0}^{N_p-1} f_i(ll+1)z^{-Ll} + \cdots + z^{-L+1} \sum_{l=0}^{N_p-1} f_i(ll+L-1)z^{-Ll} \]

\[ = \sum_{j=0}^{L-1} z^{-j} E_{ij}(z^L) \]  

(12.7)

In the polyphase decomposition we decompose each analysis filter \( F_i(z) \) into \( L \) filters, the first one has an impulse response consisting of every sample of \( f_i(k) \) whose indexes are multiples of \( L \), the second one has every sample of \( f_i(k) \) whose indexes are one plus a multiple of \( L \), and so on. The resulting representation for an analysis subfilter, along with decimation, is depicted in Fig. 12.6. By means of a noble identity [9], the cascade connection of \( E_{ij}(z^L) \) and the decimators can be replaced by decimators followed by the polynomials \( E_{ij}(z) \).

For the synthesis filter bank we can employ an alternative polyphase decomposition which matches the interpolation operation. That is, each synthesis filter can be described in the following polyphase
Again by means of a noble identity [9], the polynomials $R_{ji}(z^L)$ preceded by interpolators can be replaced by interpolators preceded by the polynomials $R_{ji}(z)$.

By replacing each of the filters $F_i(z)$ and $G_i(z)$ by their polyphase components, the $M$-band filter bank of Fig. 12.5 can be transformed in the structure of Fig. 12.7. The matrices $E(z)$ and $R(z)$ are formed from the polyphase components of $F_i(z)$ and $G_i(z)$. $E_{ij}(z)$ is the $j$th polyphase component of $F_i(z)$ and $R_{ji}(z)$ is the $j$th polyphase component of $G_i(z)$. From Fig. 12.7 we conclude that if $R(z)E(z) = z^{-\Delta}I$, where $\Delta$ is an arbitrary delay and $I$ is the identity matrix, the $M$-band filter bank holds the perfect reconstruction property.
12.3 Filter Banks

12.3.1 Two-Band Perfect Reconstruction Filter Banks

For a two-band perfect reconstruction filter bank with FIR analysis and synthesis filters, the following conditions must be satisfied

\[ F_0(-z)F_1(z) - F_0(z)F_1(-z) = 2cz^{-2l-1} \]  \hspace{1cm} (12.9)

\[ G_0(z) = -\frac{z^{2(l-\Delta)}}{c}F_1(-z) \]  \hspace{1cm} (12.10)

\[ G_1(z) = \frac{z^{2(l-\Delta)}}{c}F_0(-z) \]  \hspace{1cm} (12.11)

where equation (12.9) guarantees that the synthesis filters are FIR, while equations (12.10) and (12.11) guarantee perfect reconstruction. The delay \( \Delta \) is included in equations (12.10) and (12.11) in order to guarantee that the subfilters in the filter bank are causal.

Equations (12.9) to (12.11) lead to the following design procedure for the two-band perfect reconstruction filter bank [10]: (1) Find a polynomial \( P(z) \) such that \( P(-z) - P(z) = 2z^{-2l-1} \); (2) Factorize \( P(z) \) into two factors, \( F_0(z) \) and \( F_1(-z) \), such that \( F_0(z) \) and \( F_1(-z) \) are lowpass filters; (3) Design \( G_0(z) \) and \( G_1(z) \) using equations (12.10) and (12.11). In step (1) \( P(z) \) is an approximation to a half-band filter\(^1\), whose amplitude response should be positive everywhere. In case this

---

\(^1\)The amplitude response of a half-band filter is symmetric with respect to \( \frac{\pi}{2} \), with \( \omega_p + \omega_s = \pi \), where \( \omega_p \) is the passband edge and \( \omega_s \) is the stopband edge.
condition is not initially satisfied in the design, we should add \( \delta z^{-2l-1} \) to \( P(z) \) such that \( \delta \) is the modulus of the smallest (negative) value of the designed \( P(z) \). We add that the factorization step (2) becomes ill-conditioned when designing high-order filters. In this case, alternative design methods can be employed [9].

In some applications, it is desired that the filter bank be made up of linear-phase filters. In this case, one has to find a linear-phase product filter \( P(z) \), and perform linear-phase factorizations of it.

12.3.2 Analysis of Two-Band Filter Banks

From Fig. 12.5 we see that the signals after the analysis filters in a two-band filter bank are described by

\[
X_i(z) = F_i(z)X(z) \quad \text{for} \quad i = 0, 1 \tag{12.12}
\]

In the frequency domain, the decimated signals are

\[
U_i(z) = \frac{1}{2} [X_i(z^{\frac{1}{2}}) + X_i(-z^{\frac{1}{2}})] \quad \text{for} \quad i = 0, 1 \tag{12.13}
\]

Thus after interpolation of the \( U_i(z) \), we get

\[
U_i(z^2) = \frac{1}{2} [X_i(z) + X_i(-z)]
\]

\[
\frac{1}{2} [F_i(z)X(z) + F_i(-z)X(-z)] \tag{12.14}
\]

The reconstructed signal is then expressed as

\[
Y(z) = G_0(z)U_0(z^2) + G_1(z)U_1(z^2) = \frac{1}{2} [F_0(z)G_0(z) + F_1(z)G_1(z)]X(z) + \frac{1}{2} [F_0(-z)G_0(z) + F_1(-z)G_1(z)]X(-z)
\]

\[
= \frac{1}{2} \begin{bmatrix}
X(z) & X(-z)
\end{bmatrix} \begin{bmatrix}
F_0(z) & F_1(z) \\
F_0(-z) & F_1(-z)
\end{bmatrix} \begin{bmatrix}
G_0(z) \\
G_1(z)
\end{bmatrix} \tag{12.15}
\]

The last equality is called modulation-matrix representation of a two-band filter bank. In this case, the aliasing effect caused by the decimation operation is represented by the terms containing \( X(-z) \).

Note that it is possible to avoid aliasing at the output by properly choosing the synthesis filter, as for example in the perfect reconstruction case.

12.3.3 Analysis of \( M \)-Band Filter Banks

The expression for two-band case can be easily generalized to \( M \) bands by noting that, after decimation by \( L \), the signals will have \( L - 1 \) aliased components. That is

\[
X_d(z) = \frac{1}{L} \sum_{k=0}^{L-1} X(z^{\frac{1}{L}} e^{-j2\pi k L}) \tag{12.16}
\]
The $k$th aliased component of $X(z)$ is $X(z^k e^{-j2\pi k/N})$.

Therefore, the modulation matrix for the $M$-band filter bank is given by

$$
Y(z) = \frac{1}{2} \begin{bmatrix}
X(z) & X(zW) & \cdots & X(zW^{L-1}) \\
F_0(z) & F_1(z) & \cdots & F_{M-1}(z) \\
F_0(zW) & F_1(zW) & \cdots & F_{M-1}(zW) \\
\vdots & \vdots & \ddots & \vdots \\
F_0(zW^{L-1}) & F_1(zW^{L-1}) & \cdots & F_{M-1}(zW^{L-1})
\end{bmatrix}
\begin{bmatrix}
G_0(z) \\
G_1(z) \\
\vdots \\
G_{M-1}(z)
\end{bmatrix}
$$

(12.17)

where $W = e^{-j\pi L}$.

### 12.3.4 Hierarchical $M$-Band Filter Banks

By connecting two-band filter banks in series, we can produce many different kinds of maximally decimated decompositions. For example, we can design a $2^n$-band uniform decomposition filter bank as illustrated in Fig. 12.8 for $n = 3$. It is also possible to implement nonuniform filter banks by using two-band filter banks in series, but using a different type of hierarchical decomposition [9]. A commonly used one is the octave-band decomposition.

### 12.3.5 Cosine-Modulated Filter Banks

Cosine-modulated filter banks are a class of filters efficient for the design and implementation of filter banks with large number of subbands. A cosine-modulated filter bank is easy to design because it is based on a single lowpass prototype filter whose impulse response satisfies some constraints required to achieve perfect reconstruction. It also leads to low computational complexity because the analysis and synthesis filter banks make use of the so-called discrete-time cosine transform (DCT), for which there are many fast implementations available for its computation.

The design of the maximally decimated cosine-modulated filter bank starts with a linear-phase prototype lowpass filter $F(z)$ whose passband edge is $\pi/(2L) - \delta$ and the stop-band edge is $\pi/(2L) + \delta$, where $2\delta$ is the transition band. The length of the prototype filter is usually chosen to be an even multiple of the number of subbands: $N_{pr} = 2KL$, for $K$, an integer. Then, we generate cosine modulated versions of the prototype filter in order to obtain the analysis and synthesis filter banks. The impulse responses of the subfilters are given by

$$
f_l(n) = 2f(n) \cos \left( (2l + 1) \frac{\pi}{2L} \left( n - \frac{N_{pr} - 1}{2} \right) + (-1)^l \frac{\pi}{4} \right) \quad (12.18)
g_l(n) = 2f(n) \cos \left( (2l + 1) \frac{\pi}{2L} \left( n - \frac{N_{pr} - 1}{2} \right) - (-1)^l \frac{\pi}{4} \right) \quad (12.19)
$$

for $1 \leq n \leq N_{pr}$ and $0 \leq l \leq L - 1$, where $f(n)$, for $n = 1, 2, \ldots, N_{pr}$, denotes the elements of the prototype impulse response. The constraints required to achieve perfect reconstruction are given
by

\[ E_j(z^{-1}) E_j(z) + E_{j+L}(z^{-1}) E_{j+L}(z) = \frac{1}{2L} \]  

(12.20)

where \( E_j(z) \) for any \( j = 0, 1, \ldots, L-1 \) is the \( j \)th polyphase component of the prototype filter \( F(z) \).

There are computationally efficient implementations for the cosine-modulated filter bank which make use of the polyphase decomposition of the prototype filter. For further details refer to [9], [8]. Also, it is possible to design oversampled cosine-modulated filter banks with perfect reconstruction [11], which can be used in nonmaximally decimated subband adaptive filtering.
12.3.6 Block Representation

By using the polyphase concept we can show that any scalar linear time-invariant transfer function $H(z)$ can be implemented through a pseudocirculant matrix $H(z)$, where the particular case of a $3 \times 3$ matrix $H(z)$ is given by

$$H(z) = \begin{bmatrix} H_0(z) & H_1(z) & H_2(z) \\ z^{-1} H_2(z) & H_0(z) & H_1(z) \\ z^{-1} H_1(z) & z^{-1} H_2(z) & H_0(z) \end{bmatrix}$$

(12.21)

where the $H_i(z)$, $i = 0, 1, 2$, are the polyphase components of $H(z)$.

The overall realization of $H(z)$ is equivalent to a cascade connection of the serial-to-parallel converter of Fig. 12.3.b, the transfer matrix $H(z)$, and the parallel-to-serial converter of Fig. 12.4.b, except for a delay of $z^{-L+1}$ since the converter of Fig. 12.4.b is causal (i.e., it utilizes negative powers of $z$). See the implementation of Fig. 12.7 with $H(z)$ replacing the cascade of $E(z)$ and $R(z)$. This realization is known as blocked implementation of a scalar transfer function [32].

We note that the cascade of the unblock/block mechanisms of Figs. 12.4.b (noncausal case) and 12.4.a result in an identity matrix (see section 12.5). The reader is encouraged to verify this result.

12.4 SUBBAND ADAPTIVE FILTERS

A number of adaptive-filtering structures based on multirate techniques have been proposed in the literature [1]-[7], [14]-[28]. In most of these structures, the input signal is decomposed into subbands via an analysis filter bank, and the resulting signals are downsamped and filtered by adaptive filters. Each of these adaptive filters has order smaller than the equivalent full-band adaptive filter (by a factor approximately equal to the decimation rate). The subsampling operations create aliased versions of the decimated signal which will affect the performance of the adaptive filter. The aliasing effect is more severe when critically sampled filter banks are employed. An obvious solution is to allow frequency gaps between adjacent subbands, which for sure degrades the original signal quality. Some other structures apply subband decomposition only to the error signal in order to improve tracking ability in nonstationary environments [29]-[30].

Several adaptive subband structures have been suggested. One early approach uses pseudo-QMF banks with overlapping subfilters and critical subsampling [1], i.e., with $L = M$. This results in undesirable aliased components at the output, which causes severe degradation. A second approach uses QMF banks with critical subsampling [2]. In order to avoid aliasing problems, it is shown that additional adaptive cross terms among the subbands are necessary. These cross terms, however, increase the computational complexity and reduce the convergence rate of the adaptive algorithm.

An alternative solution is to employ oversampling, that is, to use a decimation factor in the filtered signals smaller than the critical subsampling factor (or number of bands), i.e., with $L < M$. In the

\[\text{Quadrature-mirror filter.}\]
In the oversampling case, the computational complexity is higher than needed because after decimation the number of samples retained in the subbands is larger than that of the filter bank input. Despite this problem, oversampled adaptive filters are often used in practice [3]-[7], [15]-[16]. In this chapter, we focus on the critically decimated case, although some analysis is also carried out for the general oversampled case.

In all subband structures above described, the convergence rate can be improved for colored input signals by using a normalized gradient algorithm in the update of the coefficients of each subband filter. This improvement is justified in Fig. 12.9, where considering that the filter bank consists of ideal subfilters, the spectrum of each signal in the subbands after critical decimation will be closer to that of white noise than that of the original fullband signal. If the spectral separation is perfect, the subband structure allows the transformation of the fullband adaptive-filtering problem into several independent narrowband adaptive-filtering subproblems. In general, the subband separation will be effective when the order of each subband adaptive filter is much smaller than the order of the fullband filter. The justification is that the speed of convergence becomes faster for all subbands, and the overall computational complexity is further reduced due to decimation.

In the conventional subband adaptive filters, error signals are locally evaluated in each subband and an objective function taking into account all these local errors is minimized during adaptation. Fig. 12.10 illustrates the open-loop structure, where we can see that both input and reference signals are first split into subbands by an analysis filter bank. Then, the subband signals are filtered by an
adaptive-filter matrix in order to generate the output signals to be compared with the desired signals in the subbands. In the open-loop scheme, we aim to minimize the subband error energy.

\[ d(k) \rightarrow \text{Analysis filter bank} \]

\[ x(k) \rightarrow \text{Analysis filter bank} \]

\[ \tilde{d}_0(m) \]

\[ \tilde{d}_1(m) \]

\[ \vdots \]

\[ \tilde{d}_{M-1}(m) \]

\[ u_0(m) \rightarrow \text{Adaptive filter matrix} W(z) \]

\[ y_0(m) \rightarrow \text{Adaptive filter matrix} W(z) \]

\[ y_1(m) \]

\[ \vdots \]

\[ y_{M-1}(m) \]

\[ e_0(m) = \tilde{d}_1(m) - w_i^T(m)u_i(m) \]

\[ w_i(m+1) = w_i(m) + \frac{2\mu}{\gamma + N_s\sigma_i^2(m)} e_i(m)u_i^*(m) \]

Figure 12.10 Open-loop subband structure.

For the open-loop structure, the objective function can be a linear combination of the magnitude square of the local errors as follows

\[ \xi = \sum_{i=0}^{M-1} E[|e_i(m)|^2] \] (12.22)

If we assume that the adaptive-filter matrix is diagonal, and that the subband signals are complex, the updating equation for the subband adaptive filters based on the normalized LMS algorithm is given by

\[ e_i(m) = \tilde{d}_i(m) - w_i^T(m)u_i(m) \]

\[ w_i(m+1) = w_i(m) + \frac{2\mu}{\gamma + N_s\sigma_i^2(m)} e_i(m)u_i^*(m) \] (12.24)

where \( N_s \) is the length of the adaptive filter in the \( i \)th subband (which we consider the same for all subbands in order to simplify the notation). In addition, \( \sigma_i^2(m) = (1 - \alpha)\sigma_i^2(m - 1) + \alpha |u_i(m)|^2 \), with \( \alpha \) being a small factor chosen in the range \( 0 < \alpha \leq 0.1 \), and \( \gamma \) is a small constant to prevent the updating factor from getting too large. The signal \( e_i(m) \) is the subband error signal at the \( i \)th subband, and \( u_i(m) \) is the input signal vector to the \( i \)th adaptive filter.

Based on our knowledge of the normalized LMS algorithms, we can conjecture that the range of values for the convergence factor is typically

\[ 0 < \mu < 1 \] (12.25)

\[^3\text{The upper bound can be tighter depending on the input signal statistics.}\]
The steps of the open-loop algorithm are described in Algorithm 12.1, where $x(iL - l)$ and $d(iL - l)$ represent a block of the input and desired signals respectively, $E_l$, for $l = 0, 1, \ldots, N_p$, are the matrices containing the coefficients of the polyphase representation of the analysis filter bank, that is,

$$E(z) = \sum_{l=0}^{N_p} E_l z^{-l}$$

The coefficient matrices $W_l$, for $l = 0, 1, \ldots, N_s$, are the entries of the adaptive filter matrices.

Since the frequency responses of the subfilters that compose the filter bank are not ideal, the minimization of an objective function based on local errors will not necessarily reduce the fullband error energy to a minimum MSE. In this case, the unknown system might not be identified accurately.
12.4 Subband Adaptive Filters

12.4.1 Subband Identification

Define the $Z$-transforms of the blocked versions of input and desired signals $x(k)$ and $d(k)$ as

$$X(z) = \sum_{m} x(m)z^{-m}$$

$$D(z) = \sum_{m} d(m)z^{-m}$$

(12.26)

where $x(m)$ is given in equation (12.6), and

$$d(m) = [d(mL) \ d(mL - 1) \ldots d(mL - L + 1)]^T$$

(12.27)

If we describe the analysis filter transfer functions $F_i(z)$, for $i = 0, 1, \ldots, L - 1$, in terms of their polyphase components, the subband input and desired signals, described in the $Z$-domain for the critically decimated case (i.e. $L = M$), can be written in vector form as

$$Y(z) = W(z)E(z)X(z)$$

$$D(z) = E(z)D(z)$$

(12.28)

where $D(z)$ is the desired signal split into subbands, and $Y(z)$ is the adaptive system output (refer to Figs. 12.7 and 12.10).

By describing the unknown system model in the block form, as explained in subsection 12.3.6, the blocked desired signal is given by

$$D(z) = H(z)X(z)$$

(12.29)

By substituting the above expression into equation (12.28), we obtain

$$D(z) = E(z)H(z)X(z)$$

(12.30)

By defining the channel error vector as $E(z) = D(z) - Y(z)$ and setting it to zero, for $X(z) \neq 0$, we generate the optimal solution for the adaptive-filter coefficient matrix

$$E(z)H(z) = W_o(z)E(z)$$

(12.31)

whose expression is given by

$$W_o(z) = E(z)H(z)E^{-1}(z)$$

(12.32)

Note that since $W_o(z)$ is nondiagonal, it requires cross filters among channels in order to model the unknown system perfectly.
12.4.2 Two-Band Identification

The two-band case is easier to analyze in closed form, leading to interesting insights into the problem of cross filters. Using the relations described in equations (12.12) and (12.13), and considering the error signals equal to zero in Fig. 12.10, we can show that for the identification of an unknown transfer function \( H(z) \), the optimal coefficients for the two-band adaptive filter are given by

\[
W_o(z) = \left[ \begin{array}{cc}
F_0(z^{\frac{1}{2}}) & F_0(-z^{\frac{1}{2}}) \\
F_1(z^{\frac{1}{2}}) & F_1(-z^{\frac{1}{2}})
\end{array} \right] \left[ \begin{array}{cc}
H(z^{\frac{1}{2}}) & 0 \\
0 & H(-z^{\frac{1}{2}})
\end{array} \right] \frac{1}{\Xi(z)} \left[ \begin{array}{cc}
F_1(-z^{\frac{1}{2}}) & -F_0(-z^{\frac{1}{2}}) \\
-F_1(z^{\frac{1}{2}}) & F_0(z^{\frac{1}{2}})
\end{array} \right]
\]

\[
= \frac{1}{\Xi(z)} \left[ \begin{array}{cc}
A(z) & -F_0(z^{\frac{1}{2}})F_0(-z^{\frac{1}{2}})[H(z^{\frac{1}{2}}) - H(-z^{\frac{1}{2}})] \\
F_1(z^{\frac{1}{2}})F_1(-z^{\frac{1}{2}})[H(z^{\frac{1}{2}}) - H(-z^{\frac{1}{2}})] & B(z)
\end{array} \right]
\]

where

\[
\Xi(z) = F_0(z^{\frac{1}{2}})F_1(-z^{\frac{1}{2}}) - F_0(-z^{\frac{1}{2}})F_1(z^{\frac{1}{2}})
\]
\[
A(z) = F_0(z^{\frac{1}{2}})F_0(-z^{\frac{1}{2}})H(z^{\frac{1}{2}}) - F_0(-z^{\frac{1}{2}})F_1(z^{\frac{1}{2}})H(-z^{\frac{1}{2}})
\]
\[
B(z) = -F_0(-z^{\frac{1}{2}})F_1(z^{\frac{1}{2}})H(z^{\frac{1}{2}}) + F_0(z^{\frac{1}{2}})F_1(-z^{\frac{1}{2}})H(-z^{\frac{1}{2}})
\]

The right-hand side of equation (12.33) shows that nonzero off-diagonal elements are required in order to model the unknown system. Note that the products of \( F_0(z^{\frac{1}{2}})F_0(-z^{\frac{1}{2}}) \) and \( F_1(z^{\frac{1}{2}})F_1(-z^{\frac{1}{2}}) \) would be null if the analysis filter bank were ideal. In the case of a nonideal filter bank, ill-conditioned signals appear in the adaptive part of the cross filters (which model the term \( [H(z^{\frac{1}{2}}) - H(-z^{\frac{1}{2}})] \)), leading to slow convergence of the adaptive cross filters.

12.4.3 Closed-Loop Structure

An alternative subband adaptive-filtering realization is the closed-loop structure depicted in Fig. 12.11. In the closed-loop structure, the fullband output signal of the adaptive filter is reconstructed through a synthesis filter bank, and the overall error signal is computed and utilized in the objective function. The overall error is split into subbands, which are then used in the adaptation algorithm. In the closed-loop scheme we aim to minimize the fullband error energy. In this case, the NLMS updating equation is given by

\[
w_i(m + 1) = w_i(m) + \frac{2\mu}{\gamma + N_s\sigma_i^2(m)} u_i^*(m - \Delta) e_i(m)
\]

(12.34)

where the fullband error is evaluated as \( e(k) = d(k - \Delta L) - y(k) \), and \( e_i(m) \) corresponds to the \( i \)th component of the fullband error signal split into subbands. The delay \( \Delta \) is key to compensate for the extra delay the input signal faces, due to the analysis and synthesis filter bank, with respect to the desired signal. The delay value is given by

\[
\Delta = \left\lfloor \frac{2KM - 1}{L} \right\rfloor
\]

(12.35)

where \( \lfloor \cdot \rfloor \) denotes the integer part of (\( \cdot \)), \( 2KM \) is the length of the subfilters of the analysis and synthesis filter banks, and \( K \) is a positive integer number. The closed-loop scheme allows for the
12.4 Subband Adaptive Filters

Algorithm 12.2

Closed-Loop Subband Adaptive-Filtering Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$x(0) = w_i(0) = [0 0 \ldots 0]^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma = $ small constant</td>
</tr>
<tr>
<td></td>
<td>$0 &lt; \alpha \leq 0.1$</td>
</tr>
</tbody>
</table>

Do for each $x(iL)$ and $d(iL)$ given, for $i \geq 0$

$$u(m) = \begin{bmatrix} E_0 & \cdots & E_{N_p} \end{bmatrix} \begin{bmatrix} x(i) \\ \vdots \\ x(i-N_p) \\ u(m) \end{bmatrix}$$

$$y(m) = \begin{bmatrix} W_0 & \cdots & W_{N_s} \end{bmatrix} \begin{bmatrix} \vdots \\ u(m-N_s) \end{bmatrix}$$

$$y(k) = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix} \begin{bmatrix} R_0 & \cdots & R_{N_p} \end{bmatrix} \begin{bmatrix} y(m) \\ \vdots \\ y(m-N_p) \end{bmatrix}$$

$$e(k) = d(k - \Delta L) - y(k)$$

$$e'(m) = \begin{bmatrix} E_0 & \cdots & E_{N_p} \end{bmatrix} \begin{bmatrix} e(i) \\ \vdots \\ e(i-N_p) \end{bmatrix}$$

Do for each for $0 \leq l \leq M - 1$

$$\sigma_l^2(m) = (1 - \alpha)\sigma_l^2(m-1) + \alpha |u_l(m)|^2$$

$$w_l(m+1) = w_l(m) + \frac{2\mu}{\gamma + N_s} u_l^*(m - \Delta)e_l'(m)$$

minimization of a cost function based on the fullband error signal, and guarantees that the algorithm converges to a minimum MSE.

The closed-loop algorithm is described in detail in Algorithm 12.2. Note that the matrix coefficient $R_l$, for $l = 0, 1, \ldots, N_p$, represents the element of order $l$ of the synthesis filter polyphase matrix, and $y(m-l)$ is the subband adaptive-filter output vector at time instant $(m-l)$. A comparison between the two schemes shows that the open-loop scheme generates an excess MSE because it actually minimizes the subband error energy, whereas the closed-loop scheme minimizes the fullband error. On the other hand, since in the closed-loop scheme a delay is introduced by the synthesis filter bank, and by the analysis filter bank applied to the error signal $e(k)$, the adaptation algorithm uses past information about the error signal, which can be shown to slow down the convergence. In fact, this delay reduces the upper bound of $\mu$ that can be employed in the closed-loop algorithm. The recursive
equations governing the convergence of the adaptive-filter coefficients of the closed-loop algorithm have the following general characteristics polynomial (see problem 8)

\[ p(\Delta) = z^{\Delta + 1} - z^\Delta + 2\mu \lambda_i = 0 \]  

(12.36)

where \( \Delta \) is the delay introduced by the filter banks and \( \lambda_i \) is related to the maximum eigenvalue of the autocorrelation matrix of the input signal in the \( i \)th subband. Considering the critical case of maximum eigenvalue \( \lambda_{\text{max}} \), the critical value of \( \mu \) such that the zeros of equation (12.36) meet at the real axis is

\[ \mu_{\text{crit}} = \frac{(\Delta - 1)\Delta^{-1}}{2\lambda_{\text{max}}\Delta} \]  

(12.37)

For higher values of \( \mu \) the zeros move away from the real axis and eventually reach the unit circle at \( \mu \approx 4.5\mu_{\text{crit}} \), see [17] and [16] for further details. Higher delays lead to lower values of \( \mu \). As a consequence, the closed-loop structures are more susceptible to convergence problems and less used in practice.

![Figure 12.11](image)

Figure 12.11 Closed-loop subband structure.

For the closed-loop structure, the excess MSE due to gradient noise (which tends to zero as \( \mu \to 0 \)) is not related to the additional error resulting from the use of non-ideal filter banks. By making some simplifying assumptions, we can easily estimate the excess MSE in the closed-loop structure (the open-loop scheme follows similar analysis). The final result will closely follow the one for the standard LMS algorithm. If we consider that the input signal in each subband and the adaptive-filter coefficients are uncorrelated, and that the subfilters in the filter bank are frequency selective, we
can calculate the excess MSE individually in each subband, and combine them to derive the overall excess MSE. The result is given by

\[
\xi_{\text{exc}} \approx \sum_{i=0}^{M-1} \frac{\mu_i \sigma_i^2 \text{tr}[U_i]}{1 - \mu_i \text{tr}[U_i]}
\] (12.38)

where \( U_i = E[u_i(k)u_i^H(k)] \), \( \sigma_i^2 \approx \sigma_n^2/M \), and \( \mu_i = \frac{\mu}{\gamma + N_s \sigma_i^2} \). This equation provides a good estimate to the excess MSE when the assumptions are closely met. A more accurate estimate is not straightforward to obtain.

**Example 12.1**

Identify an unknown system with the following transfer function

\[
H(z) = \frac{0.1 z}{(z + 0.9)} + \frac{0.08 z}{(z^2 + 0.92)} + \frac{0.1 z}{(z - 0.9)}
\]

The input signal is a uniformly distributed white noise with variance \( \sigma_x^2 = 1 \), and the measurement noise is Gaussian white noise uncorrelated with the input with variance \( \sigma_n^2 = 10^{-3} \). The filter bank is a cosine-modulated type of length 32.

(a) Start with a fullband filter using the normalized LMS algorithm.

(b) Compare the results obtained with those using an open-loop subband adaptive filter with three bands. Plot the MSE for an average of five independent runs, including the local errors and the overall error.

**Solution:**

Fig. 12.12 shows the MSE for the fullband normalized LMS algorithm.

The impulse response of the unknown system has infinite length. However, since the samples after 90 are rather small, we use three subband filters of length 30 each. No cross filters are employed. The convergence factor in all subbands is \( \mu = 0.1 \), and the parameters of the normalized updating equation are given by: \( \alpha = 0.1 \) and \( \gamma = 0.001 \). The prototype filter coefficients of the cosine-modulated filter bank are given in Table 12.1. Figs. 12.13 and 12.14 depict the MSE measured in the subbands and the global error computed after reconstruction of the adaptive-filter output through the synthesis filter bank. As can be observed, the convergence speed of global and local errors are not reduced due to the aliasing effects caused by the analysis filter banks. The aliasing errors appear at the global error and cannot be cancelled by the synthesis filter bank. As we can observe in Fig. 12.12, the fullband normalized LMS algorithm achieves a larger reduction in the excess of MSE since in this case there are no aliasing effects. In both examples, some excess MSE is expected since the unknown system has infinite length.
Table 12.1 Coefficients of the prototype filter of the cosine modulated filter bank

<table>
<thead>
<tr>
<th>n</th>
<th>f(n)</th>
<th>n</th>
<th>f(n)</th>
<th>n</th>
<th>f(n)</th>
<th>n</th>
<th>f(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000689</td>
<td>8</td>
<td>-0.023394</td>
<td>16</td>
<td>0.188567</td>
<td>24</td>
<td>-0.015614</td>
</tr>
<tr>
<td>1</td>
<td>-0.000316</td>
<td>9</td>
<td>-0.023179</td>
<td>17</td>
<td>0.163319</td>
<td>25</td>
<td>-0.005030</td>
</tr>
<tr>
<td>2</td>
<td>0.001608</td>
<td>10</td>
<td>-0.008268</td>
<td>18</td>
<td>0.119646</td>
<td>26</td>
<td>0.001726</td>
</tr>
<tr>
<td>3</td>
<td>0.003180</td>
<td>11</td>
<td>0.023394</td>
<td>19</td>
<td>0.069041</td>
<td>27</td>
<td>0.004631</td>
</tr>
<tr>
<td>4</td>
<td>0.004631</td>
<td>12</td>
<td>0.069041</td>
<td>20</td>
<td>0.023394</td>
<td>28</td>
<td>0.003180</td>
</tr>
<tr>
<td>5</td>
<td>0.001726</td>
<td>13</td>
<td>0.119646</td>
<td>21</td>
<td>-0.008268</td>
<td>29</td>
<td>0.001608</td>
</tr>
<tr>
<td>6</td>
<td>-0.005030</td>
<td>14</td>
<td>0.163319</td>
<td>22</td>
<td>-0.023179</td>
<td>30</td>
<td>-0.000316</td>
</tr>
<tr>
<td>7</td>
<td>-0.015614</td>
<td>15</td>
<td>0.188567</td>
<td>23</td>
<td>-0.023394</td>
<td>31</td>
<td>0.000689</td>
</tr>
</tbody>
</table>

Figure 12.12 MSE in the fullband normalized LMS algorithm.
Figure 12.13 Subband errors in the open-loop structure.

Figure 12.14 Global errors in the open-loop structure.
12.5 CROSS-FILTERS ELIMINATION

The design of sophisticated filter banks is beyond the scope of this book. Highly selective subfilters are key to reduce the importance of the cross filters, and eventually eliminate them. However, for moderately selective subfilters their elimination will always lead to an excess MSE at the adaptive-filter output. In this section, we discuss the design of a special type of maximally decimated \((M = L)\) analysis filter bank for cross-filter elimination [23]. It will be verified that the generation of these filter banks requires the design of fractional delays, which will also be briefly discussed. The price paid for the elimination of the cross filters is the design of accurate fractional delays. Unlike the adaptive cross filters, the fractional delays are fixed filters.

A solution to avoid the cross filters in a maximally decimated structure can be engineered if we explore the special structure of the blocked matrix representation of the unknown system. This implementation is given in Fig. 12.7 with \(H(z)\) replacing the cascade of \(E(z)\) and \(R(z)\). In a subband adaptive-filtering configuration, this blocked matrix \(H(z)\) is followed by a parallel-to-serial converter, belonging to the unknown system, which in turn is in cascade with a serial-to-parallel converter, belonging to the analysis filter bank represented in the polyphase form. The cascade of these converters is an identity matrix multiplied by a delay as depicted in Fig. 12.15. Without loss of generality we can disregard the delay\(^4\). Since the polyphase matrix of the analysis filter bank \(E(z)\) follows the pseudocirculant matrix \(H(z)\), if we choose an \(E(z)\) as a similarity transformation matrix which transforms \(H(z)\) into its Jordan form, we can avoid most of (usually all) the off-diagonal elements of the adaptive-filter matrix \(W(z)\). As mentioned in [18], the Jordan form is the extreme effort in diagonalizing a matrix. The full diagonalization is impossible only for defective matrices.

In the following discussions, we assume that \(H(z)\) is not defective and therefore diagonalizable, that is, there is a \(T(z)\) such that

\[
T(z)H(z)T^{-1}(z) = \begin{bmatrix}
W_{o,0}(z) & 0 & \cdots & 0 \\
0 & W_{o,1}(z) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_{o,L-1}(z)
\end{bmatrix}
\]  

(12.39)

The matrix \(T^{-1}(z)\), whose columns are the eigenvectors of any \(L \times L\) pseudocirculant matrix, is given by\(^5\)

\[
T^{-1}(z) = \Gamma(z)F
\]

(12.40)

---

\(^4\)This delay would not appear if we had employed a noncausal representation for the parallel-to-serial converter.

\(^5\)In fact, any pseudocirculant matrix \(H(z)\) can be written as \(\Gamma(z)H_c(z)\Gamma^{-1}(z)\) where \(H_c(z)\) is a circulant matrix. Since any circulant matrix is diagonalized as \(F^*H_c(z)F\), with \(F^*\) being the inverse of \(F\) (in this case just the complex conjugate), the result of equation (12.40) follows.
where $F$ is the $L \times L$ DFT matrix whose element $(i, j)$, for $i, j = 0, 1, \ldots, L - 1$, is given by $W_{ij} \equiv \frac{W^i}{\sqrt{L}}$, where $W = e^{-j2\pi/L}$, and

$$
\Gamma(z) = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & z^{-\frac{1}{L}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & z^{-\frac{L-1}{L}}
\end{bmatrix}
$$

(12.41)

Now if we examine equations (12.32) and (12.39) more closely, we conclude that by choosing the polyphase matrix as $E(z) = T(z)z^{-\frac{L-1}{L}}$, where the delay was included in order to guarantee causality of the analysis filter bank, the cross filters are eliminated.
The optimal adaptive subfilters are given by the eigenvalues of $\mathbf{H}(z)$ (refer to equation (12.39)), whose expressions are

$$
\mathcal{W}_{o,i}(z) = \frac{1}{\sqrt{L}} \sum_{l=0}^{L-1} H_l(z) z^{-\frac{l}{L}} W^{li}
$$

(12.42)

for $i = 0, 1, \ldots, M - 1$, where $H_l(z)$ is the $l$th polyphase component of $H(z)$.

In conclusion, the polyphase-component matrix of the analysis filter bank is given by

$$
\mathbf{E}(z) = \mathcal{F}^* \mathbf{\Gamma}^{-1}(z) z^{-\frac{L-1}{L}}
$$

(12.43)

The structure of the analysis filter bank based on fractional delays is depicted in Fig. 12.16. Similarly, we can derive the structure for the synthesis filter bank utilizing fractional delays illustrated in Fig. 12.17. It is worth mentioning that selectivity of the subfilters in this type of bank is highly dependent on the quality of the fractional delays design. The filter banks based on fractional delays are particularly useful in the delayless subband structures of section 12.6.

### 12.5.1 Fractional Delays

The review article about fractional delays [31] proposes several techniques for the approximation of a fractional delay. One of them consists of designing a symmetric $L$th band filter (also known as a Nyquist filter), and keeping its $l$th polyphase component to represent the fractional delay $\tilde{\Delta} + l/L$. The delay $\tilde{\Delta}$ is the integer part of the group delay inherent to the FIR filter approximating a fractional delay. The $L$th band filter has an impulse response that satisfies

$$
h(kL) = \begin{cases} 
K, & k = 0 \\
0, & \text{otherwise}
\end{cases}
$$

(12.44)

where $K$ is a constant value. In the $Z$-domain, the representation of $h(k)$ is

$$
H(z) = K + z^{-1} E_1(z^L) + \cdots + z^{-(L-1)} E_{L-1}(z^L)
$$

(12.45)

If $H(z)$ satisfies the above condition, it can be shown that [9]

$$
\sum_{i=0}^{L-1} H(z W^i) = LK
$$

(12.46)
where \( W = e^{-j\frac{\omega_p}{L}} \). The proof for the above relation is straightforward, if we just replace \( z \) by \( z W^l \) in equation (12.45), and compute the summation in equation (12.46).

Therefore, a natural proposition to eliminate adaptive cross filters is to design a DFT filter bank with a lowpass prototype filter given by an \( L \)th band filter whose polyphase components approximate the fractional delays. The \( L \)th band filter can be easily designed by using the so called eigenfilter approach for FIR filter approximation [9]. This approach allows the incorporation of the constraints inherent in the Nyquist filters. The \( L \)th band filter is usually designed as a lowpass filter whose passband (\( \omega_p \)) and stopband (\( \omega_s \)) edges are symmetric with respect to the normalized frequency \( \frac{\pi}{L} \), that is \( \omega_p + \omega_s = 2\frac{\pi}{L} \). Although the fractional delays designed using \( L \)th band filters are not very accurate, they can be considered acceptable for the delayless structures discussed in section 12.6.

Another simple FIR filter design to approximate the fractional delay is through the classical Lagrange interpolation formula. The interested reader should refer to [31].

**Example 12.2**

Repeat example 12.1 with a filter bank using fractional delays.
Solution:

For this example we design the fractional delays via a three-band filter. The length of the polyphase components is 9, with values given in Table 12.5.1. The length of the adaptive filters in the subbands is $N = 30$, the convergence factor in all subbands is $\mu = 0.1$, and parameters of the normalized updating equation are given by $\alpha = 0.1$ and $\gamma = 0.001$.

As can be observed in Figs. 12.18 and 12.19, the errors measured in the subbands and the global error are rather high due to the aliasing effects. Due to these effects, we can see in Fig. 12.20 that the magnitude response obtained after convergence resembles the unknown system response although the approximation is not very close.
Table 12.2  Coefficients of the fractional delays of the analysis filter bank

<table>
<thead>
<tr>
<th>n</th>
<th>$E_0$</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>-0.0072</td>
<td>-0.0117</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.0320</td>
<td>0.0497</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>-0.1090</td>
<td>-0.1592</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>0.3880</td>
<td>0.8140</td>
<td>1.0000</td>
</tr>
<tr>
<td>5</td>
<td>0.8140</td>
<td>0.3880</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>-0.1592</td>
<td>-0.1090</td>
<td>0.0000</td>
</tr>
<tr>
<td>7</td>
<td>0.0497</td>
<td>0.0320</td>
<td>0.0000</td>
</tr>
<tr>
<td>8</td>
<td>-0.0117</td>
<td>-0.0072</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Figure 12.18  Subband errors in the open-loop structure.
Figure 12.19  Global error in the open-loop structure.

Figure 12.20  Magnitude responses of the unknown system and the obtained model at a given iteration.
12.6 DELAYLESS SUBBAND ADAPTIVE FILTERING

In the subband adaptive-filtering schemes presented so far, a delay is always introduced in the signal path due to the filter bank analysis and synthesis. In applications such as acoustic echo cancellation and active noise control, the delay is highly undesirable. In acoustic echo cancellation, the echo is not fully canceled and can be perceptually unacceptable. In active noise control the delay reduces the cancellation bandwidth [21].

In order to avoid the effect of signal path delay in these applications, we can avoid the synthesis filter bank and map the subband adaptive filters into a wideband filter, leading to the so called delayless subband adaptive filters. Several techniques to perform this mapping have been proposed [22]-[27], where the distinctive feature among them is the construction of each analysis filter bank and its corresponding subband to fullband mapping. In this section, we describe the delayless subband adaptive filter proposed in [23] which utilizes DFT-based filter banks with fractional delays discussed in this chapter. Fig. 12.21 depicts the general configuration of a delayless adaptive filter in subbands, employing a maximally decimated filter bank.

Equation (12.42) gives the coefficients of the optimal subband adaptive filters in each subband, for the open-loop scheme. The transfer functions of these subfilters represent the eigenvalues of a pseudocirculant matrix. Therefore, if we apply the inverse DFT to a vector whose elements are the transfer functions of the adaptive subfilters, we can recover the polyphase components estimates of the unknown system multiplied by fractional delays as described in the equation below

\[
\frac{1}{\sqrt{L}} \begin{bmatrix}
\hat{H}_0(z) \\
\hat{H}_1(z)z^{-\frac{L}{2}} \\
\vdots \\
\hat{H}_{L-1}(z)z^{-\frac{(L-1)}{L}}
\end{bmatrix} = \mathcal{F}^* \begin{bmatrix}
W_0(z) \\
W_1(z) \\
\vdots \\
W_{L-1}(z)
\end{bmatrix}
\] (12.47)

It should be noticed that in most cases the length of the adaptive subfilters is chosen as \( \frac{N}{L} \), where \( N \) is the unknown system length. However, from the above equation some extra coefficient should be allotted to the subband adaptive filters in order to account for the fractional delays.

Since in our case any subfilter of the bank \( F_i(z) \) has an inherent fractional delay, it is reasonable to conjecture that the product \( F_i(z)z^{-\frac{L}{2}} \) represents a filter with one more sample than \( F_i(z) \). Through a number of simulations, we concluded that a single coefficient is enough to perform this task in closed-loop schemes. As a consequence, the adaptive subfilters have length \( N_s = \frac{N}{L} + 1 \).

By denoting each element of the time-domain representation of \( W_i(z) \) as \( w_{i,l} \), we can compute the previous equation in parts as follows

\[
\begin{bmatrix}
w'_{0,l} \\
w_{1,l} \\
\vdots \\
w'_{L-1,l}
\end{bmatrix} = \mathcal{F}^* \begin{bmatrix}
w_{0,l} \\
w_{1,l} \\
\vdots \\
w_{L-1,l}
\end{bmatrix}
\] (12.48)
for \( l = 0, 1, \ldots, N_z - 1 \). The polyphase component of the corresponding fullband adaptive filter is then given by \( \frac{1}{\sqrt{L}} \hat{H}_i(z)z^{-\Delta_1} = W_i'(z) \), where \( W_i'(z) \) represents the \( Z \)-transform of \( w_{i,l}' \), and \( \hat{H}_i(z) \) represents an estimate of the \( i \)th polyphase component of the unknown system. We can obtain the polyphase components \( \hat{H}_i(z) \) from \( W_i'(z) \), if we note that

\[
\hat{H}_i(z)z^{-\Delta_1} z^{-\frac{E_i-1}{L}} = \hat{H}_i(z)z^{-1}
\]

for \( i = 0, 1, \ldots, L - 1 \). The above discussion indicates that the cascade of \( W_i'(z) \) with the fractional delay \( E_{i-1}(z) \), \( i = 1, \ldots, L - 1 \), leads to the polyphase component \( \hat{H}_i(z) \) delayed by \( \Delta + 1 \) samples and scaled by \( \frac{1}{\sqrt{L}} \). Recall that \( \Delta \) is the integer part of the group delay introduced by the design of the fractional delays.
Note that the impulse response of $\hat{H}_0(z)$ is represented by $w'_{0,l}$. Similarly, we can infer that

$$W'_0(z) \approx \frac{1}{\sqrt{L}} \hat{H}_0(z)$$

$$W'_i(z)E_{i-1}(z) \approx \frac{1}{\sqrt{L}} \hat{H}_i(z)z^{-(\hat{\Delta}+1)}$$

(12.50)

for $i = 1, \ldots, M - 1$. In conclusion, to obtain the first polyphase filter $\hat{H}_0(z)$ we simply discard the last sample of $w'_{0,l}$. For $\hat{H}_i(z)$, with $i = 1, \ldots, M - 1$, we discard the first $\hat{\Delta} + 1$ samples and retain the next $N_s - 1$ samples (here the reader should recall that we used an extra coefficient for the adaptive subfilters to compensate for the fractional delay in the subfilter of the analysis bank). The fullband filter is then formed by

$$\hat{H}(z) = \sum_{i=0}^{L-1} \hat{H}_i(z^L)z^{-i}$$

(12.51)

The delayless closed-loop algorithm is described in detail in Algorithm 12.3, where $e(mL)$ represents a length $L$ block of the error signal at instant $mL$. The detailed structure is shown in Fig. 12.22. It is worth mentioning that the delayless closed-loop structure does not suffer as much from the stability problems inherent in the standard closed-loop subband structure. This is because we do not have to reconstruct the adaptive-filter output through a synthesis filter bank in order to generate the global error. This reconstruction originates part of the convergence problems of the standard closed-loop structure.

**Example 12.3**

Repeat example 12.1 using the closed-loop delayless structure whose filter banks employ fractional delays.

**Solution:**

For this example, we use the same parameters as Example 12.2. As can be observed in Figs. 12.23 and 12.24, the errors measured in the subbands and the global error are reduced despite the fact that the subfilters of the filter bank are not very selective. In this case, the delayless closed-loop structure is able to compensate for the limitations of the filter bank. Fig. 12.25 shows that the magnitude response obtained after convergence is very close to the unknown system response.

\[ \square \]

### 12.6.1 Computational Complexity

An interesting issue to illustrate the results of this chapter is to assess the overall computational complexity of the subband structure. The computational complexity is counted in multiplications
per input sample, and considering that the product of complex values is implemented through four real multiplications. In the delayless subband structure, the overall computation consists of the components described below.

- The subband decomposition: It consists of one convolution of an $N_p$-length prototype filters, which is the total number of coefficients required to realize all the fractional delays, and one $L$-point FFT for each block of $L$ input samples. Assuming that the number of complex

![Figure 12.22](image-url) Detailed delayless closed-loop subband structure.
Algorithm 12.3

Delayless Closed-Loop Subband Adaptive-Filtering Algorithm

Initialization
\[ x(0) = w(0) = [0 \ldots 0]^T \]
\[ \gamma = \text{small constant} \]
\[ 0 < \alpha \leq 0.1 \]

Do for each \( x(iL) \) and \( d(iL) \) given, for \( i \geq 0 \)
\[ u(m) = \mathcal{F}^* \left[ e_0 \ldots e_{N_p} \right] \left[ x(i) \ldots x(i-N_p) \right]^T \]

where \( e_i \), for \( i = 0, 1, \ldots, N_p \) are diagonal matrices whose elements are the \( i \)th element of the impulse response of the filter implementing the fractional delays, and \( N_p \) is the order of fractional delays implementation.

\[ \begin{bmatrix}
    w'_{0,l} \\
    w'_{1,l} \\
    \vdots \\
    w'_{L-1,l}
\end{bmatrix} = \mathcal{F}^* \left( \begin{bmatrix}
    w_{0,l} \\
    w_{1,l} \\
    \vdots \\
    w_{L-1,l}
\end{bmatrix} \right) \]

Get \( \frac{1}{\sqrt{L}} \hat{H}_0(z) \) by discarding the last sample of \( w'_{0,l} \).

For \( \frac{1}{\sqrt{L}} \hat{H}_i(z) \), with \( i = 1, \ldots, L-1 \), we discard the first \( \hat{\Delta} + 1 \) samples of the impulse response corresponding to equation (12.50) and retain the following \( N_s - 1 \) samples.

\[ \hat{h}(k) \] is the impulse response of \( \hat{H}(z) = \sum_{i=0}^{L-1} \hat{H}_i(z^L)z^{-i} \).
\[ e(k) = d(k) - \hat{h}(k)^H x(k) \]
\[ e'(m) = \mathcal{F}^* \left[ e_0 \ldots e_{N_p} \right] \left[ e(i) \ldots e(i-N_p) \right]^T \]

Do for each for \( 0 \leq l \leq L-1 \)
\[ \sigma_l^2(m) = (1 - \alpha)\sigma_l^2(m-1) + \alpha |u_l(m)|^2 \]
\[ w_l(m+1) = w_l(m) + \frac{2\mu}{\gamma + N_s \sigma_l^2(m)} u_l^*(m) e'(m) \]

The multiplications required to compute a \( L \)-point FFT is \( \frac{L}{2} \log_2 L \), see [33], we obtain
\[ \frac{2N_{pr}}{L} + 2 \log_2 L \] (12.52)
real multiplications per input sample for the two analysis filter banks. The symmetry of the IDFT for real signals allows us to process only half of the \( L \) channel complex signals. Therefore, we have to update \( \frac{L}{2} \) adaptive filters.
The subband NLMS algorithm: Considering that we have to update $\frac{L}{2}$ adaptive filters of length $N_s = \frac{N}{L} + 1$ for every $L$ input samples, the computational complexity entails

$$2 \frac{N + L}{L}$$

real multiplications per input sample.

For the open-loop scheme an additional of $2 \frac{N + L}{L}$ is required to evaluate the adaptive-filters outputs $y(m)$.

The wideband filter convolution: There are some approaches to reduce the computational complexity of the wideband convolution as discussed in [22]. Here we consider only the direct implementation which entails $N$ multiplications per output sample.

The transformation from the subband adaptive filters to the wideband adaptive filter: It consists of $N_s$ IFFTs and $L - 1$ convolutions with the polyphase filters as indicated in equation (12.50). However, there is no need to perform the transformation for every $L$ input samples, since in most applications the fullband adaptive-filter output cannot vary much faster then the length of filter impulse response. The computational cost is then given by

$$\frac{1}{r} \left[ \left( \frac{N}{L} + 1 \right) \log_2 L + \frac{NN_{pr}(L - 1)}{L^3} \right]$$

real multiplications per input sample, where $rL$ represents how often the transformation is performed in terms of the number of input samples.
12.7 Frequency-Domain Adaptive Filtering

Frequency-domain adaptive algorithms, which employ block processing in order to reduce the computational complexity associated with high-order adaptive filters, have been suggested in [34]. Such algorithms utilize FFTs to implement convolutions (for filtering) and correlations (for coefficient updating). More general block algorithms, in which the block size can be smaller than the order of the adaptive filter, have also been investigated [35]. Such approach, called multidelay adaptive filter (MDF) [37]-[40], utilizes adaptive filters in the bins (equivalent to the subbands), unlike the original frequency-domain adaptive-filtering algorithms that use a single adaptive coefficient in each bin. Like the subband adaptive filters discussed so far, frequency-domain adaptive filters can increase the convergence speed by decreasing the eigenvalue spread of the autocorrelation matrices of the signals.
at the inputs of the adaptive filters. In fact, the subband and the frequency-domain adaptive filters are closely related as will become clear in the sequel.

Let us consider the case where both the input and desired signals are presented in their corresponding blocked versions as described in subsection 12.3.6. The adaptive filter transfer function is represented by a blocked matrix denoted by $\hat{H}(z)$. In this case, the adaptive-filter output is also represented in block form $y(m)$, which in turn is compared with the desired signal block $d(m)$. These vectors are defined as

\[
\begin{align*}
    y(m) &= [y(mL) y(mL - 1) \ldots y(mL - L + 1)]^T \\
    x(m) &= [x(mL) x(mL - 1) \ldots x(mL - L + 1)]^T \\
    d(m) &= [d(mL) d(mL - 1) \ldots d(mL - L + 1)]^T
\end{align*}
\]

In the particular case where the matrix $\hat{H}(z)$ is $3 \times 3$, we have

\[
\begin{align*}
    \hat{H}(z) &= \begin{bmatrix}
    \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) \\
    z^{-1}\hat{H}_2(z) & \hat{H}_0(z) & \hat{H}_1(z) \\
    z^{-1}\hat{H}_1(z) & z^{-1}\hat{H}_2(z) & \hat{H}_0(z)
    \end{bmatrix} \\
    &= \hat{H}_0(z)\hat{H}_1(z)
\end{align*}
\]
where \( \hat{H}_i(z), i = 0, 1, 2, \) are the polyphase components of \( W(z) \), and

\[
\hat{H}_0(z) = \begin{bmatrix}
\hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 & 0 & 0 \\
0 & \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 & 0 \\
0 & 0 & \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
z^{-1} & 0 & 0 & 0 & 0 & 0 \\
0 & z^{-1} & 0 & 0 & 0 & 0 \\
0 & 0 & z^{-1} & 0 & 0 & 0 \\
\end{bmatrix}
\]

(12.59)

The last column of \( \hat{H}_0(z) \) and the last row of \( \hat{H}_1(z) \) were artificially added to generate a square circulant matrix in the sequel whose dimension can be designed to be a power of two, allowing the use of FFTs. The overall factorization of \( \hat{H}(z) \) as above described is crucial to derive the frequency-domain algorithm and the MDF in the sequel. It is worth noting that our presentation follows the embedding approach which was generalized in [41], and was indirectly employed in [42]. The embedding approach leads to a simpler derivation than those presented in early references [35]-[40].

The embedding approach starts by defining a circulant matrix \( \hat{H}_2(z) \) as follows

\[
\hat{H}_2(z) = \begin{bmatrix}
\hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 & 0 & 0 \\
0 & \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 & 0 \\
0 & 0 & \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) & 0 \\
0 & 0 & 0 & \hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) \\
\hat{H}_0(z) & 0 & 0 & 0 & \hat{H}_0(z) & \hat{H}_1(z) \\
\hat{H}_1(z) & \hat{H}_2(z) & 0 & 0 & 0 & \hat{H}_0(z) \\
\end{bmatrix}
\]

(12.60)

The matrix \( \hat{H}_0(z) \) is embedded into \( \hat{H}_2(z) \), that is:

\[
\hat{H}_0(z) = \begin{bmatrix}
I_L & 0
\end{bmatrix} \hat{H}_2(z)
\]

(12.61)

where in the above equation we treat the general case, i.e., for block length equal to \( L \) instead of 3. Since the matrix \( \hat{H}_2(z) \) is circulant, it can be diagonalized by a DFT matrix as follows

\[
\hat{H}_2(z) = F^* W(z) F
\]

(12.62)

where \( W(z) \) is a diagonal matrix. If these diagonal elements are given by single complex coefficients, the resulting algorithm is the so-called frequency-domain algorithm, whereas for higher order filters the resulting algorithm is called MDF.

From equations (12.58), (12.61) and (12.62), we can relate the blocked matrix of the overall adaptive filter to the adaptive filter in the bins as follows

\[
\hat{H}(z) = \begin{bmatrix}
I_L & 0
\end{bmatrix} F^* W(z) F \hat{H}_1(z)
\]

(12.63)
In the frequency domain, the block output is given by

\[ Z[y(m)] = \hat{H}(z)Z[x(m)] \]  

(12.64)

whereas the error signal vector is given by

\[ Z[e(m)] = Z[d(m)] - Z[y(m)] \]  

(12.65)

We use as an objective function the squared values of the error vector elements, that is

\[ \xi = \sum_{i=0}^{L-1} |e_i(m)|^2 \]  

(12.66)

In problem 16, the resulting gradient estimate for the set of coefficients placed at each bin is shown to be given by

\[ \hat{g}_{w,i}(m) = -2u^*_i(m) \left( F \left[ \begin{array}{c} I_L \\ 0 \end{array} \right] e(m) \right)_i \]

\[ = -2u^*_i(m)(\hat{e}(m))_i \]

\[ = -2u^*_i(m)\hat{e}_i(m) \]  

(12.67)

where \( u^*_i(m) \) represents the complex conjugate of the data vector stored in \( i \)th bin, at instant \( m \), and \( (\hat{e}(m))_i \) denotes the \( i \)th element of vector \( \hat{e}(m) \) with

\[ \hat{e}(m) = F \left[ \begin{array}{c} I_L \\ 0 \end{array} \right] e(m) \]

It is worth mentioning that the data vectors are calculated as follows

\[ Z \left[ \begin{array}{c} u^T_0(m) \\ \vdots \\ u^T_{2L-1}(m) \end{array} \right] = F \hat{H}_1(z)Z[x(m) \cdots x(m - N_s + 1)] \]  

(12.68)

In this case, the NLMS updating equation is given by

\[ w_i(m+1) = w_i(m) + \frac{2\mu}{\gamma + \sigma_i^2(m)} u^*_i(m)\hat{e}_i(m) \]  

(12.69)

for \( i = 0, 1, \ldots, N_s \), where \( N_s \) is the length of the adaptive filter at the output of bin \( i \), and \( \sigma_i^2(m) = (1 - \alpha)\sigma_i^2(m-1) + \alpha |u_i(m)|^2 \), with \( 0 < \alpha \leq 0.1 \) and \( \gamma \) is a small constant as established before.
If we examine the first row of the matrices in equation (12.62) and use the fact that $F$ is a symmetric matrix, it is straightforward to infer that

$$
\begin{bmatrix}
\hat{H}_0(z) \\
\hat{H}_1(z) \\
\vdots \\
\hat{H}_{L-1}(z) \\
0 \\
\vdots \\
0
\end{bmatrix}
= \frac{1}{\sqrt{2L}} F
\begin{bmatrix}
W_0(z) \\
W_1(z) \\
\vdots \\
W_{2L-1}(z)
\end{bmatrix}
$$

where $W_i(z)$, for $i = 0, 1, \ldots, 2L - 1$, are the transfer functions of the subfilters of $W(z)$. The above equation shows that the adaptive filters in the bins must be constrained such that $\hat{H}_2(z)$ contains the estimates of the polyphase components of the unknown system. Note that, in the update equation (12.69), it is not guaranteed that this constraint is satisfied.

As a solution, we can enforce the constraint in the adaptive-filter updating with the help of equation (12.70), as follows. First define the matrices that include all the coefficients and data of all subfilters:

$$
W(m) =
\begin{bmatrix}
w_0^T(m) \\
w_1^T(m) \\
\vdots \\
w_{2L-1}^T(m)
\end{bmatrix}
$$

$$
U(m) =
\begin{bmatrix}
u_0^H(m) \\
u_1^H(m) \\
\vdots \\
u_{2L-1}^H(m)
\end{bmatrix}
$$

and a diagonal matrix $E(m)$ whose nonzero elements are the entries of vector $\tilde{e}(m)$.

In matrix form the updating equation (12.69) can be rewritten as

$$
W(m + 1) = W(m) + 2\mu \Sigma^{-2}(m) E(m) U(m)
$$

where $\Sigma^{-2}(m)$ is a diagonal matrix whose elements are $\frac{1}{\gamma + \sigma_i^2(m)}$, with $\sigma_i^2(m) = (1 - \alpha)\sigma_i^2(m - 1) + \alpha |u_i(m)|^2$.

A constrained version of the above equation can be derived by observing equation (12.70). The resulting algorithm consists of enforcing the constraint in the update equation as follows (see problem 17)

$$
W_c(m + 1) = F^* \begin{bmatrix} I_L \\ 0 \end{bmatrix} \begin{bmatrix} I_L & 0 \end{bmatrix} F W(m + 1)
$$

The above algorithm is widely known as the constrained frequency-domain algorithm. The original constrained algorithm was derived for a single coefficient per bin, not for the more general MDF.
Also, the particular version of the algorithm presented here corresponds to the overlap-save version, in which the constraints are included in order to guarantee that the internal DFTs perform linear convolutions on the signals involved. By examining equation (12.63), the reader should note that the transform applied to the input signal after it is filtered by $\hat{H}_1(z)$ has length $2L$, whereas in the calculation of the adaptive-filter output block, $L$ signals are discarded due to the product by $[I_L \ 0]$. This reflects the overlap-save characteristic of the algorithm. The block diagram related to this algorithm is depicted in Fig. 12.26.

![Figure 12.26 Frequency-domain adaptive-filtering structure.](image)

The description of the constrained frequency-domain algorithm is detailed in Algorithm 12.4. Likewise, an overlap-add version of the constrained frequency domain algorithm also exists, and interested readers should refer to [36], [41] (see problem 18).

It is worth mentioning that a delayless version of the constrained frequency-domain algorithm follows directly from equation (12.70) which implements the mapping from the subband filter to the polyphase components of the fullband estimate. It is also important to note that although the embedding approach presented here was based on the DFT, it can also be employed using other class of transforms such as DCT, DST and Hartley transform. Though these alternative transforms require more cumbersome embedding formulations, they do not require complex arithmetic when environment signals are not represented by complex numbers [41].

Example 12.4

Repeat example 12.1 using the multidelay structure with $L = 64$ and the frequency-domain structure. Choose the appropriate order for the subfilters in the multidelay case.
Algorithm 12.4
Constrained Frequency-Domain Algorithm

Initialization
\( \gamma = \) small constant
\( 0 < \alpha \leq 0.1 \)

Do for each \( x(iL) \) and \( d(iL) \) given, for \( i \geq 0 \)
\[
\begin{bmatrix}
    u_0^T(m) \\
    \vdots \\
    u_{2L-1}^T(m)
\end{bmatrix} = \mathcal{F}\tilde{H}_1(z) [x(m) \cdots x(m - N_s + 1)]
\]
the dimension of \( \mathcal{F} \) is \( 2L \).

\( \tilde{e}(m) = d(m) - \begin{bmatrix} I_L & 0 \end{bmatrix} \mathcal{F}^* \begin{bmatrix}
    w_{c,0}^T(m)u_0^*(m) \\
    w_{c,1}^T(m)u_1^*(m) \\
    \vdots \\
    w_{c,2L-1}^T(m)u_{2L-1}^*(m)
\end{bmatrix} \)

where \( w_{c,l} \) are the constrained adaptive-filter coefficients of the \((l - 1)\)th subband, that is the \((l - 1)\)th row of \( W_c(m) \).

\( \tilde{e}(m) = \mathcal{F} \begin{bmatrix} I_L & 0 \end{bmatrix} e(m) \)
\( \sigma_i^2(m) = (1 - \alpha)\sigma_i^2(m - 1) + \alpha |u_i(m)|^2 \)
\( W(m + 1) = W(m) + 2\mu\Sigma^{-2}(m)E(m)U(m) \)
\( W_c(m + 1) = \mathcal{F}^* \begin{bmatrix} I_L & 0 \end{bmatrix} \mathcal{F}W(m + 1) \)

Solution:

For the frequency-domain algorithm we use a block size of 90 and the following parameters: \( \alpha = 0.5, \gamma = 0.001, \) and \( \mu = 0.2 \). The average MSE obtained from five runs is \(-29.2\) dB.

Fig. 12.27 depicts the global MSE where the algorithm converges rather fast to the minimum MSE. Fig. 12.28 shows that the magnitude response obtained after convergence approaches the unknown system response.

For the multidelay filter, we use a block size of 18 with five coefficients in each bin and the following parameters: \( \alpha = 0.1, \gamma = 0.001, \) and \( \mu = 0.4 \). The average MSE obtained from five runs is \(-29.0\) dB. Fig. 12.29 depicts the global MSE where we observe that the MDF algorithm also converges fast to the minimum MSE. Fig. 12.30 shows that the magnitude response obtained after convergence does not approach so closely the unknown system response.
Figure 12.27  Global error of the frequency-domain structure.

Figure 12.28  Magnitude responses of the unknown system and the obtained model at a given iteration.
12.7 Frequency-Domain Adaptive Filtering

**Figure 12.29** Global error of the MDF structure.

**Figure 12.30** Magnitude responses of the unknown system and the obtained model at a given iteration, MDF case.
12.8 CONCLUSION

Subband adaptive filters are viable solutions to reduce the high-computational complexity inherent in applications where long-impulse-response models are required. In addition, the effective split of the internal signals into subbands leads to fast convergence.

This chapter presented several subband structures. After a brief introduction to multirate systems, we discussed the design of two-band and \( M \)-band perfect reconstruction filter banks. The subband adaptive filters using local subband errors, leading to the open-loop structure, were described. The closed-loop subband filters, which make use of the global error, were also introduced. We presented a special type of filter bank which aims to eliminate cross adaptive filters and utilizes fractional delays.

Another type of subband adaptive filter is based on a delayless structure. In this structure, the adaptive-filter coefficient updating is performed in subbands and a subband to fullband mapping allows the input signal to be filtered in fullband. This strategy avoids the signal path delay introduced by the filter bank. Also, we presented expressions to estimate the computational complexity of the subband adaptive filters.

Finally, we presented the frequency-domain and multidelay structures, which employ block processing and are closely related to subband adaptive filters. These structures further lead to reduced computational complexity.
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12.10 Problems


### 12.10 PROBLEMS

1. Show the validity of equation (12.1).

2. Design a linear-phase two-band filter bank of order 42 using the approach described in subsection 12.3.1.
3. Design a uniform linear-phase 8-band filter bank having at least 40dB of stopband attenuation, using a hierarchical filter bank.

4. Design a uniform 8-band filter bank having at least 40dB of stopband attenuation, using the cosine-modulated method.

5. Design a fractional delay via a Nyquist filter having at least 60dB of stopband attenuation.

6. Use an open-loop subband adaptive filter with four bands to identify a system with the transfer function given below. The input signal is a uniformly distributed white noise with variance $\sigma^2_{x} = 1$, and the measurement noise is Gaussian white noise uncorrelated with the input with variance $\sigma^2_{n} = 10^{-3}$. The filter bank is a cosine-modulated type of length 64.

$$H(z) = \frac{0.1z}{(z + 0.9)} + \frac{0.1z}{(z - 0.9)}$$

Choose the order of the equivalent FIR filter as the one for which the envelop of the unknown system impulse response falls below $\frac{1}{1000}$ of its leading term. Plot the MSE for an average of five independent runs, including the local errors and the overall error.

7. Repeat the previous problem using a closed-loop algorithm and interpret the results.

8. Show that the recursive equation governing the convergence of the adaptive coefficients in the closed-loop structure has the characteristic polynomial of equation (12.36).

9. For a prototype filter of length 256, and 32 subbands, calculate and plot the ratio between the computational complexities of the subband and fullband implementations, for $N = 256, 512, 1024, 2048$, and 4096. Consider the maximally decimated case as well as the cases where $L = M - 1$, $L = \frac{3M}{4}$, and $L = \frac{M}{2}$. Assume we are using a simple DFT filter bank (which is similar to the filter bank using fractional delays where these delays are replaced by a transfer function equal to one) and consider the cases of open-loop and closed-loop structures.

10. Replace the structure in problem 6 by the closed-loop and open-loop delayless structures with the fractional delays designed via a Nyquist filter of order 64.

11. In a system identification problem, the input signal is a uniformly distributed white noise with variance $\sigma^2_{nx} = 0.1$, filtered by an all-pole filter given by

$$H_{nx}(z) = \frac{z}{z - 0.95}$$

The unknown system is a 300th-order FIR filter whose impulse response is identical to the first 301 impulse response samples of the transfer function described by

$$H(z) = \frac{0.00756z^2}{(z^2 - 1.960636z + 0.9849357)}$$

Choose the appropriate parameters, run an ensemble of 5 experiments, and plot the average learning curve. Use the delayless subband filter using fractional delays in the open-loop scheme, with 8-bands.

12. Repeat problem 11 using the closed-loop structure.
13. Prove that the expressions for the computational complexity of the subband adaptive filters in equations (12.52) to (12.56) are valid.

14. Solve problem 6 using the frequency-domain structure with \( L = 64 \).

15. Solve problem 6 using the multidelay structure with \( L = 16 \). Choose the appropriate order for the subfilters.

16. Prove the validity of equations (12.67), (12.68), and (12.70). Hint: Create a block-diagonal matrix of subband input signals consisting of

\[
\text{diag}\{u_0^T(m) \ u_1^T(m) \ \cdots \ u_{2L-1}^T(m)\}
\]

and a vector containing all the elements of the subband adaptive filters

\[
\begin{bmatrix}
w_0(m) \\
w_1(m) \\
\vdots \\
w_{2L-1}(m)
\end{bmatrix}
\]

17. Demonstrate how the relation below enforces the constraint of equation (12.70).

\[
\mathcal{F}^* \begin{bmatrix} I_L & 0 \\ 0 & I_L \end{bmatrix} \mathcal{F}
\]

18. Derive an overlap-add version of the frequency-domain algorithm using the embedding strategy in which a \( 3 \times 3 \) matrix \( \mathbf{H}(z) \) can be written as

\[
\mathbf{H}(z) = \mathbf{H}_3(z)\mathbf{H}_4(z)
\]

where

\[
\begin{align*}
\mathbf{H}_3(z) &= \\
&= \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \\
\hat{H}_2(z) & 0 & 0 & 1 & 0 \\
\hat{H}_1(z) & \hat{H}_2(z) & 0 \\
\hat{H}_0(z) & \hat{H}_1(z) & \hat{H}_2(z) \\
0 & \hat{H}_0(z) & \hat{H}_1(z) \\
0 & 0 & \hat{H}_0(z) \\
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\mathbf{H}_4(z) &= \\
&= \begin{bmatrix} 0 & 0 \\
\hat{H}_2(z) & 0 \\
\hat{H}_1(z) & \hat{H}_2(z) \\
\hat{H}_0(z) & \hat{H}_1(z) \\
0 & \hat{H}_0(z) \\
0 & 0 \\
\end{bmatrix}
\end{align*}
\]
13.1 INTRODUCTION

There are a number of applications where the reference signal is either not available or consists of a training signal that in communication systems implies in reduction of useful data transmission. In those cases, we should utilize some alternative objective functions applied to the available data as well as some knowledge related to the nature (properties) of the signals involved.

In this chapter, some adaptive-filtering algorithms are presented which do not utilize reference signal that are collectively known as blind adaptive-filtering algorithms. The algorithms are also called training-less or unsupervised algorithms since their learning do not include any reference or training signal. This chapter makes no attempt to cover this subject in breadth and in depth, but the interested reader can consult some books [1]-[4] for further details.

There are two main types of blind signal processing procedures widely discussed in the literature, namely blind source separation and blind deconvolution. In the former case several signal sources are mixed by an unknown environment and the objective of the blind signal processor is to separate these signal sources [2]. On the other hand, the blind deconvolution aims at removing the effect of a linear time-invariant system on a signal source where the only assumptions are the observation of the signal before the deconvolution process and the probability density of the input signal source.

Blind deconvolution is obviously closely related to blind equalization, and the distinction lies on the fact that in the equalization case it is usually assumed that the input signal belongs to a prescribed finite set (constellation) and the channel is a continuous-time channel. These features of the equalization setup are assets that can be exploited by allowing nonlinear channel equalization solutions, whereas blind deconvolution employs linear solutions because its input signal cannot be considered to belong to a finite set constellation. However, it is fact that several solutions for both problems are closely related and here we emphasize the blind equalization case.
In blind equalization the channel model is either identified explicitly or implicitly. The algorithms utilizing as objective function the minimization of the MSE or generating a zero-forcing (ZF) solution\(^1\) in general do not estimate the channel model explicitly. On the other hand, nonlinear solutions for channel equalization such as maximum likelihood sequence detector (MLSD) [8] and the DFE require explicit estimation of the channel model.

As a rule, the blind signal processing algorithms utilize second and higher order statistics indirectly or explicitly. The high-order statistics are directly employed in algorithms based on cumulants, see [9] for details, and they usually have slow convergence and high complexity. There is yet another class of algorithms based on models originated from information theory [3].

This chapter deals with blind algorithms utilizing high-order statistics implicitly for the single-input single-output (SISO) equalization case, e.g. constant modulus algorithm (CMA), and algorithms employing second-order statistics for the single-input multi-output (SIMO) equalization case. Unfortunately the SISO blind solutions have some drawbacks related to the multiple minima solutions, slow convergence, and difficulties in equalizing channels with nonminimum phase\(^2\). In the SIMO case we are usually dealing with oversampled received signal, that is, the received signal is sampled at rate multiple of the symbol rate (at least twice). Another SIMO situation is whenever we use multiple receive antennas that can be proved to be equivalent to oversampling. Such sampling higher than baud rate results in received signals which are cyclostationary allowing the extraction of phase information of the channel. In the case of baud rate sampling and WSS inputs, the received signal is also WSS and only minimum-phase channels can be identified from second-order statistics since the channel phase information is lost. Under certain assumptions the SIMO configuration allows the identification of the channel model as well as blind channel equalization utilizing only second-order statistics. In particular, this chapter presents the Godard, CM, and Sato algorithms for the SISO case. We also discuss some properties related to the error surface of the CMA. Then we derive the blind CM affine projection algorithm which is then applied to the SISO and SIMO setups.

### 13.2 CONSTANT-MODULUS ALGORITHM

In this section we present a family of blind adaptive-filtering algorithms that minimizes the distance between the modulus of the equalizer output and some prescribed constant values, without utilizing a reference signal. These constant values are related to the modulus of constellation symbols, denoted by \(C\), of typical modulations utilized in many digital communication systems. The earlier blind equalization proposals addressed the case of Pulse Amplitude Modulation (PAM) for the case the channel model is considered a linear time-invariant Single-Input Single-Output (SISO) system [5]-[6], operating at symbol rate. This approach was latter generalized in [7] by modifying the objective function to consider higher order statistics of the adaptive-filter output signal that accommodates the case of Quadrature Amplitude Modulation (QAM).

---

\(^1\) In the ZF solution the equalized signal is forced to be equal to the transmitted signal, a solution not recommended whenever the environment noise is not negligible, due to noise enhancement. The ZF equalizer aims at estimating a channel inverse in order to eliminate intersymbol interference.

\(^2\) Channels whose discrete-time models have poles and zeros outside the unit circle.
Let’s assume here that symbols denoted by \( s(k) \) are transmitted through a communication channel. The channel impulse response described by \( h(k) \) convolves with the sequence \( s(k) \) generating the received signal given by

\[
x(k + J) = s(k)h(J) + \left( \sum_{l=-\infty, l\neq k}^{k+J} s(l)h(k + J - l) \right) + n(k + J)
\]

where \( J \) denotes the channel time delay which will be considered zero without loss of generality. The transmitted signals \( s(k) \) belong to a set of possible symbols, that is \( s(k) \in \mathcal{C} \), with \( \mathcal{C} \) representing the constellation set, defined by the chosen constellation such as \( \text{PAM}^3 \) and the complex QAM. The symbol occurrence is uniformly distributed over the defined elements of the constellation. In the following we present the Godard algorithm which relies on a high-order statistics property of the chosen constellation to define its updating mechanism.

\subsection*{13.2.1 Godard Algorithm}

The general objective of the Godard algorithm utilizing the criterion proposed in \cite{7} is to minimize

\[
\xi_{\text{Godard}} = E \left[ (|w^H(k)x(k)|^q - r_q)^p \right] \\
= E \left[ (|y(k)|^q - r_q)^p \right] \\
= E \left[ e_{\text{Godard}}^p(k) \right]
\]

with

\[
r_q = \frac{E[|s(k)|^{2q}]}{E[|s(k)|^q]}
\]

where \( q \) and \( p \) are positive integers. The value of \( r_q \) defines the level which \( |y(k)|^q \) should approach, with a penalization error powered by \( p \).

The simple stochastic gradient version of this algorithm can be obtained by differentiating the objective function of equation (13.2) with respect to \( w^*(k) \). The resulting updating equation is given by

\[
w(k + 1) = w(k) - \frac{1}{2} \mu p q \left( (|y(k)|^q - r_q)^{p-1} |y(k)|^{q-2} y^*(k) x(k) \right)
\]

\[
= w(k) - \frac{1}{2} \mu p q \ e_{\text{Godard}}^{p-1}(k) |y(k)|^{q-2} y^*(k) x(k)
\]

The detailed description of the Godard algorithm is provided by Algorithm 13.1.

\footnote{The \( M \)-ary PAM constellation points are represented by \( s_i = \tilde{a}_i \), with \( \tilde{a}_i = \pm \tilde{d}, \pm 3\tilde{d}, \ldots, \pm (\sqrt{M} - 1)\tilde{d} \). The parameter \( \tilde{d} \) represents half of the distance between two points in the constellation.}
Algorithm 13.1

Godard Algorithm

Initialization
Choose $p$ and $q$

$x(0) = w(0) = \text{random vectors}$

$r_q = E[|s(k)|^{2q}] / E[|s(k)|^q]

$Do for $k > 0$

$y(k) = w^H(k)x(k)$

$e_{\text{Godard}}(k) = |y(k)|^q - r_q$

$w(k + 1) = w(k) - \frac{1}{2} \mu p q e_{\text{Godard}}^{-1}(k) |y(k)|^{q-2} y^*(k)x(k)$

13.2.2 Constant-Modulus Algorithm

For $q = p = 2$ in the Godard framework, the objective function of equation (13.2) corresponds to the constant-modulus algorithm (CMA) whose objective function is described by

$$E[e_{\text{CMA}}^2(k)] = E[(|w^H(k)x(k)|^2 - r_2)^2] = E[(|y(k)|^2 - r_2)^2]$$

(13.5)

In this case,

$$r_2 = E[|s(k)|^4] / E[|s(k)|^2]$$

(13.6)

meaning that whenever the input symbols have constant modulus, the CM error minimization aims at keeping the modulus $|y(k)|^2$ as close as possible to the constant value of $r_2$. For the CMA, the stochastic gradient update equation is given by

$$w(k + 1) = w(k) - 2\mu (|y(k)|^2 - r_2) y^*(k)x(k)$$

$$= w(k) - 2\mu e_{\text{CMA}}(k) y^*(k)x(k)$$

(13.7)

Algorithm 13.2 describes in detail the CM algorithm.

13.2.3 Sato Algorithm

A historically important objective function somewhat related to the case of the Godard algorithm above is the so-called Sato algorithm whose objective function is defined as

$$e_{\text{Sato}}(k) = y(k) - \text{sgn}[y(k)]r_1$$

(13.8)
### Algorithm 13.2

**Constant-Modulus Algorithm**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{x}(0) = \mathbf{w}(0) =$ random vectors</td>
</tr>
<tr>
<td>$r_2 = \frac{E[</td>
</tr>
</tbody>
</table>

Do for $k \geq 0$

- $y(k) = \mathbf{w}^H(k)\mathbf{x}(k)$
- $e_{\text{CMA}}(k) = |y(k)|^2 - r_2$
- $\mathbf{w}(k + 1) = \mathbf{w}(k) - 2\mu e_{\text{CMA}}(k)y^*(k)\mathbf{x}(k)$

### Algorithm 13.3

**Sato Algorithm**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{x}(0) = \mathbf{w}(0) =$ random vectors</td>
</tr>
<tr>
<td>$r_1 = \frac{E[</td>
</tr>
</tbody>
</table>

Do for $k \geq 0$

- $y(k) = \mathbf{w}^H(k)\mathbf{x}(k)$
- $e_{\text{Sato}}(k) = y(k) - \text{sgn}[y(k)]r_1$
- $\mathbf{w}(k + 1) = \mathbf{w}(k) - \mu e_{\text{Sato}}(k)\mathbf{x}(k)$

where $\text{sgn}[y] = \frac{y}{|y|}$ such that for $y = 0$, $\text{sgn}[y] = 1$. Its update equation is described by

$$\mathbf{w}(k + 1) = \mathbf{w}(k) - \mu \left( y(k) - \text{sgn}[y(k)]r_1 \right)\mathbf{x}(k) = \mathbf{w}(k) - \mu e_{\text{Sato}}(k)\mathbf{x}(k) \quad (13.9)$$

In this case, the target is that the equalized signal $y(k)$ follows the sign of the transmitted symbol, that is, this algorithm follows the decision direction whenever the input signal is a binary PAM signal. The Sato algorithm was the first blind adaptive equalizer taking into consideration PAM transmission signals with multilevel. Algorithm 13.3 describes step by step the Sato algorithm.
13.2.4 Error Surface of CMA

In this subsection we derive an expression for the CMA error surface for a simple and yet illustrative case, where both the symbol constellation as well as the adaptive-filter coefficients are real valued. Let’s assume the simplest equalization problem where the unknown channel is modeled as

\[ H(z) = \frac{\kappa z}{z+a} \]  \hspace{1cm} (13.10)

In a noiseless environment this channel has an ideal equalizer (zero forcing) given by

\[ W(z) = \pm z^{-i}(w_0 + w_1z^{-1}) \]

\[ = \pm z^{-i}\frac{1}{\kappa}[1 + az^{-1}] \]  \hspace{1cm} (13.11)

where \( i \) is a nonnegative integer. For \( i = 0 \) it leads to an equalized signal with zero delay. For the CMA case, the objective function in this particular example can be written as

\[ \xi_{\text{CMA}} = E\{||y(k)||^4 - r_2^2\} \]

\[ = E||y(k)||^4 - 2E||y(k)||^2r_2 + r_2^2 \]  \hspace{1cm} (13.12)

The required expected values for the above equation are given by

\[ E||y(k)||^2 = (w_0^2 + w_1^2)\frac{\kappa^2E||s(k)||^2}{1-a^2} - 2w_0w_1\frac{a\kappa^2E||s(k)||^2}{1-a^2} \]  \hspace{1cm} (13.13)

\[ E||y(k)||^4 = (w_0^4 + w_1^4)\left[\frac{\kappa^4E||s(k)||^4}{1-a^4} + \frac{6a^2\kappa^4E||s(k)||^2}{1-a^2}(1-a^2)\right] \]

\[ +6w_0^2w_1^2\left\{a^2\left[\frac{\kappa^4E||s(k)||^4}{1-a^4} + \frac{6a^2\kappa^4E||s(k)||^2}{1-a^4}(1-a^2)\right]\right\} \]

\[ -4w_0^3w_1^3\left\{a^3\left[\frac{\kappa^4E||s(k)||^4}{1-a^4} + \frac{6a^2\kappa^4E||s(k)||^2}{1-a^4}(1-a^2)\right]\right\} \]

\[ -4w_0^3w_1^3\left\{a^3\left[\frac{\kappa^4E||s(k)||^4}{1-a^4} + \frac{6a^2\kappa^4E||s(k)||^2}{1-a^4}(1-a^2)\right]\right\} \]

\[ + \frac{\kappa^2E||s(k)||^2}{1-a^2} \]  \hspace{1cm} (13.14)

where the detailed derivations pertaining to the above equations can be found in problem 2.

**Example 13.1**

Assume a QAM signal with four symbols is transmitted through an AR channel whose transfer function is

\[ H(z) = \frac{0.36z}{z+a} \]

for the cases where \( a = 0.4 \) and \( a = 0.8 \), respectively. The equalizer is a first-order FIR adaptive filter as described in equation (13.11). For a signal-to-noise ratio of 10dB, plot the CMA error surface and its corresponding contours.
13.2 Constant-Modulus Algorithm

Solution:

Fig. 13.1 depicts the error surface and its contours for the CM objective function, with \( a = 0.4 \), where the surface is flattened for certain ranges of \( w_0 \) and \( w_1 \) in order to allow a better view of valleys and local minima and maxima. As can be verified the surface presents multiple minima, the ones at \( w_0 = 0 \) do not correspond to global minima. The surface shape indicates that if a good initial point is not given to a CM-based algorithm, the parameters will converge to an undesirable local minima where the equalization performance might be very poor. In addition, if the algorithm traverses a region in the neighborhood of a saddle point the convergence of stochastic gradient algorithms can be particularly slow. Fig. 13.2 shows the error surface and its contours for \( a = 0.8 \), where in this case the local minima are not so visible but they do exist.

Example 13.2

In this example we consider an equalization problem. Perform the equalization of a channel with the following impulse response

\[
h = [1.1 + j0.5 \ 0.1 - j0.3 \quad -0.2 - j0.1]^T
\]

The transmitted signals are uniformly distributed four QAM samples with unitary power. An additional Gaussian white noise with variance \( 10^{-2.5} \) is present at the channel output. Utilize the CMA.

(a) Find the Wiener solution for an equalizer with five coefficients and convolve with the channel impulse response.

(b) Perform a blind equalization also with five coefficients and depict the detected symbols before and after the equalization.

Solution:

(a) In the first step, we compute the Wiener solution and perform the convolution with the channel impulse response in order to verify the effectiveness of the equalizer order in the present example. For a delay of 1, the convolution samples are given by

\[
y = \begin{bmatrix}
0.0052 + j0.0104 \\
0.9675 + j0.0000 \\
0.0074 + j0.0028 \\
-0.0548 - j0.0014 \\
0.0129 + j0.0222 \\
-0.0939 - j0.0075 \\
0.0328 - j0.0098
\end{bmatrix}^T
\]
Figure 13.1  (a) CMA error surface, (b) CMA contours; $a=0.4$. 
Figure 13.2  (a) CMA error surface, (b) CMA contours; \(a=0.8\).
where as can be observed the real part of the second sample is much higher than the remaining samples, showing that the equalization is successful.

(b) In Fig. 13.3 it is shown how the received signals are distributed in the input signal constellation space, and as can be observed and expected the received signal requires an equalizer for proper detection.

![Figure 13.3 Receiver signals before equalization.](image)

By applying the CMA to solve the equalization problem with $\mu = 0.001$, we run the algorithm for 10000 iterations with the results measured by averaging the outcomes of 200 independent runs. By initializing the adaptive-filter coefficients at

$$w(0) = \begin{bmatrix}
-1.627563 - j0.443856 \\
-0.121194 + j0.338364 \\
0.189390 + j0.063311 \\
0.575142 - j0.062878 \\
0.364852 - j0.6053977
\end{bmatrix}$$

the last 1000 equalized signals fall in the regions depicted in Fig. 13.4 representing the input signal constellation space. As can be verified, the equalized symbols present four clusters which are not centered at the actual transmitted symbols positions. On the other hand, these clusters are around the same constant modulus position as the transmitted symbols but at different angles, that is, the transmitted constellation is received after equalization rotated by an arbitrary angle. For differentially encoded symbols the mentioned phase shift can be eliminated, allowing proper decoding of the received symbols.
If the CMA filter coefficients are initialized at

\[
\mathbf{w}(0) = \begin{bmatrix}
2.011934 + j0.157299 \\
0.281061 + j0.324327 \\
-0.017917 + j0.836021 \\
-0.391982 + j1.144051 \\
-0.185579 - j0.898060
\end{bmatrix}
\]

the resulting clusters are shown in Fig. 13.5, where it is possible to verify that in this case the clusters occur at the right positions with respect to the transmitted symbols.

For illustration, Fig. 13.6 shows the equalization results when using the Wiener solution, where it can be observed by comparing it with Fig. 13.5 that the CMA can lead to Wiener like solutions when properly initialized.

The typical learning curve for the CM algorithm in the present example is illustrated in 13.7 where in this case we utilized random initial coefficients for the adaptive filter.
Figure 13.5  Equalized signals for the CM algorithm using the second coefficient initialization.

Figure 13.6  Equalized signals for the Wiener filter.
13.3 AFFINE PROJECTION CM ALGORITHM

In general the CMA like algorithms present slow convergence when the update equation has a stochastic gradient form. A possible alternative solution when the convergence speed is not acceptable is to utilize the affine projection form. Let’s consider the cases where either the desired vector is a CMA like function at each entry of a vector $r_{ap}(k)$ or represents a nonlinear function $G_1[\cdot]$ applied to the adaptive-filter output, that is,

$$r_{ap}(k) = G_1[y_{ap}(k)] = G_1[X_{ap}^T(k)w^*(k)]$$

(13.15)

where the definitions of the data matrix and vectors of the affine projection algorithm are defined in equations (4.74) and (4.77).

The objective function that the affine projection algorithm minimizes in this case is

$$\|w(k + 1) - w(k)\|^2$$

subject to:

$$G_2 \{r_{ap}(k) - X_{ap}^T(k)w^*(k + 1)\} = 0$$

(13.16)

where $r_{ap}(k)$ is a vector replacing $d_{ap}(k)$ in the blind formulation whose elements are determined by the type of blind objective function at hand. $G_2[\cdot]$ represents another nonlinear operation applied elementwise on $[\cdot]$, usually given by $(\cdot)^2$ as in the CM algorithm. In any situation, $G_2(0) = 0$. Also in this case the affine projection algorithm keeps the next coefficient vector $w(k + 1)$ as close as possible to the current one and aims at making the $a$ posteriori error to be zero. It is worth mentioning
that if the minimization of \( \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 \) is not included in the objective function, the problem of keeping \( \mathbf{r}_{ap}(k) = \mathbf{X}_{ap}^T(k) \mathbf{w}^*(k+1) \) makes the coefficient vector underdetermined\(^4\) whenever this vector has more than one entry.

As described in Chapter 4 by utilizing the method of Lagrange multipliers the constrained minimization problem of equation (13.16) becomes

\[
F[\mathbf{w}(k+1)] = \| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 + \lambda_{ap}^H(k)G_2 \{ \mathbf{r}_{ap}(k) - \mathbf{X}_{ap}^T(k) \mathbf{w}^*(k+1) \} \tag{13.17}
\]

where \( \lambda_{ap}(k) \) is the \((L + 1) \times 1\) vector of Lagrange multipliers. In order to facilitate the gradient computation let’s rewrite the above expression as

\[
F[\mathbf{w}(k+1)] = [\mathbf{w}(k+1) - \mathbf{w}(k)]^H [\mathbf{w}(k+1) - \mathbf{w}(k)] + G_2 \{ \mathbf{r}_{ap}^T(k) - \mathbf{w}^H(k+1) \mathbf{X}_{ap}(k) \} \lambda_{ap}(k) \tag{13.18}
\]

The gradient of \( F[\mathbf{w}(k+1)] \) with respect to \( \mathbf{w}^*(k+1) \)\(^5\) is given by

\[
\mathbf{g}_{\mathbf{w}^*} \{ F[\mathbf{w}(k+1)] \} = [\mathbf{w}(k+1) - \mathbf{w}(k)] + \mathbf{X}_{ap}(k) \mathbf{g}_{\mathbf{y}_{ap}} \left\{ G_2 \left[ \mathbf{r}_{ap}^T(k) - \mathbf{y}_{ap}^T(k) \right] \right\} \lambda_{ap}(k) \tag{13.19}
\]

where \( \mathbf{y}_{ap}(k) \) represents the \textit{a posteriori} adaptive-filter output signal. After setting the gradient of \( F[\mathbf{w}(k+1)] \) with respect to \( \mathbf{w}^*(k+1) \) equal to zero, we get

\[
\mathbf{w}(k+1) = \mathbf{w}(k) - \mathbf{X}_{ap}(k) \mathbf{g}_{\mathbf{y}_{ap}} \left\{ G_2 \left[ \mathbf{r}_{ap}^T(k) - \mathbf{y}_{ap}^T(k) \right] \right\} \lambda_{ap}^*(k) \tag{13.20}
\]

By premultiplying equation (13.20) by \( \mathbf{X}_{ap}^H(k) \), using the constraint relation of equation (13.16), and considering the fact that \( G_2(0) = 0 \) so that \( \mathbf{X}_{ap}^H(k) \mathbf{w}(k+1) = \mathbf{r}_{ap}^*(k) \), we obtain

\[
-\mathbf{X}_{ap}^H(k) \mathbf{X}_{ap}(k) \mathbf{g}_{\mathbf{y}_{ap}} \left\{ G_2 \left[ \mathbf{r}_{ap}^T(k) - \mathbf{y}_{ap}^T(k) \right] \right\} \lambda_{ap}^*(k) + \mathbf{X}_{ap}^H(k) \mathbf{w}(k) = \mathbf{r}_{ap}^*(k) \tag{13.21}
\]

This expression leads to

\[
\mathbf{g}_{\mathbf{y}_{ap}} \left\{ G_2 \left[ \mathbf{r}_{ap}^T(k) - \mathbf{y}_{ap}^T(k) \right] \right\} \lambda_{ap}^*(k) = \left[ \mathbf{X}_{ap}^H(k) \mathbf{X}_{ap}(k) \right]^{-1} \{ -\mathbf{r}_{ap}^*(k) + \mathbf{X}_{ap}^H(k) \mathbf{w}(k) \} \tag{13.22}
\]

By substituting equation (13.22) in equation (13.20), the update equation can be rewritten as

\[
\mathbf{w}(k+1) = \mathbf{w}(k) + \mathbf{X}_{ap}(k) \left( \mathbf{X}_{ap}^H(k) \mathbf{X}_{ap}(k) \right)^{-1} \{ -\mathbf{r}_{ap}^*(k) + \mathbf{X}_{ap}^H(k) \mathbf{w}(k) \} \\
= \mathbf{w}(k) + \mathbf{X}_{ap}(k) \left( \mathbf{X}_{ap}^H(k) \mathbf{X}_{ap}(k) \right)^{-1} \mathbf{e}_{ap}^*(k) \tag{13.23}
\]

From the above equation it follows that

\[
\| \mathbf{w}(k+1) - \mathbf{w}(k) \|^2 = \mathbf{e}_{ap}^T(k) \left( \mathbf{X}_{ap}^H(k) \mathbf{X}_{ap}(k) \right)^{-1} \mathbf{e}_{ap}^*(k) \tag{13.24}
\]

\(^4\)A solution exists but it is not unique.

\(^5\)We could also formulate this solution employing the gradient with respect to \( \mathbf{w}(k+1) \), leading to the same results.
such that the minimization of the terms on the left- and right-hand sides are equivalent. However, the minimization of the right-hand side term does not mean minimizing \( \|e^*_{ap}(k)\| \) unless the matrix 

\[
(X_{ap}^H(k)X_{ap}(k))^{-1}
\]

is a diagonal matrix with equal nonzero values in the main diagonal. Despite of that, in order to generate a tractable solution we minimize \( \|e^*_{ap}(k)\| \) and interpret the objective function that is actually minimized.

If we assume \( r^*_{ap}(k) \) has constant modulus elementwise, the minimization of

\[
\|e^*_{ap}(k)\|^2 = \|r^*_{ap}(k) - X_{ap}^H(k)w(k)\|^2
\]

occurs when \( r^*_{ap}(k) \) is in the same direction as (is colinear with) \( X_{ap}^H(k)w(k) \). In this case the following choice should be made

\[
r^*_{ap}(k) = \text{sgn}[X_{ap}^H(k)w(k)]
\]

(13.25)

where for a complex number \( y \), \( \text{sgn}[y] = \frac{y}{|y|} \), and whenever \( y = 0 \), \( \text{sgn}[y] = 1 \).

In the update equation (13.24) the convergence factor is unity, and as previously discussed a trade-off between final misadjustment and convergence speed is achieved by including convergence factor as follows

\[
w(k + 1) = w(k) + \mu X_{ap}(k) (X_{ap}^H(k)X_{ap}(k))^{-1} \{r^*_{ap}(k) - X_{ap}^H(k)w(k)\}
\]

(13.26)

As before, with a convergence factor different from one (smaller than one) a posteriori error is no longer zero. The reader might question why \( G_2[\cdot] \) did not appear in the final update expression of equation (13.22), the reason is the assumption that the constraint in equation (13.16) is satisfied exactly leading to a zero a posteriori error.

The objective function that equation (13.26) actually minimizes is given by

\[
\left(\frac{1}{\mu} - 1\right) \|w(k + 1) - w(k)\|^2 + \|r_{ap}(k) - X_{ap}^T(k)w^*(k + 1)\|^2_P = \frac{1}{\mu} - 1\) \|w(k + 1) - w(k)\|^2 + \|\text{sgn}[X_{ap}^H(k)w(k)] - X_{ap}^T(k)w^*(k + 1)\|^2_P
\]

(13.27)

where \( P = (X_{ap}^H(k)X_{ap}(k))^{-1} \) and \( \|a\|^2_P = a^H P a \).

Proof:

In order to simplify the derivations let’s define

\[
\alpha = \left(\frac{1}{\mu} - 1\right)
\]

The objective function to be minimized with respect to the coefficients \( w^*(k + 1) \) is given by

\[
\xi(k) = \alpha \|w(k + 1) - w(k)\|^2 + \|r_{ap}(k) - X_{ap}^T(k)w^*(k + 1)\|^2_P
\]
The derivative of the objective function is then given by

$$\frac{\partial \xi(k)}{\partial w^*(k + 1)} = \alpha [w(k + 1) - w(k)] - X_{ap}(k)P \left[r_{ap}^*(k) - X_{ap}^H(k)w(k + 1)\right]$$

By setting this result to zero it follows that

$$\left[\alpha I + X_{ap}(k)PX_{ap}^H(k)\right]w(k + 1) = \alpha w(k) + X_{ap}(k)Pr_{ap}^*(k) \quad (13.28)$$

By applying the matrix inversion lemma we obtain

$$\left[\alpha I + X_{ap}(k)PX_{ap}^H(k)\right]^{-1} = \frac{1}{\alpha} I - \frac{1}{\alpha^2} [X_{ap}^H(k)\frac{1}{\alpha} X_{ap}(k)] + P^{-1}$$

$$= \frac{1}{\alpha} I - \frac{1}{\alpha^2} [X_{ap}^H(k)\frac{1}{\alpha} X_{ap}(k)] + P^{-1}$$

$$= \frac{1}{\alpha} \left[ I - X_{ap}(k)\frac{\alpha}{1 + \alpha} PX_{ap}^H(k)\frac{1}{\alpha} \right]$$

$$= \frac{1}{\alpha} \left[ I - X_{ap}(k)PX_{ap}^H(k)\frac{1}{1 + \alpha} \right]$$

By replacing the last expression in the updating equation (13.28), we obtain

$$w(k + 1) = \left[I - \frac{X_{ap}(k)PX_{ap}^H(k)}{1 + \alpha}\right]w(k) + \frac{1}{\alpha} \left[I - \frac{X_{ap}(k)PX_{ap}^H(k)}{1 + \alpha}\right]X_{ap}(k)Pr_{ap}^*(k)$$

$$= w(k) - \frac{X_{ap}(k)Py_{ap}^*(k)}{1 + \alpha} + \frac{1}{\alpha} X_{ap}(k)Pr_{ap}^*(k) - \frac{1}{\alpha} X_{ap}(k)Pr_{ap}^*(k)$$

$$= w(k) - \mu X_{ap}(k)Py_{ap}^*(k) + \mu X_{ap}(k)Pr_{ap}^*(k)$$

$$= w(k) + \mu X_{ap}(k) \left(X_{ap}^H(k)X_{ap}(k)\right)^{-1} e_{ap}^*(k)$$

The description of the affine projection CM algorithm is provided in Algorithm 13.4, where as standard an identity matrix multiplied by a small constant was added to the matrix $X_{ap}^H(k)X_{ap}(k)$ in order to avoid numerical problems in the matrix inversion.

It is worth mentioning that the update equation (13.22) represents other important application such as the case where $r_{ap}^*(k) = \text{dec}[X_{ap}^H(k)w(k)]$, which corresponds to a decision directed blind algorithm, where $\text{dec}[\cdot]$ represents a hard limiter where each entry of its argument is mapped into the closest symbol of the constellation used in the transmission [10].

Now let’s consider the special scalar case where the nonlinear operations to be applied to the output error of the normalized LMS algorithm are as following described. The objective function to be
Algorithm 13.4

The Affine Projection CM Algorithm

Initialization
- $x(0) = w(0) =$ random vectors
- choose $\mu$ in the range $0 < \mu \leq 2$
- $\gamma =$ small constant

Do for $k > 0$
- $y_{ap}^*(k) = X_{ap}^H(k)w(k)$
- $r_{ap}^*(k) = \text{sgn}[X_{ap}^H(k)w(k)]$
- $e_{ap}^*(k) = r_{ap}^*(k) - y_{ap}^*(k)$
- $w(k + 1) = w(k) + \mu X_{ap}(k) (X_{ap}^H(k)X_{ap}(k) + \gamma I)^{-1} e_{ap}^*(k)$

minimized is

$$\|w(k + 1) - w(k)\|^2$$

subject to:

$$|1 - |x^H(k)w(k + 1)|^q|^p = 0$$  \hspace{1cm} (13.29)

The resulting update equation is

$$w(k + 1) = w(k) + \mu x(k) (x^H(k)x(k))^{-1} \{ \text{sgn} [x^H(k)w(k)] - x^H(k)w(k) \}$$  \hspace{1cm} (13.30)

corresponding to a scalar normalized LMS CM algorithm.

Example 13.3

Repeat Example 13.2 for the case of the affine projection CM algorithm, for $L = 1$ and $L = 3$ and compare the result with the CM algorithm with $q = 2$.

Solution:

Using $\mu = 0.001$ and the CM algorithm, the equalizer took well over 1000 iterations to converge as depicted in Fig. 13.8. The same figure shows that the affine projection CM algorithm with $L = 3$ has the fastest convergence, around 100 iterations, while leading to higher MSE after convergence when compared with the cases of $L = 1$ and the CMA. For the affine projection cases the convergence factor is $\mu = 0.1$. Fig. 13.9 depicts the equalized signals after convergence for the case where $L = 3$. All these figures were generated by averaging the outcomes of 50 independent runs.
Figure 13.8  Learning curves for the CM and affine projection CM algorithms, with $L = 1$ and $L = 3$.

Figure 13.9  Equalized signals for the affine projection CM algorithm, with $L = 3$. 
13.4 BLIND SIMO EQUALIZERS

The symbol spaced blind CMA equalizer methods described in previous section may converge to unacceptable local minima induced by the finite-length of the FIR equalizers, despite these minima being correct whenever the equalizer is a double sided filter with infinite order [1]. This situation changes favorably in the case a fractionally spaced equalizer is employed as following discussed. Many of the early blind equalizer methods utilized SISO channel model and relied on high-order (greater than second-order) statistics which lead to multiple minima and slow convergence. These equalizers are more sensitive to noise than those using second-order statistics. On the other hand, the availability of multiple measures of the received signal gives rise to SIMO configuration that in turn allows for blind channel equalization using second-order statistics. For example, oversampling the channel output signal by an integer factor $l$ leads to a cyclostationary process with period $l$, such that the received discrete signal has cyclic correlation function allowing, under certain conditions, the identification of the channel modulus and phase [1] blindly. The SIMO configuration can be obtained by exploring diversity of antennas or by oversampling (also known as fractionally sampling) the received signal.

It is worth mentioning that the SIMO methods are not only useful to estimate a SIMO channel inverse filter but can also be used to perform channel identification. Many identification and equalization approaches can be constructed from the observed data such as subspace methods [11] and prediction methods [12]-[14] among others. The subspace methods are in general computationally complex. Furthermore they are sensitive to the channel order uncertainty causing dimension errors in the constructed signal and noise subspaces. Prediction error methods (PEM) are robust to overmodeling [15] and lend themselves to adaptive implementations.

These SIMO approaches can be extended in a rather straightforward way to device CDMA receivers [21] where blind multiuser detections are required [22]-[28], and in the cases semi-blind solutions are possible [29]. In addition, in multiple transmitter and receiver antennas systems several types of blind MIMO receivers can be derived [30]-[33]. In this section we briefly introduce the formulation for SIMO blind equalization [1], [16], and point out how this formulation brings useful solutions to blind equalization problems.

Let’s consider the single-input $I$-output linear system model depicted in Fig. 13.10, representing an oversampling and/or the presence of multiple antenna at the receiver. In this case, the received signal can be described by

$$r(k) = \sum_{i=0}^{M} x(k - i) h(i) + n(k)$$  \hspace{1cm} (13.31)

where

$$r(k) = [r_1(k) \ r_2(k) \ \cdots \ r_I(k)]^T$$
$$n(k) = [n_1(k) \ n_2(k) \ \cdots \ n_I(k)]^T$$
$$h(m) = [h_1(m) \ h_2(m) \ \cdots \ h_I(m)]^T$$
The elements of vector $r(k)$ represent the $I$ received signals at instant $k$, $n(k)$ collects the noise samples from each subchannel at the same instant. The elements of vector $h(m)$, that is $h_i(m)$, represent the $m$th sample of the $i$th subchannel model, for $m = 0, 1, \ldots, M$ and $i = 1, 2, \ldots, I$.

![Figure 13.10 Single-input multiple-output model.](image)

Now let’s collect $N$ samples of information vectors and pile them up in long vectors such that the received signal vector is function of the input signal block as follows

$$\tilde{r}(k) = H\tilde{x}(k) + \tilde{n}(k) \quad (13.32)$$

where

$$\tilde{r}(k) = [r^T(k) \ r^T(k-1) \ \cdots \ r^T(k-N+1)]^T$$

$$\tilde{n}(k) = [n^T(k) \ n^T(k-1) \ \cdots \ n^T(k-N+1)]^T$$

$$\tilde{x}(k) = [x(k) \ x(k-1) \ \cdots \ x(k-M-N+1)]^T$$

$$H = \begin{bmatrix} h(0) \cdots h(M) & 0 \cdots 0 \\ 0 & h(0) \cdots h(M) & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & h(0) \cdots h(M) \end{bmatrix}$$
Vectors $\bar{r}(k)$ and $\bar{n}(k)$ have dimension $NI$, the input signal vector $\bar{x}(k)$ has dimension $N + M$ whereas the channel model matrix $H$ has dimension $NI \times M + N$ and is a block Toeplitz matrix.

Applying a linear combiner equalizer to the system of equation (13.32) the following relation results

$$y(k) = \bar{w}^H(k)\bar{r}(k) = \bar{w}^H(k)\bar{x}(k) + \bar{w}^H(k)\bar{n}(k)$$  (13.33)

The coefficient vector $\bar{w}(k)$ is the equalizer vector of length $NI$ described as

$$\bar{w}(k) = \left[\bar{w}^T_0(k) \bar{w}^T_1(k) \ldots \bar{w}^T_{N-1}(k)\right]^T$$  (13.34)

where the vector $\bar{w}_n(k)$ represents the weights applied to $r(k-n)$, for $n = 0, 1, \ldots, N - 1$. The $i$th element of $\bar{w}_n(k)$, for $i = 1, 2, \ldots, I$, represents the $i$th weight applied to the corresponding element of $r(k-n)$.

In a noiseless environment the zero-forcing equalizer is the desired solution such that

$$\bar{w}^H(k)H = [0 \ldots 0 \ 1 \ 0 \ldots 0]^T$$  (13.35)

However, the possible noise enhancement originated by $\bar{w}^T(k)\bar{n}(k)$ makes the zero-forcing solution not practical in many situations.

### 13.4.1 Identification Conditions

An FIR channel is identifiable utilizing second-order statistics whenever the block Toeplitz matrix $H$ in equation (13.32) has full column rank, such that there is a left inverse. Alternatively, we can say that the system of equation (13.32) can be equalized according to some objective function, if for a set of subchannels each with order $M$ the following conditions are met

1. $\text{rank}[H] = M + N$.
   This means that matrix $H$ has full column rank.

2. $NI \geq N + M$, i.e., $H$ is a tall matrix in the case $NI > N + M$.
   In the latter case, this means that matrix $H$ has more rows than columns.

For the case $N \geq M$, condition 1 is equivalent to say that the transfer functions

$$H_i(z) = \sum_{m=0}^{M} h_i(m)z^{-m}$$  (13.36)

for $i = 1, 2, \ldots, I$, have no common zeros [1], that is, the polynomials $H_i(z)$ are coprime. In the case $M \leq N < M$, we cannot infer that whenever $H_i(z)$, for $i = 1, 2, \ldots, I$, have no common zeros, the matrix $H$ will have full column rank. In case the $H_i(z)$ have common zeros there is no left inverse matrix for $H$. In addition, it can also be shown that even if the subchannels are coprime, the
matrix $\mathbf{H}$ has its rank reduced if $N < M$. Condition 2 is equivalent to say that the channel matrix $\mathbf{H}$ has full column rank, making possible the channel equalization as well as identification using second-order statistics. Several alternative proofs related to the identifiability of a SIMO system are available in the literature such as in [17]-[19], no proof is included here.

Once satisfied the conditions for identifiability in the SIMO system, the finite-length input signal included in $\hat{x}(k)$ should contain a large number of modes meaning it should have rich spectral content. This way, in a noiseless environment the SIMO channel can be perfectly identified, except for a gain ambiguity\(^6\), through several methods available in the literature [1], [11]-[14]. The requirements on the channel input signal statistics vary from method to method, with some requiring that it is uncorrelated while others not.

The same type of results applies for the SIMO blind equalizers, that is, a single-input $I$-output channel can be equalized whenever:

- At least one of the subchannels has length $M + 1$, i.e., $h_i(0) \neq 0$ and $h_i(M) \neq 0$, for any $i = 1, 2, \ldots, I$.
- $H_i(z)$ for $i = 1, 2, \ldots, I$, have no common zeros.
- $N \geq M$.

These conditions are necessary and sufficient for the SIMO channel identifiability or equalization utilizing second-order statistics of the $I$ outputs.

Many of the available solutions for blind channel identification and equalization based on second-order statistics are very sensitive to channel order or rank estimation. Some of them rely on singular value decomposition(s) (SVD) which are very computationally complex and are usually meant for batch form of implementation. The emphasis here is to present a recursive solution which is more robust to order estimation errors and is computationally attractive such that it can be applied to track time-varying channels. An online blind SIMO equalizer is introduced in the following section.

### 13.5 SIMO-CMA EQUALIZER

This section discusses an important result that suggests that by combining the techniques implicitly utilizing high-order statistics such as the CMA, with SIMO systems using second-order statistics can be very beneficial. Let’s start by stating the following result whose proof can be found in [1], [20]:

> In a noiseless channel, if the Multiple-Input Single-Output (MISO) FIR equalizer has length $N \geq M$, then the SIMO CMA equalizer is globally convergent if the subchannels $H_i(z)$ for $i = 1, 2, \ldots, I$, have no common zeros.

---

\(^6\)A constant value multiplying the channel model.
The reader should notice that a SIMO setup utilizing a CM objective function can be interpreted as fractionally spaced constant-modulus equalizer.

The expression for the SIMO equalizer output signal as described in equation (13.33) can rewritten as

\[
y(k) = \sum_{i=1}^{I} w_i^H(k) r_i(k)
\]  

(13.37)

where the \( n \)th element of vector \( w_i(k) \) corresponds to the \((i + n - 1)\)th element of \( \bar{w}(k) \), and the \( n \)th element of vector \( r_i(k) \) corresponds to \( r_i(k - n) \), for \( i = 1, 2, \ldots, I \), and \( n = 0, 1, \ldots, N - 1 \). The equivalent SIMO system is depicted in Fig. 13.11, where it can be observed that the overall equalization consists of using a separated sub-equalizer for each sub-channel with a global output signal used in the blind adaptation algorithm.

Figure 13.11  SIMO equalizer.
Algorithm 13.5
SIMO Affine Projection CM Algorithm

Initialization
\[ \tilde{r}(0) = \tilde{w}(0) = \text{random vectors} \]
choose \( \mu \) in the range \( 0 < \mu \leq 2 \)
\( \gamma = \text{small constant} \)

Do for \( k > 0 \)
\[ \begin{align*}
y_{ap}^*(k) &= X_{ap}^H(k)\tilde{w}(k) \\
r_{ap}^*(k) &= \text{sgn}[X_{ap}^H(k)\tilde{w}(k)] \\
e_{ap}^*(k) &= r_{ap}^*(k) - y_{ap}^*(k) \\
\tilde{w}(k + 1) &= \tilde{w}(k) + \mu X_{ap}(k) \left( X_{ap}^H(k)X_{ap}(k) + \gamma I \right)^{-1} e_{ap}^*(k)
\end{align*} \]

In the case we adopt a CMA objective function along with the affine projection algorithm to derive a SIMO equalizer, the \( X_{ap}(k) \) matrix, assuming we keep the last \( L + 1 \) input signal vectors, has the following form

\[ X_{ap}(k) = [\tilde{r}(k) \tilde{r}(k-1) \ldots \tilde{r}(k-L)] \]  

(13.38)

The adaptive-filter output vector is described by

\[ \begin{align*}
y_{ap}^*(k) &= X_{ap}^H(k)\tilde{w}(k) \\
&= \left[ \begin{array}{c}
\tilde{r}^H(k) \\
\tilde{r}^H(k-1) \\
\vdots \\
\tilde{r}^H(k-L)
\end{array} \right] \tilde{w}(k) \\
&= \left[ \begin{array}{c}
\tilde{r}^H(k) \\
\tilde{r}^H(k-1) \\
\vdots \\
\tilde{r}^H(k-L)
\end{array} \right] \left[ \begin{array}{c}
\tilde{w}_0(k) \\
\tilde{w}_1(k) \\
\vdots \\
\tilde{w}_{N-1}(k)
\end{array} \right]
\end{align*} \]  

(13.39)

where in the last equality we adopted the description of \( \tilde{w}(k) \) as given by equation (13.34). By following the same derivations of section 13.3 it is possible to generate the SIMO affine projection CM algorithm as described in Algorithm 13.5. The affine projection algorithm is expected to converge to the global optimum using normalized steps originated by the minimal distance principle utilized in its derivations, as discussed in Chapter 4.
Example 13.4

Given the one-input two-output channel whose model is described below. Assume a QAM signal with four symbols is transmitted through these channels and simulate a blind equalization using the SIMO affine projection CM algorithm of order 12, for a signal to noise ratio of 20dB measured at the receiver input.

\[
\begin{bmatrix}
    h_1^T \\
    h_2^T
\end{bmatrix} =
\begin{bmatrix}
    0.1823 & -0.7494 & -0.4479 & 0.2423 & 0.0047 & -0.41 \\
    0.3761 & -0.1612 & -0.1466 & 0.6437 & 0.5952 & -0.2060
\end{bmatrix}
\]

Solution:

We utilize the affine projection CM algorithm to solve the SIMO equalization problem with \( \mu = 0.1 \), \( L = 2 \) and \( \gamma = 10^{-6} \). The symbol error rate is measured by averaging the outcoming results of 50 independent runs, and the initial conditions utilized correspond to the Wiener solution randomly disturbed. Fig. 13.12 shows the evolution of the errors in the symbols, and as can be observed minimum symbol error rate occurs after 500 iterations. This result is expected since the conditions for the correct channel equalization is met in this case, see subsection 13.4.1, and there is some channel noise. Fig. 13.13 depicts the MSE between the equalized signal and the transmitted symbols where the convergence of the affine projection CM algorithm takes places in around 1000 iterations. Fig. 13.14 illustrates the effectiveness of the equalizer through the appropriate combination of signals measured in each antenna.

![Figure 13.12](image-url)  
**Figure 13.12** Symbol errors; affine projection CM algorithm.
Figure 13.13  Learning curve (MSE), $\mu = 0.1$, SNR = 20 dB, order=12.

Figure 13.14  Equalized signals for the SIMO affine projection CM algorithm, with $L = 2$. 
Example 13.5

Repeat the Example 6.3 by measuring through simulations the MSE performance of an equalizer implemented with the SIMO affine projection CM algorithm, when it is available two received signals obtained through different antennas. Choose the appropriate parameters and comment on the results.

Solution:

The channels available for the detection of the transmitted symbols correspond to the transfer function from the transmitter to each antenna. The blind affine projection CM algorithm is employed to update the sub equalizers of the SIMO system. The parameters chosen after some simulation trials are $\mu = 0.3$, $L = 1$, and $\gamma = 10^{-6}$. The measures of MSE reflect an average taken from the outcomes of 50 independent runs, where in the initialization one of the receiver filters is set to the Wiener solution during the first 350 iterations. Each sub equalizer has order 30. Fig. 13.15 illustrates the MSE evolution and as can be observed only after a few thousand iterations the curve shows a non decreasing behavior. In comparison with the results from Example 6.3, the learning process takes a lot more iterations when compared to the algorithms employing some sort of training. However, despite of slower convergence the equalization is feasible since the conditions for the correct channel equalization are met.

![Learning curve of the SIMO affine projection CM algorithm, $L = 1$.](image)

The SIMO formulation presented in this chapter can be extended to the Multi-Input Multi-Output (MIMO) case in rather straightforward way, under some assumptions such as independence of the sources. There are several communication system setups that can be modeled as MIMO systems.
by properly stacking the transmitted and received information. In some applications the setup is originally MIMO such as in multi-user communication systems [21]-[28], and in case we use antenna array at transmitter and receiver in order to increase the communication capacity [30]-[33]. In many MIMO applications adaptive-filtering algorithms are often utilized with training or in a blind form.

The affine projection CM algorithm presented in this chapter can be extended to include selective updating using the set-membership approach presented in Chapter 6. In addition, for multi-user environments such as CDMA systems, it is possible to incorporate some blind measurements related to the multi-access and additional noise interferences in order to improve the overall performance of blind receivers based on the set-membership affine projection CM algorithm, as discussed in [34]. The set-membership affine projection algorithm can be very efficient in SIMO as well as in MIMO setups.

13.6 CONCLUDING REMARKS

This chapter presented some blind adaptive-filtering algorithms mostly aimed at direct blind channel equalization. The subject of blind signal processing is quite extensive, as a result our emphasis was to present the related issues and to introduce some useful algorithms. In particular it was introduced some algorithms utilizing high-order statistics in an implicitly way, since the resulting algorithms have low computational complexity\(^7\) while presenting slow convergence and possible convergence to local minima. The cases introduced in this class were the constant-modulus, Godard, and Sato algorithms, respectively. Some issues related to the error surface of the CM algorithm were also illustrated through a simple example.

In order to improve the convergence speed of the CMA family of algorithms its affine projection version was presented. This algorithm certainly alleviates the speed limitations of the CM algorithms at the expense of increased computational complexity. In addition, this chapter discussed the single-input multi-output methods which allow under certain conditions the correct identification and equalization of unknown channels using only second-order statistics and do not have local minima. In fact, the combination of the algorithms with implicit high-order statistics, with the affine projection update equation and the single-input multi-output setup leads to very interesting solutions for blind channel equalization. The resulting algorithm has rather fast convergence and has only global solutions under certain conditions.

In specific cases, we can conclude that fractionally spaced equalizers using indirect high-order statistics such as the CM algorithms are not suitable to equalize channels with zeros in common. In case this happens an additional equalizer after the SIMO equalizer might help in combating the remaining intersymbol interference. On the other hand, the SIMO equalizers are suitable to equalize channels with zeros on the unit circle, a rough situation for symbol spaced equalizers. In this case, the SIMO equalizer can be used with an implicit high-order statistics objective function or with training signal, as long as the subchannels do not have common zeros. For situations with common zeros on the unit circle, or close to it, the standard way out is to employ DFE.

\(^7\)In comparison with the algorithms using high-order statistics explicitly.
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13.8 PROBLEMS

1. Derive the Godard algorithm for real input signal constellations.

2. Derive equations (13.13) and (13.14).
   
   Hint: Utilize the difference equation that describes $x(k)$.

3. Perform the equalization of a channel with the following impulse response

   $$h(k) = ku(k) - (2k - 9)u(k - 5) + (k - 9)u(k - 10)$$

   using as transmitted signal a binary (-1,1) random signal. An additional Gaussian white noise with variance $10^{-2}$ is present at the channel output.
   
   (a) Apply the Godard algorithm for $p = q = 4$ with an appropriate $\mu$ and find the impulse response of an equalizer with 15 coefficients.
   
   (b) Plot the detected equalized signal before the decision after the algorithm has converged for a number of iterations (over 50 samples) and comment on the result.

4. Repeat the problem 3 for the Sato algorithm.

5. Repeat the problem 3 for the CMA.

6. Assume a PAM signal with four symbols is transmitted through an AR channel whose transfer function is

   $$H(z) = \frac{0.25}{z + 0.5}$$

   The equalizer is a first-order FIR adaptive filter. For a signal to noise ratio of 5dB, plot the error surface and contours for Godard with $p = q = 4$.

7. Assume a QAM signal with four symbols is transmitted through an AR channel whose transfer function is

   $$H(z) = \frac{0.25}{z + 0.5}$$

   Simulate a blind equalization using a first-order FIR adaptive filter, for a signal to noise ratio of 10dB, using the CMA.

8. Given the channel model below whose input is a binary PAM signal.

   $$H(z) = 0.2816 + 0.5622z^{-1} + 0.2677z^{-2} - 0.3260z^{-3} - 0.4451z^{-4} + 0.3102z^{-5} - 0.2992z^{-6} - 0.2004z^{-7}$$
Our objective is to equalize this channel with a blind affine projection CM algorithm. The equalizer has order 10 and its objective is to shorten the effective impulse response of the equalized signal. That means the channel-equalizer impulse response has most of its energy concentrated in a few samples. Simulate this experiment for a signal to noise ratio of 15dB, and comment on the channel shortening process.


10. (a) Show that recursion of equation (13.30) minimizes the objective function of equation (13.29).
    (b) Show that recursion of equation (13.30) also minimizes the objective function
    \[ \| w(k+1) - w(k) \|^2 \]
    subject to:
    \[ | \text{sgn} [x^H(k)w(k+1)] - |x^H(k)w(k+1)|^p |^q |^p = 0 \]

11. Derive a constrained minimum variance (CMV) affine projection algorithm for equalization, whose objective function is to minimize
    \[ \frac{1}{2} \| w(k+1) - w(k) \|^2 \]
    and
    \[ \frac{1}{2} w^T(k+1) r(k) r^T(k) w(k+1) \]
    subject to:
    \[ w^T(k+1) c = c \]

    where \( r(k) \) is a vector that in the present case represents the received signal vector, \( c \) is an arbitrary constant, and \( c \) is a constraint vector.

12. Assume a PAM signal with two symbols is transmitted through a noiseless AR channel whose transfer function is
    \[ H(z) = \frac{0.25z}{z + 0.5} \]

    Simulate a blind equalization using a first-order FIR adaptive filter, using affine projection CM algorithm as well as the stochastic gradient version CMA. Plot the convergence trajectories of \( w_0(k) \) and \( w_1(k) \) for 20 distinct initialization points (on the same figure) for \( w_0(0) \) and \( w_1(0) \) corresponding to zeros in the interior of unit circle. Interpret the results.

13. Equalize the one-input two-output channel described below using the SIMO affine projection CM algorithm. The input signal is a two PAM signal representing a randomly generated bit stream with the signal to noise ratios \( \frac{\sigma_i^2}{\sigma_n^2} = 20 \), for \( i = 1, 2 \), at the receiver end, that is, \( r_i(k) \) is the received signal without taking into consideration the additional channel noise. Choose the appropriate equalizer order and the number of reuses such that the bit error rate falls below 0.01.
14. Using the complex version of the SIMO affine projection CM algorithm to equalize the one-input two-output channel with the transfer function given below. The input signal is a four QAM signal representing a randomly generated bit stream with the signal to noise ratios $\frac{\sigma_r^2}{\sigma_n^2} = 10$, for $i = 1, 2$, at the receiver end, that is, $r_i(k)$ is the received signal without taking into consideration the additional channel noise. The adaptive filter has 5 coefficients.

\[
H_1(z) = (0.27 - 0.34j) + (0.43 + 0.87j)z^{-1} + (0.21 - 0.34j)z^{-2}
\]

\[
H_2(z) = (0.34 - 0.27j) + (0.87 + 0.43j)z^{-1} + (0.34 - 0.21j)z^{-2}
\]

(a) Run the algorithm for $\mu = 0.1$, $\mu = 0.4$, and $\mu = 0.8$. Comment on the convergence behavior in each case.

(b) Plot the real versus imaginary parts of the received signals before equalization and the single output signal after equalization.

15. Repeat problem 14 for the case the adaptive-filter order is one and comment on the results.
A.1 INTRODUCTION

This appendix briefly describes how to deal with complex signals in adaptive-filtering context in a simple manner, for further details the reader is encouraged to refer to [1]-[2].

A.2 THE COMPLEX WIENER SOLUTION

Environments with complex signals are typical of some communication applications. In order to address these cases, this section describes the complex Wiener solution. In the complex case, the error signal and its complex conjugate are defined as

\[ e(k) = d(k) - w^H(k)x(k) \]
\[ e^*(k) = d^*(k) - w^T(k)x^*(k) \]  

(A.1)

Their product is then described by

\[ |e(k)|^2 = e(k)e^*(k) = [d(k) - w^H(k)x(k)][d^*(k) - w^T(k)x^*(k)] \]
\[ = |d(k)|^2 - w^T(k)x^*(k)d(k) - w^H(k)x(k)d^*(k) + w^H(k)x(k)x^H(k)w(k) \]
\[ = |d(k)|^2 - 2\text{re}[w^H(k)x(k)d^*(k)] + w^H(k)x(k)x^H(k)w(k) \]  

(A.2)
The expression of the error squared of equation (A.2) can be written as a function of the real and imaginary parts of the filter coefficients as
\[
|e(k)|^2 = |d(k)|^2 - \left( \text{re}[w^T(k)] + j\text{im}[w^T(k)] \right) x^*(k)d(k) \\
- \left( \text{re}[w^T(k)] - j\text{im}[w^T(k)] \right) x(k)d^*(k) \\
+ \left( \text{re}[w^T(k)] - j\text{im}[w^T(k)] \right) x(k)x^H(k)\left( \text{re}[w(k)] + j\text{im}[w(k)] \right)
\]
\[
= |d(k)|^2 - \text{re}[w^T(k)](x^*(k)d(k) + x(k)d^*(k)) \\
- \text{im}[w^T(k)](x^*(k)d(k) - x(k)d^*(k)) \\
+ \text{re}[w^T(k)]x(k)x^H(k)\text{re}[w(k)] - \text{im}[w^T(k)]x(k)x^H(k)\text{re}[w(k)] \\
+ j\text{re}[w^T(k)]x(k)x^H(k)\text{im}[w(k)] + j\text{im}[w^T(k)]x(k)x^H(k)\text{im}[w(k)]
\]  
(A.3)

where \(\text{re}[\cdot]\) and \(\text{im}[\cdot]\) indicate real and imaginary parts of \([\cdot]\), respectively.

For a filter with fixed coefficients, see equation (A.2), the MSE function is given by
\[
\xi = E[|e(k)|^2] \\
= E[|d(k)|^2] - 2\text{re}\{w^H E[d^*(k)x(k)]\} + w^H E[x(k)x^H(k)]w \\
= E[|d(k)|^2] - 2\text{re}[w^H p] + w^H R w
\]  
(A.4)

where \(p = E[d^*(k)x(k)]\) is the cross-correlation vector between the desired and input signals, and \(R = E[x(k)x^H(k)]\) is the input signal correlation matrix. As before, the objective function \(\xi\) is a quadratic function of the tap-weight coefficients which would allow a straightforward solution for \(w\), if vector \(p\) and matrix \(R\) are known.

The gradient with respect to a complex parameter is defined as
\[
g_w \{ E[|e(k)|^2] \} = \frac{1}{2} \left\{ \frac{\partial E[|e(k)|^2]}{\partial \text{re}[w(k)]} - j \frac{\partial E[|e(k)|^2]}{\partial \text{im}[w(k)]} \right\} 
\]  
(A.5)

However, the direction of maximum rate of change of a real-valued scalar function of a complex vector variable, in this case denoted by \(w\), is given by
\[
g_{w^*} \{ E[|e(k)|^2] \} = \frac{1}{2} \left\{ \frac{\partial E[|e(k)|^2]}{\partial \text{re}[w(k)]} + j \frac{\partial E[|e(k)|^2]}{\partial \text{im}[w(k)]} \right\}
\]  
(A.6)

Consult the references [1]-[2] for details\(^1\).

\(^1\)Any real valued function of a complex vector variable \(w\) can be represented by a Taylor series. The first-order term is given by
\[
\Delta \xi = \left[ \frac{\partial \xi}{\partial w(k)} \right]^T \Delta w + \left[ \frac{\partial \xi}{\partial w^*(k)} \right]^T \Delta w^*(k)
\]
\[
= 2\text{re} \left\{ \left[ \frac{\partial \xi}{\partial w(k)} \right]^T \Delta w(k) \right\} = 2\text{re} \left\{ \left[ \frac{\partial \xi}{\partial w^*(k)} \right]^T \Delta w^*(k) \right\} = 2\text{re} \left\{ \left[ \frac{\partial \xi}{\partial w^*(k)} \right]^H \Delta w(k) \right\}
\]
The term within the real part operator is an inner product, as such the maximum change in the objective function occurs when the change in \(\Delta w(k)\) is in the same direction as \(\left[ \frac{\partial \xi}{\partial w^*(k)} \right]\). Therefore, the maximum change of the objective function \(\xi\) occurs in the direction \(\frac{\partial \xi}{\partial w^*(k)}\).
A.2 The Complex Wiener Solution

Note that the partial derivatives are calculated for each element of \( w(k) \). With this definition, the following relations are valid for the complex scalar parameter case

\[
\frac{\partial w_i}{\partial w_i} = 1 \\
\frac{\partial w^*_i}{\partial w_i} = 0 \\
\frac{\partial E[|e(k)|^2]}{\partial w_i} = 0 \quad \text{if and only if} \quad \frac{\partial E[|e(k)|^2]}{\partial \text{re}[w_i]} = \frac{\partial E[|e(k)|^2]}{\partial \text{im}[w_i]} = 0
\]

The gradient of the MSE with respect to the vector \( w^* \) is given by

\[
g_w E\{e(k)e^*(k)\} = E\{-e^*(k)x(k)\} \quad \text{(A.7)}
\]

**Proof:**

In order to compute the gradient of the MSE with respect to the coefficients, we need the expressions for the partial derivatives of the error modulus squared with respect to the real and imaginary parts of the coefficients. These equations are

\[
\frac{\partial E[|e(k)|^2]}{\partial \text{re}[w(k)]} = -E\{x^*(k)d(k) + x(k)d^*(k)\} + E\{x(k)x^H(k) + x^*(k)x^T(k)\} \text{ re}[w(k)] \\
- E\{jx^*(k)x^T(k)\text{im}[w(k)]\} + E\{jx(k)x^H(k)\text{im}[w(k)]\}
\]

(A.8)

and

\[
\frac{\partial E[|e(k)|^2]}{\partial \text{im}[w(k)]} = -E\{j[x^*(k)d(k) - x(k)d^*(k)]\} - E\{jx(k)x^H(k)\text{re}[w(k)]\} \\
+ E\{jx^*(k)x^T(k)\text{re}[w(k)]\} + E\{[x(k)x^H(k) + x^*(k)x^T(k)] \text{im}[w(k)]\}
\]

(A.9)

respectively.
The gradient of the error modulus squared with respect to the complex coefficients can then be computed as
\[
g_w^* E[e(k)e^*(k)] = \frac{\partial E[|e(k)|^2]}{\partial w^*} = \frac{1}{2} E \left\{ -|x^*(k)d(k) + x(k)d^*(k)| + [x(k)x^H(k) + x^*(k)x^T(k)] re[w(k)] \\
- jx^*(k)x^T(k)im[w(k)] + jx(k)x^H(k)re[w(k)] - x^*(k)x^T(k)re[w(k)] \\
+ j[x(k)x^H(k) + x^*(k)x^T(k)] im[w(k)] \right\}
\]
\[
= \frac{1}{2} E \left\{ -2x(k)d^*(k) + 2x(k)x^H(k)re[w(k)] + 2jx(k)x^H(k)im[w(k)] \right\}
\]
\[
= E \left\{ -x(k)d^*(k) + x(k)x^H(k)w(k) \right\}
\]
\[
= E \left\{ x(k) \left[ -d^*(k) + x^H(k)w(k) \right] \right\}
\]
\[
= -E \left\{ [d^*(k) - w^T(k)x^*(k)] x(k) \right\}
\]
\[
= -E \left\{ e^*(k)x(k) \right\}
\]
\[
\]
\[
\text{The gradient vector of the MSE function related to the filter tap-weight coefficients is then given by}
\[
E\{g_w^* [e(k)e^*(k)]\} = g_w^* = \frac{\partial \xi}{\partial w^*} = E[-e^*(k)x(k)] = -p + Rw
\]
\[
\text{By equating the gradient vector to zero and assuming } R \text{ is nonsingular, the optimal values for the tap-weight coefficients that minimize the objective function leads to the Wiener solution for the complex case given by}
\[
w_o = R^{-1} p
\]
\[
\text{where } R = E[x(k)x^H(k)] \text{ and } p = E[d^*(k)x(k)], \text{assuming that } d^*(k) \text{ and } x(k) \text{ are jointly wide-sense stationary.}
\]

A.3 DERIVATION OF THE COMPLEX LMS ALGORITHM

The LMS algorithm employs instantaneous estimates of matrix \( \hat{R}(k) \), denoted by \( \hat{R}(k) \), and of vector \( p \), denoted by \( \hat{p}(k) \), given by
\[
\hat{R}(k) = x(k)x^H(k) \\
\hat{p}(k) = d^*(k)x(k)
\]
Using these estimates the objective function actually minimized is the instantaneous square error $|e(k)|^2$ instead of the MSE. As a result, the expression of the gradient estimate is

$$ \hat{g}_w \{ e(k)e^*(k) \} = \frac{\partial |e(k)|^2}{\partial w^*} $$

$$ = \frac{1}{2} \left\{ \frac{\partial |e(k)|^2}{\partial \text{re}[w(k)]} + j \frac{\partial |e(k)|^2}{\partial \text{im}[w(k)]} \right\} $$

$$ = \frac{1}{2} \left[ \frac{\partial |e(k)|^2}{\partial \text{re}[w_0(k)]} \frac{\partial |e(k)|^2}{\partial \text{re}[w_1(k)]} \cdots \frac{\partial |e(k)|^2}{\partial \text{re}[w_N(k)]} \right]^T $$

$$ + j \frac{1}{2} \left[ \frac{\partial |e(k)|^2}{\partial \text{im}[w_0(k)]} \frac{\partial |e(k)|^2}{\partial \text{im}[w_1(k)]} \cdots \frac{\partial |e(k)|^2}{\partial \text{im}[w_N(k)]} \right]^T $$

$$ = -e^*(k)x(k) $$

(A.13)

**A.4 USEFUL RESULTS**

Table A.1 shows some useful complex differentiation of scalar and vector functions $f(w)$ and $f(w^*)$, respectively, with respect to variable vectors $w$ and $w^*$.

<table>
<thead>
<tr>
<th>Type of Function</th>
<th>Function</th>
<th>Variable w</th>
<th>Variable $w^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(w)$</td>
<td>$\text{re}[w^Hx]$</td>
<td>$\frac{1}{2}x^*$</td>
<td>$\frac{1}{2}x$</td>
</tr>
<tr>
<td>$f(w)$</td>
<td>$w^Hx$</td>
<td>0</td>
<td>$x$</td>
</tr>
<tr>
<td>$f(w)$</td>
<td>$x^Hw$</td>
<td>$x^*$</td>
<td>0</td>
</tr>
<tr>
<td>$f(w)$</td>
<td>$w^H\text{Re}$</td>
<td>$R^T\text{w}^*$</td>
<td>$\text{Re}$</td>
</tr>
<tr>
<td>$f(w)$</td>
<td>$H_1w + H_2w^*$</td>
<td>$H_1^T$</td>
<td>$H_2^T$</td>
</tr>
</tbody>
</table>

**References**


B.1 INTRODUCTION

In this appendix, several aspects of the finite-wordlength effects in the LMS algorithm are discussed for the cases of implementations in fixed- and floating-point arithmetics [1]-[3].

B.2 ERROR DESCRIPTION

All scalars and vector elements in the LMS algorithm will deviate from their correct values due to quantization effects. The error generated in any individual quantization is considered to be a zero-mean random variable that is independent of any other errors and quantities related to the adaptive-filter algorithm. The variances of these errors depend on the type of quantization and arithmetic that will be employed in the algorithm implementation.

The errors in the quantities related to the LMS algorithm are defined by

\[ n_e(k) = e(k) - e(k)_Q \]  
\[ n_w(k) = w(k) - w(k)_Q \]  
\[ n_y(k) = y(k) - y(k)_Q \]

where the subscript \( Q \) denotes the quantized form of the given value or vector.

It is assumed that the input signal and desired signal suffer no quantization, so that only internal computation quantizations are taken into account. The effects of quantization in the input and desired signals can be easily taken into consideration separately from other quantization error sources. In the case of the desired signal, the quantization error can be added to the measurement noise, while for the input signal the basic effect at the output of the filter is an additional noise as will be discussed later.
The following relations describe the computational errors introduced in the LMS algorithm implemented with finite wordlength:

\[ e(k)_Q = d(k) - x^T(k)w(k)_Q - n_e(k) \]  \hspace{1cm} (B.4)
\[ w(k + 1)_Q = w(k)_Q + 2\mu e(k)_Q x(k) - n_w(k) \]  \hspace{1cm} (B.5)

where \(n_e(k)\) is the noise sequence due to quantization in the inner product \(x^T(k)w(k)_Q\), the additional measurement noise \(n(k)\) is included in \(d(k)\), and \(n_w(k)\) is a noise vector generated by quantization in the product \(2\mu e(k)_Q x(k)\). The generation of quantization noise as described applies for fixed-point arithmetic, whereas for floating-point arithmetic the addition also introduces quantization error that should be included in \(n_e(k)\) and \(n_w(k)\).

The objective now is to study the LMS algorithm behavior when internal computations are performed in finite precision. Algorithm B.1 describes the LMS algorithm including quantization and with presence of additional noise.

Define

\[ \Delta w(k)_Q = w(k)_Q - w_o \]  \hspace{1cm} (B.6)

where \(w_o\) is the optimal coefficient vector, and considering that

\[ d(k) = x^T(k)w_o + n(k) \]  \hspace{1cm} (B.7)

it then follows that

\[ e(k)_Q = (d(k) - x^T(k)w(k)_Q)_Q = -x^T(k)\Delta w(k)_Q - n_e(k) + n(k) \]  \hspace{1cm} (B.8)

and from equation (B.5)

\[ \Delta w(k + 1)_Q = \Delta w(k)_Q + 2\mu x(k) \left[ -x^T(k)\Delta w(k)_Q - n_e(k) + n(k) \right] - n_w(k) \]  \hspace{1cm} (B.9)
This equation can be rewritten as

\[ \Delta w(k+1)_Q = [I - 2\mu x(k)x^T(k)] \Delta w(k)_Q + n'_w(k) \]  

(B.10)

where

\[ n'_w(k) = 2\mu x(k)(n(k) - n_e(k)) - n_w(k) \]  

(B.11)

For the sake of illustration and completeness, the solution of equation (B.10) is

\[ \Delta w(k+1)_Q = \prod_{i=0}^{k} [I - 2\mu x(i)x^T(i)] \Delta w(0)_Q + \sum_{i=0}^{k} \left\{ \prod_{j=i+1}^{k} [I - 2\mu x(j)x^T(j)] n'_w(i) \right\} \]  

(B.12)

where we define that for \( j = k + 1 \) in the second product, \( \prod_{j=k+1}^{k}[.] = 1 \).

## B.3 Error Models for Fixed-Point Arithmetic

In the case of fixed-point arithmetic, with rounding assumed for quantization, the error after each product can be modeled as a zero-mean stochastic process, with variance given by [4]-[6]

\[ \sigma^2 = \frac{2^{-2b}}{12} \]  

(B.13)

where \( b \) is the number of bits after the sign bit. Here it is assumed that the number of bits after the sign bit for quantities representing signals and filter coefficients are different and given by \( b_d \) and \( b_c \), respectively. It is also assumed that the internal signals are properly scaled, so that no overflow occurs during the computations and that the signal values lie between -1 and +1 all the time. The error signals consisting of the elements of \( n_e(k) \) and \( n_w(k) \) are all uncorrelated and independent of each other. The variance of \( n_e(k) \) and the covariance of \( n_w(k) \) are given by

\[ E[n_e^2(k)] = \sigma^2_e \]  

(B.14)

\[ E[n_w(k)n_w^T(k)] = \sigma^2_wI \]  

(B.15)

respectively. If distinction is made between data and coefficient wordlengths, the above mentioned variances are given by

\[ \sigma^2_e = \sigma^2_y = \gamma \frac{2^{-2b_d}}{12} \]  

(B.16)

\[ \sigma^2_w = \gamma' \frac{2^{-2b_c}}{12} \]  

(B.17)

where \( \gamma' = \gamma = 1 \) if the quantization is performed after addition, i.e., products are performed in full precision and only after all the additions in the inner product are finished, the quantization is applied. For quantization after each product, \( \gamma = N + 1 \) where \( N + 1 \) is the number of partial products, and \( \gamma' = 1 \). Those not familiar with the results of the above equations should consult a basic digital signal processing textbook such as [4], [5], or [6].
Note that \( \sigma_w^2 \) depends on how the product \( 2\mu e(k)x(k) \) is performed. In the above equation, it was assumed that the product was available in full precision, and then a quantization to \( b_c \) bits in the fractional part was performed, or equivalently, the product \( 2\mu e(k) \) in full precision was multiplied by \( x(k) \), and only in the last operation quantization was introduced. In case of quantization of partial results, the variance \( \sigma_w^2 \) is increased due to the products of partial errors with the remaining product components.

### B.4 COEFFICIENT-ERROR-VECTOR COVARIANCE MATRIX

Obviously, internal quantization noise generated during the operation of the LMS algorithm affects its convergence behavior. In this section, we discuss the effects of the finite-wordlength computations on the second-order statistics of the errors in the adaptive-filter coefficients. First, we assume that the quantization noise \( n_e(k) \) and the vector \( n_w(k) \) are all independent of the data, of the filter coefficients, and of each other. Also, these quantization errors are all considered zero-mean stochastic processes. With these assumptions, the covariance of the error in the coefficient vector, defined by \( E[\Delta w(k)Q\Delta w^T(k)Q] \), can be easily derived from equations (B.10) and (B.11):

\[
\text{cov}[\Delta w(k+1)_Q] = E[\Delta w(k+1)_Q\Delta w^T(k+1)_Q] = E \left\{ \left[ I - 2\mu x(k)x^T(k) \right] \Delta w(k)_Q \Delta w^T(k)_Q \left[ I - 2\mu x(k)x^T(k) \right] \right\} + 4\mu^2 E[x(k)x^T(k)]E[n^2_e(k)] + 4\mu^2 E[x(k)x^T(k)]E[n^2_e(k)] + E[n_w(k)n_w^T(k)]
\]

(B.18)

Each term on the right-hand side of the above equation can be approximated in order to derive the solution for the overall equation. The only assumption made is the independence between \( x(k) \) and \( \Delta w(k)_Q \) that is reasonably accurate in practice.

The first term in equation (B.18) can be expressed as

\[
T_1 = \text{cov}[\Delta w(k)_Q] - 2\mu \text{cov}[\Delta w(k)_Q]E[x(k)x^T(k)] - 2\mu E[x(k)x^T(k)]\text{cov}[\Delta w(k)_Q] + 4\mu^2 E \left\{ x(k)x^T(k) \right\} \text{cov}[\Delta w(k)_Q] x(k)x^T(k)
\]

(B.19)

The element \( (i, j) \) of the last term in the above equation is given by

\[
4\mu^2 \sum_{m=0}^{N} \sum_{l=0}^{N} \text{cov}[\Delta w(k)_Q]_{m,l} E[x_i(k)x_m(k)x_l(k)x_j(k)]
\]

(B.20)

where \( x_i(k) \) represents the \( i \)th element of \( x(k) \). If it is assumed that the elements of the input signal vector are jointly Gaussian, the following relation is valid

\[
E[x_i(k)x_m(k)x_l(k)x_j(k)] = R_{i,m}R_{i,j} + R_{m,l}R_{i,j} + R_{m,j}R_{i,l}
\]

(B.21)
where $R_{i,j}$ is the element $(i,j)$ of $R$. Replacing this expression in equation (B.20), it can be shown that
\[
\sum_{m=0}^N \sum_{l=0}^N \text{cov}[\Delta w(k)Q]_{m,l}E[x_i(k)x_m(k)x_i(k)x_j(k)] = 2 \{R\text{cov}[\Delta w(k)Q]R\}_{i,j} + R_{i,j} \text{tr}\{R\text{cov}[\Delta w(k)Q]\}
\] (B.22)
Using this result in the last term of $T_1$, it follows that
\[
T_1 = \text{cov}[\Delta w(k)Q] - 2\mu \{R\text{cov}[\Delta w(k)Q] + \text{cov}[\Delta w(k)Q]R\}
+ 4\mu^2 (2R\text{cov}[\Delta w(k)Q]R + R\text{tr}\{R\text{cov}[\Delta w(k)Q]\})
\] (B.23)
Since the remaining terms in equation (B.18) are straightforward to calculate, replacing equation (B.23) in (B.18) yields
\[
\text{cov}[\Delta w(k+1)Q] = (I - 2\mu R)\text{cov}[\Delta w(k)Q] - 2\mu \text{cov}[\Delta w(k)Q]R
+ 4\mu^2 \text{tr}\{R\text{cov}[\Delta w(k)Q]\} + 8\mu^2 R\text{cov}[\Delta w(k)Q]R
+ 4\mu^2 (\sigma_n^2 + \sigma_w^2)R + \sigma_w^2 I
\] (B.24)
Before reaching the steady state, the covariance of $\Delta w(k+1)Q$ presents a transient behavior that can be analyzed in the same form as equation (3.23). It is worth mentioning that the condition for convergence of the coefficients given in equation (3.30) also guarantees the convergence of the above equation. In fact, equation (B.24) is almost the same as equation (3.23) except for the extra excitation terms $\sigma_n^2$ and $\sigma_w^2$ that account for the quantization effects, and, therefore, the behavior of the coefficients in the LMS algorithm in finite precision must resemble its behavior in infinite precision, with the convergence curve shifted up in the finite-precision case.

In most cases, the norm of $R\text{cov}[\Delta w(k)Q]R$ is much smaller than the norm of $R\text{tr}\{R\text{cov}[\Delta w(k)Q]\}$ so that the former term can be eliminated from equation (B.24). Now, by considering in equation (B.24) that in the steady state $\text{cov}[\Delta w(k)Q] \approx \text{cov}[\Delta w(k+1)Q]$ and applying the trace operation in both sides, it is possible to conclude that
\[
\text{tr}\{R\text{cov}[\Delta w(k)Q]\} = \frac{4\mu^2 (\sigma_n^2 + \sigma_w^2)\text{tr}[R] + (N + 1)\sigma_w^2}{4\mu - 4\mu^2 \text{tr}[R]}
\] (B.25)
This expression will be useful to calculate the excess MSE in the finite-precision implementation of the LMS algorithm.

If $x(k)$ is considered a Gaussian white noise with variance $\sigma_x^2$, it is possible to calculate the expected value of $||\Delta w(k)Q||^2$, defined as the trace of $\text{cov}[\Delta w(k)Q]$, from equations (B.24) and (B.25). The result is
\[
E[||\Delta w(k)Q||^2] = \frac{\mu(\sigma_n^2 + \sigma_w^2)(N + 1)}{1 - \mu(N + 1)\sigma_x^2} + \frac{(N + 1)\sigma_w^2}{4\mu\sigma_x^2[1 - \mu(N + 1)\sigma_x^2]}
\] (B.26)
As can be noted, when $\mu$ is small, the noise in the calculation of the coefficients plays a major role in the overall error in the adaptive-filter coefficients.
B.5 ALGORITHM STOP

The adaptive-filter coefficients may stop updating due to limited wordlength employed in the internal computation. In particular, for the LMS algorithm, it will occur when

\[ |2\mu e(k)Qx(k)|_i < 2^{-b_c-1} \]  

(B.27)

where \(|(\cdot)|_i\) denotes the modulus of the \(i\)th component of \((\cdot)\). The above condition can be stated in an equivalent form given by

\[ 4\mu^2(\sigma^2_e + \sigma^2_n)\sigma^2_x < 4\mu^2 E[e^2(k)Q]E[x^2_i(k)] < \frac{2^{-2b_c}}{4} \]  

(B.28)

where in the first inequality it was considered that the variances of all elements of \(x(k)\) are the same, and that \(\sigma^2_e + \sigma^2_n\) is a lower bound for \(E[e^2(k)Q]\) since the effect of misadjustment due to noise in the gradient is not considered. If \(\mu\) is chosen such that

\[ \mu > \frac{2^{-b_c}}{4\sigma_x \sqrt{\sigma^2_e + \sigma^2_n}} \]  

(B.29)

the algorithm will not stop before convergence is reached. If \(\mu\) is small such that the convergence is not reached, the MSE at the output of the adaptive system will be totally determined by the quantization error. In this case, the quantization error is usually larger than the expected MSE in the infinite-precision implementation.

B.6 MEAN-SQUARE ERROR

The mean-square error of the conventional LMS algorithm in the presence of quantization noise is given by

\[ \xi(k) = E[e^2(k)Q] \]  

(B.30)

By recalling from equation (B.8) that \(e(k)Q\) can be expressed as

\[ e(k)Q = -x^T(k)\Delta w(k)Q - n_e(k) + n(k) \]

it then follows that

\[ \xi(k) = E[x^T(k)\Delta w(k)Qx(k)\Delta w^T(k)Q] + \sigma^2_e + \sigma^2_n \]

\[ = E\{ \text{tr}[x(k)x^T(k)\Delta w(k)Q\Delta w^T(k)Q]\} + \sigma^2_e + \sigma^2_n \]

\[ = \text{tr}\{ \text{Rcov}[\Delta w(k)Q]\} + \sigma^2_e + \sigma^2_n \]  

(B.31)

If we replace equation (B.25) in (B.31), the MSE of the adaptive system is given by

\[ \xi(k) = \frac{\mu(\sigma^2_n + \sigma^2_e)\text{tr}[\text{R}]}{1 - \mu\text{tr}[\text{R}]} + \frac{(N+1)\sigma^2_w}{4\mu(1 - \mu\text{tr}[\text{R}])} + \sigma^2_e + \sigma^2_n \]

\[ = \frac{\sigma^2_e + \sigma^2_n}{1 - \mu\text{tr}[\text{R}]} + \frac{(N+1)\sigma^2_w}{4\mu(1 - \mu\text{tr}[\text{R}])} \]  

(B.32)
This formula is valid as long as the algorithm does not stop updating the coefficients. However, the MSE tends to increase in a form similar to that determined in equation (B.32) when \( \mu \) does not satisfy equation (B.29).

In case the input signal is also quantized, a noise with variance \( \sigma_i^2 \) is generated at the input, causing an increase in the MSE. The model for the input signal is then,

\[
x(k)_Q = x(k) - n_i(k)
\]  

(B.33)

In this case the quantized error can be expressed as

\[
e(k)_Q = d(k) - w^T (k)_Q x(k)_Q - n_e(k)
\]

\[
= w_o^T x(k) + n(k) - w^T (k)_Q [x(k) - n_i(k)] - n_e(k)
\]

\[
= -\Delta w^T (k)_Q x(k) - [w_o^T + \Delta w^T (k)_Q] n_i(k) - n_e(k) + n(k)
\]

(B.34)

The basic difference between the above expression and equation (B.8) is the inclusion of the term \(-[w_o^T + \Delta w^T (k)_Q] n_i(k)\). By assuming this term is uncorrelated to other terms of the error expression, the MSE in equation (B.32) includes an extra term given by

\[
E[(w_o^T + \Delta w^T (k)_Q) n_i(k)(w_o^T + \Delta w^T (k)_Q) n_i(k)]
\]

that can be simplified as

\[
E[(w_o^T + \Delta w^T (k)_Q) n_i(k)n_i^T(k)(w_o + \Delta w(k)_Q)] = w_o^T E[n_i(k)n_i^T(k)] w_o
\]

\[
+ E[\Delta w^T_Q(k) E[n_i(k)n_i^T(k)] \Delta w_Q(k)]
\]

\[
= \sigma_i^2 \{ w_o^T w_o + tr[cov(\Delta w_Q(k))] \}
\]

\[
= \sigma_i^2 (||w_o||^2 + tr\{cov[\Delta w(k)_Q]\})
\]

\[
\approx \sigma_i^2 ||w_o||^2
\]

(B.35)

This additional term due to the input signal quantization leads to an increment in the MSE. As a result of this term being feedback in the algorithm through the error signal generates an extra term in the MSE with the same gain as the measurement noise that is approximately given by

\[
\frac{\mu \sigma_e^2 tr[R]}{1 - \mu tr[R]} ||w_o||^2
\]

Therefore, the total contribution of the input signal quantization is

\[
\xi_i \approx \frac{||w_o||^2 \sigma_i^2}{1 - \mu tr[R]}
\]

(B.36)

where in the above analysis it was considered that the terms with \( \sigma_i^2 \cdot \sigma_w^2 \), \( \sigma_i^2 \cdot \sigma_e^2 \), and \( \sigma_i^2 \cdot \sigma_n^2 \) are small enough to be neglected.
B.7 FLOATING-POINT ARITHMETIC IMPLEMENTATION

A succinct analysis of the quantization effects in the LMS algorithm when implemented in floating-point arithmetic is presented in this section. Most of the derivations are given in the section B.8 and follow closely the procedure of the fixed-point analysis.

In floating-point arithmetic, quantization errors occur after addition and multiplication operations. These errors are respectively modeled as follows [7]:

\[
\text{fl}[a + b] = a + b - (a + b)n_a \quad (B.37)
\]

\[
\text{fl}[a \cdot b] = a \cdot b - (a \cdot b)n_p \quad (B.38)
\]

where \(n_a\) and \(n_p\) are zero-mean random variables that are independent of any other errors. Their variances are respectively given by

\[
\sigma^2_{n_p} \approx 0.18 \cdot 2^{-2b} \quad (B.39)
\]

and

\[
\sigma^2_{n_a} < \sigma^2_{n_p} \quad (B.40)
\]

where \(b\) is the number of bits in the mantissa representation.

The quantized error and the quantized filter coefficients vector are given by

\[
e(k)_Q = d(k) - x^T(k)w(k)_Q - n_e(k) \quad (B.41)
\]

\[
w(k + 1)_Q = w(k)_Q + 2\mu x(k)e(k)_Q - n_w(k) \quad (B.42)
\]

where \(n_e(k)\) and \(n_w(k)\) represent computational errors, and their expressions are given in the section B.8. Since \(n_w(k)\) is a zero-mean vector, it is shown in the section B.8 that on the average \(w(k)_Q\) tends to \(w_o\). Also, it can be shown that

\[
\Delta w(k + 1)_Q = [I - 2\mu x(k)x^T(k) + N_{\Delta w}(k)]\Delta w(k) + N'_o(k)w_o + 2\mu x(k)[n(k) - n_e(k)] \quad (B.43)
\]

where \(N_{\Delta w}(k)\) combines several quantization-noise effects as discussed in the section B.8, and \(N'_o(k)\) is a diagonal noise matrix that models the noise generated in the vector addition required to update \(w(k + 1)_Q\). The error matrix \(N_{\Delta w}(k)\) can be considered negligible as compared to \([I - 2\mu x(k)x^T(k)]\) and therefore is eliminated in the analysis below.

By following a similar analysis used to derive equation (B.24) in the case of fixed-point arithmetic, we obtain

\[
\text{tr} \{ R \text{cov}[\Delta w(k)_Q] \} = \frac{4\mu^2(\sigma^2_n + \sigma^2_e)\text{tr}[R] + ||w_o||^2 \sigma^2_{n_a} + \text{tr}\{\text{cov}[\Delta w(k)]\} \sigma^2_{n_a}}{4\mu - 4\mu^2\text{tr}[R]} \quad (B.44)
\]

where it was considered that all noise sources in matrix \(N'_o(k)\) have the same variance given by \(\sigma^2_{n_a}\).

If \(x(k)\) is considered a Gaussian white noise with variance \(\sigma^2_x\), it is straightforward to calculate \(E[||w(k)_Q||^2]\). The expression is given by

\[
E[||w(k)_Q||^2] = \frac{\mu(\sigma^2_n + \sigma^2_e)(N + 1)}{1 - \mu(N + 1)\sigma^2_x} + \frac{||w_o||^2 \sigma^2_{n_a}}{4\mu^2(1 - \mu(N + 1)\sigma^2_x)} + \frac{\sigma^2_{n_a} \sigma^2_{n}(N + 1)}{4\sigma^2_x[1 - \mu(N + 1)\sigma^2_x]} \quad (B.45)
\]
where the expression for $\text{tr}\{\text{cov}[\Delta w(k)]\}$ used in the above equation is given in the section B.8, equation (B.52). For small values of $\mu$, the quantization of addition in the updating of $w(k)_Q$ may be the dominant source of error in the adaptive-filter coefficients.

The MSE in the LMS algorithm implemented with floating-point arithmetic is then given by

$$
\xi(k)_Q = \text{tr}\{R\text{cov}[\Delta w(k)_Q]\} + \sigma_e^2 + \sigma_n^2 \\
= \frac{(\sigma_n^2 + \sigma_e^2)}{1 - \mu\text{tr}[R]} + \frac{||w_o||^2\sigma_n^2 + \text{tr}\{\text{cov}[\Delta w(k)]\}\sigma_n^2}{4\mu(1 - \mu\text{tr}[R])}
$$  \hspace{1cm} (B.46)

For $\mu \ll \frac{1}{\text{tr}[R]}$, using equation (B.52), and again considering $x(k)$ a Gaussian white noise with variance $\sigma_x^2$, the above equation can be simplified as follows:

$$
\xi(k)_Q = \sigma_n^2 + \sigma_e^2 + \frac{||w_o||^2\sigma_n^2}{4\mu} + \frac{(N + 1)\sigma_n^2\sigma_n^2}{4}
$$  \hspace{1cm} (B.47)

The $i$th coefficient of the adaptive filter will not be updated in floating-point implementation if

$$
|2\mu e(k)_Q x(k)|_i < 2^{-b_a - 1}|w(k)|_i
$$  \hspace{1cm} (B.48)

where $|\cdot|_i$ denotes the modulus of the $i$th component of $\cdot$, and $b_a$ is the number of bits in the fractional part of the addition in the coefficient updating. In the steady state we can assume that $\sigma_n^2 + \sigma_e^2$ is a lower bound for $E[e^2(k)_Q]$ and equation (B.48) can be equivalently rewritten as

$$
4\mu^2(\sigma_n^2 + \sigma_e^2)\sigma_x^2 < 4\mu^2E[e^2(k)_Q]E[x_i^2(k)] < \frac{2^{-2b_a}}{4}w_{oi}^2
$$  \hspace{1cm} (B.49)

The algorithm will not stop updating before the convergence is achieved, if $\mu$ is chosen such that

$$
\mu > \frac{2^{-b_a}}{4}\sqrt{\frac{w_{oi}^2}{(\sigma_n^2 + \sigma_e^2)\sigma_x^2}}
$$  \hspace{1cm} (B.50)

In case $\mu$ does not satisfy the above condition, the MSE is determined by the quantization error.

**B.8 FLOATING-POINT QUANTIZATION ERRORS IN LMS ALGORITHM**

In this section, we derive the expressions for the quantization errors generated in the implementation of the LMS algorithm using floating-point arithmetic.
The error in the output error computation is given by

\[
\begin{align*}
n_e(k) &\approx -n_a(k)[d(k) - x^T(k)w(k)_Q] \\
&+ x^T(k) \begin{bmatrix}
  n_{p_0}(k) & 0 & 0 & \cdots & 0 \\
  0 & n_{p_1}(k) & \cdots & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \cdots & \cdots & n_{p_N}(k)
\end{bmatrix}w(k)_Q \\
&= -[n_{a_1}(k) n_{a_2}(k) \cdots n_{a_N}(k)] \begin{bmatrix}
  \sum_{i=0}^{1} x(k - i)w_i(k)_Q \\
  \sum_{i=0}^{2} x(k - i)w_i(k)_Q \\
  \vdots \\
  \sum_{i=0}^{N} x(k - i)w_i(k)_Q
\end{bmatrix}
\end{align*}
\]

where \(n_{p_i}(k)\) accounts for the noise generated in the products \(x(k - i)w_i(k)_Q\) and \(n_{a_i}(k)\) accounts for the noise generated in the additions of the product \(x^T(k)w(k)\). Note that the error terms of second- and higher-order have been neglected.

Using similar assumptions one can show that

\[
\begin{align*}
n_w(k) &= -2\mu n_p'(k)e(k)_Q x(k) - 2\mu N_p''(k)e(k)_Q x(k) - N_a'(k)[w(k)_Q + 2\mu e(k)_Q x(k)] \\
&\quad + 2\mu e(k)_Q x(k) \quad \text{(B.51)}
\end{align*}
\]

where

\[
N_p''(k) = \begin{bmatrix}
n_{p_0}'(k) & 0 & \cdots & 0 \\
0 & n_{p_1}'(k) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & n_{p_N}'(k)
\end{bmatrix}
\]

and \(n_{p_i}'(k)\) accounts for the quantization of the product \(2\mu\) by \(e(k)_Q\), considering that \(2\mu\) is already available. Matrix \(N_p''(k)\) models the quantization in the product of \(2\mu e(k)_Q\) by \(x(k)\), while \(N_a'(k)\) models the error in the vector addition used to generate \(w(k + 1)_Q\).
If we substitute the expression for \( e(k)_p \) of equation (B.8) in \( n_w(k) \) given in equation (B.51), and use the result in equation (B.11), it can be shown that

\[
\Delta w(k + 1)_Q = [I - 2\mu x(k)x^T(k)]\Delta w(k)_Q + 2\mu x(k)[n(k) - \mu_e(k)] - n_w(k)
\]

\[
\approx [I - 2\mu x(k)x^T(k) + 2\mu n'_p(k)x(k)x^T(k) + 2\mu\sigma_n(k)x(k)x^T(k) + \sigma_n(\Delta w(k))_Q + \sigma_p(\Delta w(k))_Q + 2\mu x(k)[n(k) - \mu_e(k)]
\]

where the terms corresponding to products of quantization errors were considered small enough to be neglected.

Finally, the variance of the error noise can be derived as follows:

\[
\sigma^2_e = \sigma^2_{n_a} \xi(k)_Q + \sigma^2_{n_p} \sum_{i=0}^{N} R_{i,i}^{cov[\Delta w(k + 1)_Q],i,i}
\]

\[
+ \sigma^2_{n_a} \left\{ E\left[\left(\sum_{i=0}^{1} x(k - i)w_i(k)_Q\right)^2\right] + E\left[\left(\sum_{i=0}^{2} x(k - i)w_i(k)_Q\right)^2\right]
\]

\[
+ \cdots + E\left[\left(\sum_{i=0}^{N} x(k - i)w_i(k)_Q\right)^2\right]\right\}
\]

where \( \sigma^2_{n_a} \) was considered equal to \( \sigma^2_{n_a} \), and \( \cdot \) means diagonal elements of \( \cdot \). The second term can be further simplified as follows:

\[
\text{tr}\{R^{cov[\Delta w(k + 1)_Q]\}} \approx \sum_{i=0}^{N} R_{i,i}^{w_o^2} + R_{i,i}^{cov[\Delta w(k + 1)_Q],i,i}
\]

+ first- and higher-order terms \( \cdots \)

Since this term is multiplied by \( \sigma^2_{n_p} \), any first- and higher-order terms can be neglected. The first term of \( \sigma^2_e \) is also small in the steady state. The last term can be rewritten as

\[
\sigma^2_{n_a} \left\{ E\left[\left(\sum_{i=0}^{1} x(k - i)w_i(k)_Q\right)^2\right] + E\left[\left(\sum_{i=0}^{2} x(k - i)w_i(k)_Q\right)^2\right] + \cdots + E\left[\left(\sum_{i=0}^{N} x(k - i)w_i(k)_Q\right)^2\right]\right\}
\]

\[
= \sigma^2_{n_a} \left\{ \sum_{j=1}^{N} \sum_{i=0}^{j} R_{i,i}^{cov[\Delta w(k + 1)_Q],i,i}\right\}
\]

where terms of order higher than one were neglected, \( x(k) \) was considered uncorrelated to \( \Delta w(k + 1) \), and \( cov[\Delta w(k + 1)_Q] \) was considered a diagonal matrix. Actually, if \( x(k) \) is considered a zero-mean Gaussian white noise, from equation (3.23) it can be shown that

\[
cov[\Delta w(k)] \approx \mu \sigma_n^2 I + \frac{\mu^2(N + 1)\sigma^2_x \sigma^2_n I}{1 - \mu(N + 1)} = \frac{\mu \sigma_n^2 I}{1 - \mu(N + 1)\sigma^2_x}
\]

(B.52)
Since this term will be multiplied by $\sigma^2_{na}$ and $\sigma^2_{np}$, it can also be disregarded. In conclusion,

$$\sigma^2_e \approx \sigma^2_{na} \left\{ E\left[\sum_{j=1}^{N} \sum_{i=0}^{j} x(k-i)w_{oi}^2\right]\right\} + \sigma^2_{np} \sum_{i=0}^{N} R_{i,i}w_{oi}^2$$

This equation can be further simplified when $x(k)$ is as above described and $\sigma^2_{na} = \sigma^2_{np} = \sigma^2_d$, leading to

$$\sigma^2_e \approx \sigma^2_d \left[ \sum_{i=1}^{N} (N-i+2)R_{i,i}w_{oi}^2 - R_{1,1}w_{o1}^2 \right] = \sigma^2_d \sigma^2_x \left[ \sum_{i=1}^{N} (N-i+2)w_{oi}^2 - w_{o1}^2 \right]$$

References


C

QUANTIZATION EFFECTS IN THE RLS ALGORITHM

C.1 INTRODUCTION

In this appendix, several aspects of the finite-wordlength effects in the RLS algorithm are discussed for the cases of implementation with fixed- and floating-point arithmetic [4]-[7], [8]-[11].

C.2 ERROR DESCRIPTION

All the elements of matrices and vectors in the RLS algorithm will deviate from their correct values due to quantization effects. The error generated in any individual quantization is considered to be a zero-mean random variable that is independent of any other error and quantities related to the adaptive-filter algorithm. The variances of these errors depend on the type of quantization and arithmetic that will be applied in the algorithm implementation.

The errors in the quantities related to the conventional RLS algorithm are defined by

\[ n_e(k) = e(k) - e(k)_Q \]  \hspace{1cm} (C.1)  
\[ n_{qD}(k) = S_{D}(k - 1)_Q x(k) - [S_{D}(k - 1)_Q x(k)]_Q \]  \hspace{1cm} (C.2)  
\[ N_{S_{D}}(k) = S_{D}(k) - S_{D}(k)_Q \]  \hspace{1cm} (C.3)  
\[ n_w(k) = w(k) - w(k)_Q \]  \hspace{1cm} (C.4)  
\[ n_y(k) = y(k) - y(k)_Q \]  \hspace{1cm} (C.5)  
\[ n_{\varepsilon}(k) = \varepsilon(k) - \varepsilon(k)_Q \]  \hspace{1cm} (C.6)

where the subscript Q denotes the quantized form of the given matrix, vector, or scalar.

It is assumed that the input signal and desired signal suffer no quantization, so only quantizations of internal computations are taken into account. With the above definitions, the following relations describe the computational error in some quantities of interest related to the RLS algorithm:

\[ e(k)_Q = d(k) - x^T(k)w(k - 1)_Q - n_e(k) \]  \hspace{1cm} (C.7)  
\[ w(k)_Q = w(k - 1)_Q + S_{D}(k)_Q x(k)e(k)_Q - n_w(k) \]  \hspace{1cm} (C.8)
where \( n_e(k) \) is the noise sequence due to quantization in the inner product \( x^T(k)w(k-1)_Q \) and \( n_w(k) \) is a noise vector due to quantization in the product \( S_D(k)_Qx(k)e(k)_Q \).

The development here is intended to study the algorithm behavior when the internal signals, vectors, and matrices are available in quantized form as happens in a practical implementation. This means that, for example in Algorithm 5.2, all the informations needed from the previous time interval \((k-1)\) to update the adaptive filter at instant \( k \) are available in quantized form.

Now we can proceed with the analysis of the deviation in the coefficient vector generated by the quantization error. By defining

\[
\Delta w(k)_Q = w(k)_Q - w_o \tag{C.9}
\]

and considering that

\[
d(k) = x^T(k)w_o + n(k)
\]

then it follows that

\[
e(k)_Q = -x^T(k)\Delta w(k-1)_Q - n_e(k) + n(k) \tag{C.10}
\]

and

\[
\Delta w(k)_Q = \Delta w(k-1)_Q + S_D(k)_Qx(k)[-x^T(k)\Delta w(k-1)_Q - n_e(k) + n(k)] - n_w(k) \tag{C.11}
\]

Equation (C.11) can be rewritten as follows:

\[
\Delta w(k)_Q = [I - S_D(k)_Qx(k)x^T(k)]\Delta w(k-1)_Q + n'_w(k) \tag{C.12}
\]

where

\[
n'_w(k) = S_D(k)_Qx(k)[n(k) - n_e(k)] - n_w(k) \tag{C.13}
\]

The solution of equation (C.12) can be calculated as

\[
\Delta w(k)_Q = \prod_{i=0}^{k} [I - S_D(i)_Qx(i)x^T(i)] \Delta w(-1)_Q \\
+ \sum_{i=0}^{k} \left\{ \prod_{j=i+1}^{k} [I - S_D(j)_Qx(j)x^T(j)] \right\} n'_w(i) \tag{C.14}
\]

where in the last term of the above equation for \( i = k \), we consider that

\[
\prod_{j=k+1}^{k} [\cdot] = 1
\]

Now, if we rewrite Algorithm 5.2 taking into account that any calculation in the present updating generates quantization noise, we obtain Algorithm C.1 that describes the RLS algorithm with quantization and additional noise taken into account. Notice that Algorithm C.1 is not a new algorithm.
C.3 Error Models for Fixed-Point Arithmetic

In the case of fixed-point arithmetic, with rounding assumed for quantization, the error after each product can be modeled as a zero-mean stochastic process, with variance given by [1]-[2]

\[ \sigma^2 = \frac{2^{-2b}}{12} \]  \hfill (C.15)

where \( b \) is the number of bits after the sign bit. Here it is assumed that the number of bits after the sign bit for quantities representing signals and filter coefficients are different, and given by \( b_d \) and \( b_c \), respectively. It is also assumed that the internal signals are properly scaled, so that no overflow occurs during the computations, and that the signal values are between \(-1\) and \(+1\). If in addition independence between errors is assumed, each element in equations (C.1) to (C.6) is on average zero.

The respective covariance matrices are given by

\[ E[n_e^2(k)] = E[n_e^2(k)] = \sigma_e^2 \]  \hfill (C.16)

\[ E[N_{SD}(k)N_{SD}^T(k)] = \sigma_{SD}^2 S_{SD} I \]  \hfill (C.17)

\[ E[n_w(k)n_w^T(k)] = \sigma_w^2 I \]  \hfill (C.18)

\[ E[n_{\psi}(k)n_{\psi}^T(k)] = \sigma_{\psi}^2 \psi I \]  \hfill (C.19)

\[ E[n_y^2(k)] = \sigma_y^2 \]  \hfill (C.20)
If distinction is made between data and coefficient wordlengths, the noise variances of data and coefficients are respectively given by

\[\sigma^2_e = \sigma^2_y = \gamma \frac{2^{-2b_d}}{12}\]  
(C.21)

\[\sigma^2_w = \gamma' \frac{2^{-2b_c}}{12}\]  
(C.22)

where \(\gamma' = \gamma = 1\) if the quantization is performed after addition, i.e., the products are performed in full precision and the quantization is applied only after all the additions in the inner product are finished. For quantization after each product, then \(\gamma = N + 1\) and \(\gamma' = N + 2\), since each quantization in the partial product generates an independent noise, and the number of products in the error computation is \(N + 1\) whereas in the coefficient computation it is \(N + 2\).

As an illustration, it is shown how to calculate the value of the variance \(\sigma^2_{SD}\) when making some simplifying assumptions. The value of \(\sigma^2_{SD}\) depends on how the computations to generate \(SD(k)\) are performed. Assume the multiplications and divisions are performed with the same wordlength and that the needed divisions are performed once, followed by the corresponding scalar matrix product. Also, assuming the inner product quantizations are performed after the addition, each element of the matrix \(SD(k)_Q\) requires five multiplications\(^1\) considering that \(1/\lambda\) is prestored. The diagonal elements of equation (C.17) consist of \(N + 1\) noise autocorrelations, each with variance \(5\sigma^2_\psi\). The desired result is then given by

\[\sigma^2_{SD} = 5(N + 1)\sigma^2_\psi\]  
(C.23)

where \(\sigma^2_\psi\) is the variance of each multiplication error.

### C.4 COEFFICIENT-ERROR-VECTOR COVARIANCE MATRIX

Assume that the quantization signals \(n_e(k), n(k)\), and the vector \(n_W(k)\) are all independent of the data, filter coefficients, and of each other. Also, assuming that these errors are all zero-mean stochastic processes, the covariance matrix of the coefficient-error vector given by \(E[\Delta w(k)_Q \Delta w^T(k)_Q]\) can be derived from equations (C.12) and (C.13)

\[
cov[\Delta w(k)_Q] = E[\Delta w(k)_Q \Delta w^T(k)_Q] =
E\left\{ [I - SD(k)_Q x(k)x^T(k)] \Delta w(k - 1)_Q \Delta w^T(k - 1)_Q 
[I - x(k)x^T(k)SD(k)_Q] \right\}
+E[SD(k)_Q x(k)x^T(k)SD(k)_Q]E[n^2(k)]
+E[SD(k)_Q x(k)x^T(k)SD(k)_Q]E[n^2_e(k)]
+E[n_W(k)n_W^T(k)]
\]

\(\text{(C.24)}\)

\(^1\)One is due to the inner product at the denominator; one is due to the division; one is due to the product of the division result by \(1/\lambda\); one is to calculate the elements of the outer product of the numerator; the other is the result of quantization of the product of the last two terms.
The above equation can be approximated in the steady state, where each term on the right-hand side will be considered separately. It should be noted that during the derivations it is implicitly assumed that the algorithm follows closely the behavior of its infinite-precision counterpart. This assumption can always be considered as true if the wordlengths used are sufficiently long. However, under short-wordlength implementation this assumption might not be true as will be discussed later on.

**Term 1:**

The elements of \( \Delta w(k-1)_Q \) can be considered independent of \( S_D(k)_Q \) and \( x(k) \). In this case, the first term in equation (C.24) can be expressed as

\[
T_1 = \text{cov}[\Delta w(k-1)_Q] - \text{cov}[\Delta w(k-1)_Q]E[x(k)x^T(k)S_D(k)_Q] - E[S_D(k)_Qx(k)x^T(k)]\text{cov}[\Delta w(k-1)_Q] + E\{S_D(k)_Qx(k)x^T(k)\text{cov}[\Delta w(k-1)_Q]\}
\]

(C.25)

If it is recalled that \( S_D(k)_Q \) is the unquantized \( S_D(k) \) matrix disturbed by a noise matrix that is uncorrelated to the input signal vector, then in order to compute the second and third terms of \( T_1 \) it suffices to calculate

\[
E[S_D(k)_Qx(k)x^T(k)] \approx E[S_D(k)_Q]E[x(k)x^T(k)]
\]

where the approximation is justified by the fact that \( S_D(k) \) is slowly varying as compared to \( x(k) \) when \( \lambda \to 1 \). Using equation (5.55) it follows that

\[
E[S_D(k)_Qx(k)x^T(k)] \approx \frac{1 - \lambda}{1 - \lambda x^k + 1} I
\]

(C.27)

Now we need to use stronger assumptions for \( S_D(k)_Q \) than those considered in the above equation. If the matrix \( E[S_D(k)_Q] \) is assumed to be approximately constant for large \( k \) (see the discussions around equation (5.54)), the last term in \( T_1 \) can be approximated by

\[
E\{S_D(k)_Qx(k)x^T(k)\text{cov}[\Delta w(k-1)_Q]\} \approx E[S_D(k)_Q]E\{x(k)x^T(k)\text{cov}[\Delta w(k-1)_Q]\} E[S_D(k)_Q]
\]

(C.28)

If it is further assumed that the elements of the input signal vector are jointly Gaussian, then each element of the middle term in the last equation can be given by

\[
E\{x(k)x^T(k)\text{cov}[\Delta w(k-1)_Q]\} = \sum_{m=0}^{N} \sum_{l=0}^{N} \text{cov}[\Delta w(k-1)_Q]_{ml} E[x_i(k)x_m(k)x_i(k)x_j(k)]
\]

\[
= 2\{R\text{cov}[\Delta w(k-1)_Q]R\}_{i,j} + [R]_{i,j}\text{tr}\{R\text{cov}[\Delta w(k-1)_Q]\}
\]

(C.29)

where \( [:]_{i,j} \) denotes the \( i \), \( j \)th element of the matrix \( [:] \). It then follows that

\[
E\{x(k)x^T(k)\text{cov}[\Delta w(k-1)_Q]\} = 2R\text{cov}[\Delta w(k-1)_Q]R + \text{tr}\{R\text{cov}[\Delta w(k-1)_Q]\}
\]

(C.30)
The last term of $T_1$ in equation (C.25), after simplified, yields
\[
2 \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 \text{cov}[\Delta w(k-1)Q] + \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 \text{tr} \{R \text{cov}[\Delta w(k-1)Q] \} R^{-1} \\
+E \left\{ N_{S_D}(k)x(k)x^T(k)\text{cov}[\Delta w(k-1)Q]x(k)x^T(k)N_{S_D}(k) \right\}
\]
(C.31)

After a few manipulations, it can be shown that the third term in the above equation is nondiagonal with $N_{S_D}(k)$ being symmetric for the RLS algorithm described in Algorithm C.1. On the other hand, if the matrix $R$ is diagonal dominant, that is in general the case, the third term of (C.31) becomes approximately diagonal and given by
\[
T_S(k) \approx \sigma^2_{S_D} \sigma_x^4 \text{tr}\{\text{cov}[\Delta w(k-1)Q]\} I
\]
(C.32)

Terms 2 and 3:

Using the same arguments applied before, such as $S_D(k)$ is almost fixed as $\lambda \to 1$, then the main result required to calculate the terms 2 and 3 of equation (C.24) is approximately given by
\[
E[S_D(k)Qx(k)x^T(k)S_D(k)Q] \approx E[S_D(k)Q]R E[S_D(k)Q] + E[N_{S_D}(k)QN_{S_D}(k)Q]
\]
\[
\approx \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 R^{-1}
\]
(C.33)

where the term $E[N_{S_D}(k)QN_{S_D}(k)Q]$ can be neglected because it is in general much smaller than the remaining term. In addition, it will be multiplied by a small variance when equation (C.33) is replaced back in equation (C.24). From equations (C.24), (C.28), (C.33), (C.16), (C.18), and (C.22) it follows that
\[
\text{cov}[\Delta w(k)Q] = \left[ 1 - 2 \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right) + 2 \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 \right] \text{cov}[\Delta w(k-1)Q]
\]
\[
+ \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 \text{tr}\{R \text{cov}[\Delta w(k-1)Q]\} R^{-1}
\]
\[
+ \left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 (\sigma^2_n + \sigma^2_e)R^{-1} + \sigma^2_w I
\]
(C.34)

Now, by considering in equation (C.34) that in the steady state $\text{cov}[\Delta w(k)Q] \approx \text{cov}[\Delta w(k-1)Q]$, multiplying the resulting expression by $R$, and calculating the trace of the final equation, it can be shown that
\[
\text{tr}\{R \text{cov}[\Delta w(k-1)Q]\} \approx \frac{(1 - \lambda)^2(N+1)(\sigma^2_n + \sigma^2_e) + \sigma^2_w \text{tr}(R)}{(1 - \lambda)[2\lambda - (1 - \lambda)(N+1)]}
\]
(C.35)

\[2\]The proof is not relevant but following the lines of equation (C.30) and considering that its last term is the most relevant, the result follows.
where it was considered that $\lambda^{k+1} \to 0$. Replacing the equation (C.35) in (C.34), and computing the steady-state solution the following equation results

$$\text{cov}[\Delta w(k)Q] \approx \frac{(1 - \lambda)(\sigma_n^2 + \sigma_e^2)}{2\lambda - (1 - \lambda)(N + 1)} R^{-1} + \frac{(1 - \lambda)\text{tr}(R)R^{-1} + [2\lambda - (1 - \lambda)(N + 1)]I}{2(1 - \lambda)\lambda[2\lambda - (1 - \lambda)(N + 1)]} \sigma_w^2$$

(C.36)

Finally, if the trace of the above equation is calculated considering that $x(k)$ is a Gaussian white noise with variance $\sigma_x^2$, and that $2\lambda \gg (1 - \lambda)(N + 1)$ for $\lambda \to 1$, the resulting expected value of $||\Delta w(k)Q||^2$ is

$$E[||\Delta w(k)Q||^2] \approx \frac{(1 - \lambda)(N + 1)}{2\lambda} \frac{\sigma_n^2 + \sigma_e^2}{\sigma_x^2} + \frac{(N + 1)\sigma_w^2}{2\lambda(1 - \lambda)}$$

(C.37)

As can be noted if the value of $\lambda$ is very close to one, the square errors in the tap coefficients tend to increase and to become more dependent of the tap coefficient wordlengths. On the other hand, if $\lambda$ is not close to one, in general for fast tracking purposes, the effects of the additive noise and data wordlength become more disturbing to the coefficient square errors. The optimum value for $\lambda$ close to 1, as far as quantization effects are concerned, can be derived by calculating the derivative of $E[||\Delta w(k)Q||^2]$ with respect to $\lambda$ and setting the result to zero

$$\lambda_{\text{opt}} \approx 1 - \frac{\sigma_w \sigma_x}{\sqrt{\sigma_n^2 + \sigma_e^2}}$$

(C.38)

where it was assumed that $(2\lambda - 1) \approx 1$.

By noting that $\frac{1 - \lambda}{1 - \lambda^{k+1}}$ should be replaced by $\frac{1}{k+1}$ when $\lambda = 1$, it can be shown from equation (C.34) that the algorithm tends to diverge when $\lambda = 1$, since in this case $||\text{cov}[\Delta w(k)Q]||$ is growing with $k$.

### C.5 ALGORITHM STOP

In some cases the adaptive-filter tap coefficients may stop adapting due to quantization effects. In particular, the conventional RLS algorithm will freeze when the coefficient updating term is not representable with the available wordlength. This occurs when its modulus is smaller than half the value of the least significant bit, i.e.,

$$|e(k)Q S_D(k)Q x(k)|_i < 2^{-b_c - 1}$$

(C.39)

where $| |$ denotes the modulus of the $i$th component. Equivalently it can be concluded that updating will be stopped if

$$E[e(k)^2 Q]E[|S_D(k)Q x(k)x^T(k)S_D(k)|_{ii}] \approx \left(\frac{1 - \lambda}{1 - \lambda^{k+1}}\right)^2 \frac{\sigma_e^2 + \sigma_n^2}{\sigma_x^2} < 2^{-2b_c - 2}$$

(C.40)

where $x(k)$ was considered a Gaussian white noise with variance $\sigma_x^2$, and the following approximation was made $E[e(k)^2 Q] \approx \sigma_e^2 + \sigma_n^2$. 
For a given coefficient wordlength \( b_c \), the algorithm can always be kept updating if

\[
\lambda < 1 - 2^{-b_c - 1} \frac{\sigma_x}{\sqrt{\sigma_e^2 + \sigma_n^2}}
\]

(C.41)

On the other hand, if the above condition is not satisfied, it can be expected that the algorithm will stop updating in

\[
k \approx \frac{\sqrt{\sigma_e^2 + \sigma_n^2} 2^{b_c+1} - 1}{\sigma_x}
\]

(C.42)

iterations for \( \lambda = 1 \), and

\[
k \approx \frac{\ln\left(\frac{\lambda - 1}{\ln \lambda} \sqrt{\sigma_e^2 + \sigma_n^2} 2^{b_c+1} + 1\right)}{\ln \lambda} - 1
\]

(C.43)

iterations for \( \lambda < 1 \).

In the case \( \lambda = 1 \) the algorithm always stops updating. If \( \sigma_n^2 \) and \( b_c \) are not large, any steady-state analysis for the RLS algorithm when \( \lambda = 1 \) does not apply, since the algorithm stops prematurely. Because of that, the norm of the covariance of \( \Delta w(k)_Q \) does not become unbounded.

### C.6 MEAN-SQUARE ERROR

The MSE in the conventional RLS algorithm in the presence of quantization noise is given by

\[
\xi(k)_Q = E[\varepsilon^2(k)_Q]
\]

(C.44)

By recalling that \( \varepsilon(k)_Q \) can be expressed as

\[
\varepsilon(k)_Q = -x^T(k) \Delta w(k)_Q - n_e(k) + n(k)
\]

(C.45)

it then follows that

\[
\xi(k)_Q = E[x^T(k) \Delta w(k)_Q x^T(k) \Delta w(k)_Q] + \sigma_e^2 + \xi_{\text{min}}
\]

\[
= E\{\text{tr}[x(k)x^T(k) \Delta w(k)_Q \Delta w^T(k)_Q]\} + \sigma_e^2 + \xi_{\text{min}}
\]

\[
= \text{tr}\{\text{Rcov}\{\Delta w(k)_Q\}\} + \sigma_e^2 + \xi_{\text{min}}
\]

(C.46)

By replacing equation (C.35) in (C.46), it can be concluded that

\[
\xi(k)_Q = \frac{(1 - \lambda)^2 (N + 1)(\sigma_n^2 + \sigma_e^2) + \sigma_t^2 \text{tr} R}{(1 - \lambda) [2\lambda - (1 - \lambda)(N + 1)]} + \xi_{\text{min}} + \sigma_e^2
\]

(C.47)

If it is again assumed that \( x(k) \) is a Gaussian white noise with variance \( \sigma_x^2 \) and that \( 2\lambda \gg (1 - \lambda)(N + 1) \) for \( \lambda \to 1 \), the MSE expression can be simplified to

\[
\xi(k)_Q \approx \xi_{\text{min}} + \sigma_e^2 + \frac{(N + 1)\sigma_t^2 \sigma_x^2}{2\lambda(1 - \lambda)}
\]

(C.48)
C.7 FIXED-POINT IMPLEMENTATION ISSUES

The implementation of the conventional RLS algorithm in fixed-point arithmetic must consider the possibility of occurrence of overflow and underflow during the computations. In general, some scaling must be performed in certain quantities of the RLS algorithm to avoid undesired behavior due to overflow and underflow. The scaling procedure must be applied in almost all computations required in the conventional RLS algorithm [7], increasing the computational complexity and/or the implementation control by a large amount. A possible solution is to leave enough room in the integer and fractional parts of the number representation, in order to avoid frequent overflows and underflows and also avoid the use of cumbersome scaling strategies. In other words, a fixed-point implementation does require a reasonable number of bits to represent each quantity.

The error propagation analysis can be performed by studying the behavior of the difference between each quantity of the algorithm calculated in infinite precision and finite precision. This analysis allows the detection of divergence of the algorithm due to quantization error accumulation. The error propagation analysis for the conventional RLS algorithm reveals divergence behavior linked to the fact that \( S_D(k) \) loses the positive definiteness property [7]. The main factors contributing to divergence are:

- Large maximum eigenvalue in the matrix \( R \) that amplifies some terms in propagation error of the \( S_D(k) \) matrix. In this case, \( S_D(k) \) might have a small minimum eigenvalue, being as consequence “almost” singular.

- A small number of bits used in the calculations increases the roundoff noise contributing to divergence.

- The forgetting factor when small, turns the memory of the algorithm short, making the matrix \( S_D(k) \) deviate from its expected steady-state value and more likely to lose the positive definiteness property.

Despite these facts, the conventional RLS algorithm can be implemented without possibility of divergence if some special quantization strategies for the internal computations are used [7]. These quantization strategies, along with adaptive scaling strategies, must be used when implementing the conventional RLS algorithm in fixed-point arithmetic with short wordlength.

C.8 FLOATING-POINT ARITHMETIC IMPLEMENTATION

In this section, a succinct analysis of the quantization effects in the conventional RLS algorithm when implemented in floating-point arithmetic is presented. Most of the derivations are given in section C.9 and follow closely the procedure of the fixed-point analysis.
In floating-point arithmetic, quantization errors are injected after multiplication and addition operations, and are modeled as follows [3]:

\[
\begin{align*}
\text{fl}[a + b] &= a + b - (a + b)n_a \\
\text{fl}[a \cdot b] &= a \cdot b - a \cdot b \cdot n_p
\end{align*}
\]  

(C.49)  

(C.50)

where \( n_a \) and \( n_p \) are zero-mean random variables that are independent of any other errors. Their variances are given by

\[
\sigma_{n_p}^2 \approx 0.18 \cdot 2^{-2b}
\]  

(C.51)

and

\[
\sigma_{n_a}^2 < \sigma_{n_p}^2
\]  

(C.52)

where \( b \) is the number of bits in the mantissa representation.

The quantized error and the quantized coefficient vector are given by

\[
\begin{align*}
e(k)_Q &= d'(k) - x^T(k)w(k-1)_Q - n_e(k) + n(k) \\
w(k)_Q &= w(k-1)_Q + S_D(k)_Q x(k)e(k)_Q - n_w(k)
\end{align*}
\]  

(C.53)  

(C.54)

where \( n_e(k) \) and \( n_w(k) \) represent computational errors and their expressions are given in section C.9. Since \( n_w(k) \) is a zero-mean vector, it is shown in section C.9 that on average \( w(k)_Q \) tends to \( w_o \). Also, it can be shown that

\[
\Delta w(k)_Q = [I - S_D(k)_Q x(k)x^T(k) + N_{\Delta w}(k)] \Delta w(k-1) + N'_a(k)w_o + S_D(k)_Q x(k)[n(k) - n_e(k)]
\]  

(C.55)

where \( N_{\Delta w}(k) \) combines several quantization noise effects as discussed in section C.9 and \( N'_a(k) \) is a diagonal noise matrix that models the noise generated in the vector addition required to update \( w(k)_Q \).

The covariance matrix of \( \Delta w(k)_Q \) can be calculated through the same procedure previously used in the fixed-point case, resulting in

\[
\text{cov}[\Delta w(k)_Q] \approx \frac{(1 - \lambda)(\sigma_{n_e}^2 + \sigma_{n_w}^2)R^{-1}}{2\lambda - (1 - \lambda)(N + 1)} + \frac{(1 - \lambda)R^{-1}\text{tr}\{R\text{diag}[w_{a1}]\}}{2(1 - \lambda)\lambda[2\lambda - (1 - \lambda)(N + 1)]}\sigma_{n_a}^2
\]  

(C.56)

where \( N_{S_D}(k) \) of equation (C.3) and \( N_{\Delta w}(k) \) were considered negligible as compared to the remaining matrices multiplying \( \Delta w(k-1) \) in equation (C.55). The expression of \( \sigma_{n_e}^2 \) is given by equation (C.52). The term \( \text{diag}[w_{a1}] \) represents a diagonal matrix formed with the squared elements of \( w_o \).

The expected value of \( ||\Delta w(k)_Q||^2 \) in the floating-point case is approximately given by

\[
E[||\Delta w(k)_Q||^2] \approx \frac{(1 - \lambda)(N + 1)\sigma_{n_e}^2 + \sigma_{n_w}^2}{2\lambda} + \frac{1}{2\lambda(1 - \lambda)}||w_o||^2 \sigma_{n_a}^2
\]  

(C.57)
where it was considered that \( x(k) \) is a Gaussian white noise with variance \( \sigma_x^2 \) and that \( 2\lambda \gg (1 - \lambda)(N + 1) \) for \( \lambda \to 1 \). If the value of \( \lambda \) is very close to one, the squared errors in the tap coefficients tend to increase. Notice that the second term on the right-hand side of the above equation turns these errors more dependent on the precision of the vector addition of the taps updating. For \( \lambda \) not very close to one, the effects of the additive noise and data wordlength become more pronounced.

In floating-point implementation, the optimal value of \( \lambda \) as far as quantization effects are concerned is given by

\[
\lambda_{\text{opt}} = 1 - \frac{\sigma_{n'} \sigma_x}{\sigma_n^2 + \sigma_e^2} ||w_o|| \tag{C.58}
\]

where this relation was obtained by calculating the derivative of equation (C.57) with respect to \( \lambda \), and equalizing the result to zero in order to reach the value of \( \lambda \) that minimizes the \( E[||\Delta w(k)Q||^2] \).

For \( \lambda = 1 \), like in the fixed-point case, \( ||\text{cov}[\Delta w(k)Q]|| \) is also a growing function that can make the conventional RLS algorithm diverge.

The algorithm may stop updating if

\[
|e(k)Qs_D(k)x(k)|_i < 2^{-b_c-1}w_i(k) \tag{C.59}
\]

where \( || \cdot ||_i \) is the modulus of the \( i \)th component and \( b_c \) is the number of bits in the mantissa of the coefficients representation. Following the same procedure to derive equation (C.40), we can infer that the updating will be stopped if

\[
\left( \frac{1 - \lambda}{1 - \lambda^{k+1}} \right)^2 \frac{\sigma_e^2 + \sigma_n^2}{\sigma_x^2} < 2^{-2b_c-2} |w_{oi}|^2 \tag{C.60}
\]

where \( w_{oi} \) is the \( i \)th element of \( w_o \).

The updating can be continued indefinitely if

\[
\lambda < 1 - 2^{-b_c-1} \frac{\sigma_x |w_{oi}|}{\sqrt{\sigma_e^2 + \sigma_n^2}} \tag{C.61}
\]

In the case \( \lambda \) does not satisfy the above condition, the algorithm will stop updating the \( i \)th tap in approximately

\[
k = \sqrt{\frac{\sigma_e^2 + \sigma_n^2}{\sigma_x |w_{oi}|}} - 1 \tag{C.62}
\]

iterations for \( \lambda = 1 \), and

\[
k \approx \frac{\ln[(\lambda - 1) \sqrt{\frac{\sigma_e^2 + \sigma_n^2}{\sigma_x |w_{oi}|}} 2^{-b_c-1} + 1]}{\ln \lambda} - 1 \tag{C.63}
\]

iterations for \( \lambda < 1 \).

Following the same procedure as in the fixed-point implementation, it can be shown that the MSE in the floating-point case is given by

\[
\xi(k)Q = \text{tr}\{R\text{cov}[\Delta w(k)Q]\} + \sigma_e^2 + \xi_{\text{min}} \approx \frac{(1 - \lambda)^2(N + 1)(\sigma_n^2 + \sigma_e^2) + \sigma_{n'}^2\text{tr}\{R\text{diag}[w_{oi}^2]\}}{(1 - \lambda)[2\lambda - (1 - \lambda)(N + 1)]} + \sigma_e^2 + \xi_{\text{min}} \tag{C.64}
\]
where $\sigma_e^2$ was considered equal to $\sigma_x^2$. If $x(k)$ is a Gaussian white noise with variance $\sigma_x^2$ and $2\lambda \gg (1 - \lambda)(N + 1)$ for $\lambda \to 1$, the MSE can be approximated by

$$\xi(k)_{Q} \approx \xi_{\min} + \sigma_e^2 + \frac{\|w_o\|^2 \sigma_{n_o}^2 \sigma_x^2}{2\lambda(1 - \lambda)}.$$  (C.65)

Note that $\sigma_e^2$ has a somewhat complicated expression that is given in section C.9.

Finally, it should be mentioned that in floating-point implementations the matrix $S_D(k)$ can also lose its positive definite property [10]. In [7], it was mentioned that if no interactions between errors is considered, preserving the symmetry of $S_D(k)$ is enough to keep it positive definite. However, interactions between errors do exist in practice, so the conventional RLS algorithm can become unstable in floating-point implementations unless some special quantization procedures are employed in the actual implementation. An alternative is to use numerically stable RLS algorithms discussed in Chapters 7, 8, and 9.

### C.9 FLOATING-POINT QUANTIZATION ERRORS IN RLS ALGORITHM

The error in the a priori output error computation is given by

$$n_e(k) \approx -n_a(k)[d(k) - x^T(k)w(k - 1)_Q]$$

$$n_e(k) = -n_a(k)e(k)_Q - x^T(k)N_p(k)_Q w(k - 1)_Q - n_a(k)s_i(k)$$

where $n_{p_i}(k)$ accounts for the noise generated in the products $x(k - i)w_i(k - 1)_Q$ and $n_{a_i}(k)$ accounts for the noise generated in the additions of the product $x^T(k)w(k - 1)_Q$. Please note that the error terms of second- and higher-order have been neglected.
Using similar assumptions one can show that
\[
\text{n}_W(k) = -\{ \text{n}_{Sx}(k)e(k)_Q + \text{S}_D(k)_Q\text{N}'_p(k)x(k)e(k)_Q \\
+\text{N}'_a(k)\text{S}_D(k)_Qx(k)e(k)_Q + \text{N}'_a(k)[\text{w}(k - 1) + \text{S}_D(k)_Qx(k)e(k)_Q] \}
\]
where
\[
\text{n}_{Sx}(k) = \begin{bmatrix}
\sum_{j=1}^{N} n'_{a_1,j}(k) \sum_{i=0}^{j} \text{S}_{D_{1,i}}(k)_Qx(k - i) \\
\vdots \\
\sum_{j=1}^{N} n'_{a_{N+1,j}}(k) \sum_{i=0}^{j} \text{S}_{D_{N+1,i}}(k)_Qx(k - i)
\end{bmatrix}
\]
\[
\text{N}'_a(k) = \begin{bmatrix}
n'_{a_0}(k) & 0 & \cdots & 0 \\
0 & n'_{a_1}(k) & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & n'_{a_{N}}(k)
\end{bmatrix}
\]
\[
\text{N}'_p(k) = \begin{bmatrix}
n'_{p_0}(k) & 0 & \cdots & 0 \\
0 & n'_{p_1}(k) & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & n'_{p_{N}}(k)
\end{bmatrix}
\]
\[
\text{N}''_p(k) = \begin{bmatrix}
n''_{p_1,1}(k) & n''_{p_1,2}(k) & \cdots & n''_{p_1,N+1}(k) \\
n''_{p_2,1}(k) & n''_{p_2,2}(k) & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
n''_{p_{N+1,1}}(k) & \cdots & \cdots & n''_{p_{N+1,N+1}}(k)
\end{bmatrix}
\]
The vector \text{n}_{Sx}(k) is due to the quantization of additions in the matrix product \text{S}_D(k)x(k), while the matrix \text{N}''_p(k) accounts for product quantizations in the same operation. The matrix \text{N}'_a(k) models the error in the vector addition to generate \text{w}(k)_Q, while \text{N}'_p(k) models the quantization in the product of \text{e}(k) by \text{S}_D(k)_Qx(k).

By replacing \text{d}'(k) by \text{x}_T(k)\text{w}_o in the expression of \text{e}(k)_Q given in equation (C.7), it follows that
\[
\text{e}(k)_Q = -\text{x}_T(k)\Delta\text{w}(k - 1)_Q - n'_e(k) + n(k)
\]
By using in the above equation the expression of \text{w}(k)_Q of equation (C.8) (after subtracting \text{w}_o in each side of the equation), and neglecting the second- and higher-order errors, after some manipulations
the following equality results

\[
\Delta w(k)_Q = \left[ I - S_D(k)_Q x(k)x^T(k) + n_S x^T(k) + S_D(k)_Q N'_p(k)x(k)x^T(k) \\
+N'_p(k)S_D(k)_Q x(k)x^T(k) + N'_a(k)S_D(k)_Q x(k)x^T(k) + N'_a(k)]\Delta w(k-1)_Q \\
+ N'_a(k)w_o + S_D(k)_Q [r_i(k) - n'_e(k)]
\]

Since all the noise components in the above equation have zero mean, on average the tap coefficients will converge to their optimal values because the same dynamic equation describes the evolution of \( \Delta w(k) \) and \( \Delta w(k)_Q \).

Finally, the variance of the a priori error noise can be derived as follows:

\[
\sigma_e^2 = \sigma_e^2 = \sigma^2_{\eta_a} \xi(k)_Q + \sum_{i=0}^{N} R_{i,i} \text{cov}[w(k)_Q]_{i,i} + \sigma^2_{\eta_p} \left\{ E \left( \sum_{i=0}^{1} x(k-i)w_i(k-1)_Q \right)^2 \right\} \\
+ \left\{ E \left( \sum_{i=0}^{2} x(k-i)w_i(k-1)_Q \right)^2 \right\} + \cdots + \left\{ E \left( \sum_{i=0}^{N} x(k-i)w_i(k-1)_Q \right)^2 \right\}
\]

where \( \sigma^2_{\eta_a} = \sigma^2_{\eta_p} \) was used and \([ \cdot ]_{i,i} \) means diagonal elements of \([ \cdot ] \). The second term in the above equation can be further simplified as follows:

\[
\text{tr}\{R \text{cov}[w(k)_Q]\} \approx \sum_{i=0}^{N} R_{i,i} w_{oi}^2 + \sum_{i=0}^{N} R_{i,i} \text{cov}[\Delta w(k)]_{i,i} \\
+ \text{first - and higher - order terms} \cdots
\]

Since this term is multiplied by \( \sigma_e^2 \), any first- and higher-order terms can be neglected. The first term of \( \sigma_e^2 \) is also small in the steady state. The last term can be rewritten as

\[
\sigma^2_{\eta_p} \left\{ E \left( \sum_{i=0}^{1} x(k-i)w_i_{oi} \right)^2 \right\} + \left\{ E \left( \sum_{i=0}^{2} x(k-i)w_i_{oi} \right)^2 \right\} + \cdots \\
+ \left\{ E \left( \sum_{i=0}^{N} x(k-i)w_i_{oi} \right)^2 \right\} = \sigma^2_{\eta_p} \left\{ \sum_{j=1}^{N} \sum_{i=0}^{j} R_{i,i} \text{cov}[\Delta w(k)]_{i,i} \right\}
\]

where terms of order higher than one were neglected, \( x(k) \) was considered uncorrelated to \( \Delta w(k) \), and \( \text{cov}[\Delta w(k)] \) was considered a diagonal matrix. Actually, if \( x(k) \) is considered a zero-mean Gaussian white noise from the proof of equation (5.36) and equation (5.55), it can be shown that

\[
\text{cov}[\Delta w(k)] \approx \frac{\sigma^2_{\eta}}{\sigma^2_e} \mathbf{I}
\]

Since this term will be multiplied by \( \sigma^2_{\eta_a} \) and \( \sigma^2_{\eta_p} \), it can also be disregarded. In conclusion

\[
\sigma_e^2 \approx \sigma^2_{\eta_a} \left\{ E \left( \sum_{j=1}^{N} \sum_{i=0}^{j} x(k-i)w_i_{oi} \right)^2 \right\} + \sigma^2_{\eta_p} \sum_{i=0}^{N} R_{i,i} w_{oi}^2
\]
This equation can be simplified further when $x(k)$ is as above described and $\sigma_{na}^2 = \sigma_{np}^2 = \sigma_d^2$

$$\sigma_e^2 \approx \sigma_d^2 \left[ \sum_{i=1}^{N} (N - i + 2) R_{i,i} w_{oi}^2 - R_{1,1} w_{o1}^2 \right]$$

$$= \sigma_d^2 \sigma_x^2 \left[ \sum_{i=1}^{N} (N - i + 2) w_{oi}^2 - w_{o1}^2 \right]$$
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KALMAN FILTERS

D.1 INTRODUCTION

This section provides a brief description of Kalman filter that can be considered an extension of the Wiener filtering concept [1]. The Kalman filter has as objective the minimization of the estimation square error of a nonstationary signal buried in noise. The estimated signal itself is modeled utilizing the state-space formulation [2] describing its dynamical behavior. In summary, Kalman filtering deals with random processes described using state-space modeling which generate signals that can be measured and processed utilizing time recursive estimation formulas. The presentation here is brief and addresses the case of signals and noises represented in vector form, for more details in this subject the reader can consult many books available presenting Kalman filtering, including [3], [4]. There are many different ways to describe the Kalman filtering problem and to derive its corresponding relations, here we follow the presentations of [5]-[6].

D.2 STATE-SPACE MODEL

A convenient form of representing some dynamic systems is through what is called the state-space representation [2]. In such description, the outputs of the memory elements are considered as the system states. The state signals are collected in a vector denoted as $x(k)$ which are in turn generated from its previous state $x(k-1)$ and from an external signal vector denoted as $n(k)$. The observed or measured signals are collected in another vector denoted as $y(k)$ whose elements originate from linear combinations of the current state variables and of external signals represented in $n_1(k)$. If we know the values of the external signals $n(k)$ and $n_1(k)$, we can determine the current values of the system states, which will be the delay inputs, and the system observation vector as follows:

$$
\begin{align*}
\left\{ \begin{array}{l}
x(k) = A(k-1)x(k-1) + B(k)n(k) \\
y(k) = C^T(k)x(k) + D(k)n_1(k)
\end{array} \right.
\end{align*}
$$

(D.1)
where \( \mathbf{x}(k) \) is the \((N + 1) \times 1\) vector of the state variables. If \( M \) is the number of system inputs and \( L \) is the number of system outputs, we then have that \( \mathbf{A}(k - 1) \) is \((N + 1) \times (N + 1)\), \( \mathbf{B}(k) \) is \((N + 1) \times M\), \( \mathbf{C}(k) \) is \((N + 1) \times L\), and \( \mathbf{D}(k) \) is \(L \times L\).

Fig. D.1 shows the state-space system which generates the observation vector \( \mathbf{y}(k) \) having as inputs the noise vectors \( \mathbf{n}(k) \) and \( \mathbf{n}_1(k) \), where the state variables \( \mathbf{x}(k) \) are processes generated with excitation noise \( \mathbf{n}(k) \).

![State-space model for Kalman filtering formulation.](image)

The recursive solution of equation (D.1) can be described as

\[
\mathbf{x}(k) = \prod_{l=0}^{k-1} \mathbf{A}(l)\mathbf{x}(0) + \sum_{i=1}^{k} \left[ \prod_{l=i}^{k-1} \mathbf{A}(l) \right] \mathbf{B}(i)\mathbf{n}(i) \quad (D.2)
\]

where \( \prod_{l=k}^{k-1} \mathbf{A}(l) = 1 \).

### D.2.1 Simple Example

Let’s describe a particular example where we assume the signal \( x(k) \) is a sample of an autoregressive process generated from the output of a system described by a linear difference equation given by

\[
x(k) = \sum_{i=1}^{N} -a_i(k - 1)x(k - i) + n(k) \quad (D.3)
\]

where \( n(k) \) is a white noise. The coefficients \( a_i(k - 1) \), for \( i = 1, 2, \ldots, N \), are the time-varying parameters of the AR process. As part of the Kalman filtering procedure is the estimation of \( x(k) \) from noisy measurements denoted as \( y_l(k) \) for \( l = 1, 2, \ldots, L \).
We can collect a sequence of signals to be estimated and noise measurements in vector forms as

\[
x(k) = \begin{bmatrix}
  x(k) \\
  x(k-1) \\
  \vdots \\
  x(k-N)
\end{bmatrix}
\]

\[
y(k) = \begin{bmatrix}
  y_1(k) \\
  y_2(k) \\
  \vdots \\
  y_L(k)
\end{bmatrix}
\]  \hspace{1cm} (D.4)

where \( L \) represents the number of observations collected in \( y(k) \).

Each entry of the observation vector is considered to be generated through the following model

\[
y_l(k) = c^T_l(k)x(k) + n_{1,l}(k)
\]  \hspace{1cm} (D.5)

where \( n_{1,l}(k) \) for \( l = 1, 2, \ldots, L \) are also white noises uncorrelated with each other and with \( n(k) \).

Applying the state-space formulation to the particular set of equations (D.3) and (D.5) leads to a block of state variables originating from an autoregressive process described by

\[
x(k) = \begin{bmatrix}
  x(k) \\
  x(k-1) \\
  \vdots \\
  x(k-N)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  -a_1(k-1) & -a_2(k-1) & \cdots & -a_{N-1}(k-1) & -a_N(k-1) \\
  1 & 0 & \cdots & 0 & 0 \\
  0 & 1 & \cdots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\begin{bmatrix}
  x(k-1) \\
  x(k-2) \\
  \vdots \\
  x(k-N-1)
\end{bmatrix}
\]

\[
+ \begin{bmatrix}
  1 \\
  0 \\
  \vdots \\
  0
\end{bmatrix} n(k)
\]

\[
y(k) = \begin{bmatrix}
  c_1^T(k) \\
  c_2^T(k) \\
  \vdots \\
  c_L^T(k)
\end{bmatrix}
\begin{bmatrix}
  x(k-1) \\
  x(k-2) \\
  \vdots \\
  x(k-N)
\end{bmatrix}
\]  \hspace{1cm} (D.6)

where for this case of single-input and multiple-output system \( \mathbf{B}(k) \) is \( (N + 1) \times M \) whose only nonzero element is the entry \((1, 1)\) that equals one, \( \mathbf{C}(k) \) is \( (N + 1) \times L \), and \( \mathbf{D}(k) \) is just an identity matrix since the measurement noise contributes to the elements of the observation vector in an uncoupled form.
D.3 KALMAN FILTERING

In the following discussion we derive the Kalman filter for the general state-space description of equation (D.1). For that it is assumed we know

\[ R_{n_1}(k) = E[n_1(k) n_1^T(k)] \quad (D.7) \]
\[ R_n(k) = E[n(k) n^T(k)] \quad (D.8) \]

\( A(k-1) \) and \( C(k) \), and that \( n(k) \) and \( n_1(k) \) are zero-mean white processes and uncorrelated to each other.

By assuming that we have the measurements \( y(k) \) available and that we employ all the data available up to a given iteration, we seek the optimal estimate of the state vector \( x(k) \), denoted by \( \hat{x}(k|k) \). As justified along the Kalman filtering derivation, the optimal solution has the following general form

\[ \hat{x}(k|k) = A(k-1) \hat{x}(k-1|k-1) + K(k) \left[ y(k) - C^T(k) A(k-1) \hat{x}(k-1|k-1) \right] \quad (D.9) \]

where \( K(k) \) is the \((N+1) \times L\) matrix called Kalman gain. The reader can notice that:

- The term \( A(k-1) \hat{x}(k-1|k-1) \) tries to bring the contribution of the previous estimation of the state variable to the current one, as suggests the state-space equation (D.1).
- The term \( y(k) - C^T(k) A(k-1) \hat{x}(k-1|k-1) \) is a correction term consisting of the difference between the observation vector and its estimate given by \( C^T(k) A(k-1) \hat{x}(k-1|k-1) \), which in turn is a function the previous state-variable estimate.
- The Kalman gain aims at filtering out estimation errors and noise so that the state variable gets the best possible correction term, which minimizes the MSE.

In order to derive the optimal solution for the Kalman gain let’s first consider two cases where the estimate of \( \hat{x}(k) \) is computed using observation data available until iteration \( k \) and another until iteration \( k-1 \), denoted by \( \hat{x}(k|k) \) and \( \hat{x}(k|k-1) \), respectively. The estimation error vectors in these cases are defined by

\[ e(k|k) = x(k) - \hat{x}(k|k) \quad (D.10) \]
\[ e(k|k-1) = x(k) - \hat{x}(k|k-1) \quad (D.11) \]

These errors have covariance matrices defined as

\[ R_e(k|k) = E[e(k|k)e^T(k|k)] \quad (D.12) \]
\[ R_e(k|k-1) = E[e(k|k-1)e^T(k|k-1)] \quad (D.13) \]

Given an instant \( k-1 \) when the informations \( \hat{x}(k-1|k-1) \) and \( R_e(k-1|k-1) \) are available, we first try to estimate \( \hat{x}(k|k-1) \) which does not require the current observation. Whenever a new observation \( y(k) \) is available, \( \hat{x}(k|k) \) is estimated.
According to equation (D.1), at a given iteration the actual state-space vector evolves as

\[ x(k) = A(k-1)x(k-1) + B(k)n(k) \]  \hspace{1cm} \text{(D.14)}

Since the elements of \( n(k) \) are zero mean, a possible unbiased MSE estimate for \( x(k) \) is provided by

\[ \hat{x}(k|k-1) = A(k-1)x(k-1|k-1) \]  \hspace{1cm} \text{(D.15)}

since the previous estimate \( \hat{x}(k-1|k-1) \) is available and \( A(k-1) \) is assumed known.

As a result, the state-variable estimation error when the last available observation is related to iteration \( k-1 \) is given by

\[ e(k|k-1) = x(k) - \hat{x}(k|k-1) \]

\[ = A(k-1)x(k-1) + B(k)n(k) - A(k-1)\hat{x}(k-1|k-1) \]

\[ = A(k-1)e(k-1|k-1) + B(k)n(k) \]  \hspace{1cm} \text{(D.16)}

Assuming that \( E[e(k-1|k-1)] = 0 \), meaning that \( \hat{x}(k-1|k-1) \) is an unbiased estimate of \( x(k-1) \), and recalling that the elements of \( n(k) \) are white noise with zero mean, then it is possible to conclude that

\[ E[e(k|k-1)] = 0 \]  \hspace{1cm} \text{(D.17)}

so that \( \hat{x}(k|k-1) \) is also an unbiased estimate of \( x(k) \).

The covariance matrix of \( e(k|k-1) \) can be expressed as follows

\[ R_e(k|k-1) = E[e(k|k-1)e^T(k|k-1)] \]

\[ = A(k-1)E[e(k-1|k-1)e^T(k-1|k-1)]A^T(k-1) \]

\[ + B(k)E[n(k)n^T(k)]B^T(k) \]

\[ = A(k-1)R_e(k-1|k-1)A^T(k-1) + B(k)R_n(k)B^T(k) \]  \hspace{1cm} \text{(D.18)}

The next step is to estimate \( \hat{x}(k|k) \) from \( \hat{x}(k|k-1) \). In this case we use a linear filtering of the most recent estimate of the state variable \( \hat{x}(k|k-1) \) properly combined with another linear filtered contribution of the most recent measurement vector \( y(k) \). The resulting estimation expression for \( \hat{x}(k|k) \) has the following form

\[ \hat{x}(k|k) = \bar{K}(k)\hat{x}(k|k-1) + K(k)y(k) \]  \hspace{1cm} \text{(D.19)}

The challenge now is to compute the optimal expressions for the linear filtering matrices \( \bar{K}(k) \) and \( K(k) \).

The state-variable estimation error \( e(k|k) \) that includes the last available observation can then be described as

\[ e(k|k) = x(k) - \bar{K}(k)\hat{x}(k|k-1) - K(k)y(k) \]  \hspace{1cm} \text{(D.20)}
This expression can be rewritten in a more convenient form by replacing $\hat{x}(k|k-1)$ using the first relation of equation (D.16) and replacing $y(k)$ by its state-space formulation of equation (D.6). The resulting relation is

$$
e(k|k) = x(k) + \tilde{K}(k) [e(k|k-1) - x(k)] - K(k) [C^T(k)x(k) + n_1(k)]$$

$$= [I - \tilde{K}(k) - K(k)C^T(k)] x(k) + \tilde{K}(k)e(k|k-1) - K(k)n_1(k) \quad (D.21)$$

We know that $E[n_1(k)] = 0$ and that $E[e(k|k-1)] = 0$ since $\hat{x}(k|k-1)$ is an unbiased estimate of $x(k)$. However, $\hat{x}(k|k)$ should also be an unbiased estimate of $x(k)$, that is, $E[e(k|k)] = 0$. The latter relation is true if we choose

$$\tilde{K}(k) = I - K(k)C^T(k) \quad (D.22)$$

so that the first term in the last expression of equation (D.21) becomes zero.

By replacing equation (D.22) in (D.19), the estimate of the state variable using the current measurements becomes

$$\hat{x}(k|k) = [I - K(k)C^T(k)] \hat{x}(k|k-1) + K(k)y(k)$$

$$= \hat{x}(k|k-1) + K(k) [y(k) - C^T(k)\hat{x}(k|k-1)] \quad (D.23)$$

where according to equations (D.21) and (D.22) the corresponding estimation error vector is described by

$$e(k|k) = [I - K(k)C^T(k)] e(k|k-1) - K(k)n_1(k)$$

$$= \tilde{K}(k)e(k|k-1) - K(k)n_1(k) \quad (D.24)$$

where the last equality highlights the connection with equation (D.19).

The covariance matrix of $e(k|k)$ can then be expressed as

$$R_e(k|k) = E[e(k|k)e^T(k|k)]$$

$$= [I - K(k)C^T(k)] R_e(k|k-1) [I - K(k)C^T(k)]^T + K(k)R_{n_1}(k)K^T(k)$$

$$= [I - K(k)C^T(k)] R_e(k|k-1)$$

$$- \{ [I - K(k)C^T(k)] R_e(k|k-1) C(k) - K(k)R_{n_1}(k) \} K^T(k) \quad (D.25)$$

The trace of this covariance matrix determines how good is the estimate of the state variables at a given iteration. As a result, the Kalman gain should be designed in order to minimize the trace of $R_e(k|k)$ as following shown, since it corresponds to the estimation error variance. Defining

$$\xi_K = \text{tr}[R_e(k|k)] \quad (D.26)$$

it then follows that

$$\frac{\partial \xi_K}{\partial K(k)} = -2 [I - K(k)C^T(k)] R_e(k|k-1)C(k) + 2K(k)R_{n_1}(k) \quad (D.27)$$

\(^2\)It was used the facts that $\frac{\partial \text{tr}[AB]}{\partial A} = B^T$ and $\frac{\partial \text{tr}[ABA^T]}{\partial A} = 2AB$, and that $R_e(k|k-1)$ and $R_{n_1}(k)$ are symmetric matrices.
By equating this derivative with zero it is possible to simplify equation (D.25) since its last term becomes zero, allowing the update to the covariance matrix to have a rather simple form given by

$$R_e(k|k) = \left[I - K(k)C^T(k)\right]R_e(k|k-1)$$  \hspace{1cm} (D.28)

The main purpose of equation (D.27) is of course to calculate the Kalman gain whose expression is given by

$$K(k) = R_e(k|k-1)C(k)\left[C^T(k)R_e(k|k-1)C(k) + R_n(k)\right]^{-1}$$ \hspace{1cm} (D.29)

We have now available all the expressions required to describe the Kalman filtering algorithm. First we should initialize  $\hat{x}(0|0)$ with $x(0)$ if available, otherwise generate a zero-mean white Gaussian noise vector. Then initialize the error covariance matrix as $R_e(0|0) = x(0)x^T(0)$. After initialization the algorithm computes $\hat{x}(k|k-1)$ as per equation (D.15) then the error covariance $R_e(k|k-1)$ using equation (D.18). Next we calculate the Kalman gain as in equation (D.29) and update the estimate $\hat{x}(k|k)$ using (D.23) which now takes the form

$$\hat{x}(k|k) = \hat{x}(k|k-1) + K(k)\left[y(k) - C(k)\hat{x}(k|k-1)\right]$$

$$\hat{x}(k|k) = \hat{x}(k|k-1) + K(k)\left[y(k) - \hat{y}(k|k-1)\right]$$ \hspace{1cm} (D.30)

where in the first expression we used equation (D.15), and in the second expression we observe that the term $C^T(k)\hat{x}(k|k-1)$ represents an unbiased estimate of $y(k)$ denoted as $\hat{y}(k|k-1)$. Finally equation (D.28) updates the error covariance $R_e(k|k)$ to include the current measurement contribution. Algorithm D.1 describes the Kalman filtering procedure. Fig. D.2 illustrates how the building blocks of the Kalman filtering algorithm interact among themselves. As can be observed, from the measurement signal $y(k)$ we perform the best possible estimate of the state variable $\hat{x}(k|k)$. The Kalman filter solution corresponds to the optimal minimum MSE estimator whenever the noise and the state signal are jointly Gaussian, otherwise it is the optimal linear minimum MSE solution, see [3] for details.

The complex version of the Kalman filter algorithm is almost identical to Algorithm D.1 and can be derived by replacing $x^T(0)$ by $x^H(0)$, $C^T(k)$ by $C^H(k)$, and $A^T(k-1)$ by $A^H(k-1)$.
### Algorithm D.1

Kalman Filter

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}(0</td>
</tr>
<tr>
<td>Do for ( k \geq 1 )</td>
</tr>
<tr>
<td>( \hat{x}(k</td>
</tr>
<tr>
<td>( R_e(k</td>
</tr>
<tr>
<td>( K(k) = R_e(k</td>
</tr>
<tr>
<td>( \hat{x}(k</td>
</tr>
<tr>
<td>( R_e(k</td>
</tr>
</tbody>
</table>

### Example D.1

In a nonstationary environment the optimal coefficient vector is described by

\[
w_o(k) = 0.9w_o(k-1) - 0.81w_o(k-2) + n_w(k)
\]

for \( k \geq 1 \), where \( n_w(k) \) is a zero-mean Gaussian white processes with variance 0.64. Assume \( w_o(0) = w_o(-1) = 0 \).

Assume this time-varying coefficient is observed through a noisy measurement described by

\[
y(k) = 0.9w_o(k) + n_1(k)
\]

where \( n_1(k) \) is another zero-mean Gaussian white processes with variance 0.16.

Run the Kalman filter algorithm to estimate \( w_o(k) \) from \( y(k) \). Plot \( w_o(k) \), its estimate \( \hat{w}_o(k) \) and \( y(k) \).

**Solution:**

The results presented corresponds to the average of 200 independent runs of the Kalman filter algorithm. Fig. D.3 shows the signal \( w_o(k) \) being tracked by its estimate \( \hat{w}_o(k) \) from iteration 900 to 1000, whereas Fig. D.4 illustrates the measurement signal \( y(k) \) from where \( \hat{w}_o(k) \) was computed. As can be observed, the Kalman filter algorithm is able to track quite closely the signal \( w_o(k) \) from noisy measurements given by \( y(k) \).
Figure D.3  Tracking performance of the Kalman filter.

Figure D.4  Noisy measurement signal.
D.4 Kalman Filter and RLS

As observed in the previous section, the Kalman filtering formulation requires the knowledge of the state-space model generating the observation vector. Such information is not available in a number of adaptive-filtering setups but is quite common in problems related to tracking targets, positioning of dynamic systems, and prediction and estimation of time-varying phenomena, just to mention a few. However, a proper analysis of the Kalman filtering setup allows us to disclose some links with the RLS algorithms. These links are the subject of this section.

Let’s start by observing that in the RLS context one tries to estimate the unknown system parameters denoted as \( w_n(k) \) through the adaptive-filtering coefficients \( w(k) \). The equivalent operation in Kalman filtering is the estimation of \( x(k) \) given by \( \hat{x}(k|k) \). The reference signal in the RLS case is \( d(k) \) corresponding to the scalar version of \( y(k) \) denoted as \( y(k) \) in the Kalman case. The estimate of \( y(k) \) is given by \( \hat{y}(k|k-1) = c^T(k)\hat{x}(k|k-1) \) since matrix \( C^T(k) \) is a row vector in the single output case. As such, it is easy to infer that \( \hat{y}(k|k-1) \) corresponds to the adaptive-filter output denoted as \( y(k) \) in the RLS case.

The equation (5.9) repeated here for convenience

\[
w(k) = w(k-1) + e(k)S_D(k)x(k)
\]

is meant for coefficient update in the RLS algorithms. This equation is equivalent to

\[
\dot{x}(k|k) = \dot{x}(k|k-1) + k(k) (y(k) - c^T(k)\hat{x}(k|k-1)) \\
= \dot{x}(k|k-1) + k(k) (y(k) - \hat{y}(k|k-1)) \\
= \dot{x}(k|k-1) + k(k)e_y(k)
\]

where \( e_y(k) \) is an a priori error in the estimate of \( y(k) \). It can be observed that the Kalman gain matrix \( K(k) \) becomes a vector denoted as \( k(k) \). By comparing equation (D.32) with equation (D.31) we can infer that \( k(k) \) is equivalent to \( S_D(k)x(k) \).

The updating of the Kalman gain in the scalar output case is given by

\[
k(k) = R_e(k|k-1)c(k) [c^T(k)R_e(k|k-1)c(k) + r_{n_1}(k)]^{-1}
\]

\( r_{n_1}(k) \) is the additional noise variance. Again by comparing equation (D.32) with equation (5.5), we can infer that \( k(k) \) is equivalent to

\[
S_D(k)x(k) = \frac{1}{\lambda} \left[ S_D(k-1) - \frac{S_D(k-1)x(k)x^T(k)S_D(k-1)}{\lambda + x^T(k)S_D(k-1)x(k)} \right] x(k)
\]

\[
= \frac{S_D(k-1)x(k)}{\lambda + x^T(k)S_D(k-1)x(k)} \\
= \frac{1}{\lambda} S_D(k-1)x(k)
\]

Now if we assume that the measurement noise in equation (D.33) has unit variance its straightforward to observe by comparing equations (D.33) and (D.34) that \( R_e(k|k-1) \) plays the role of \( \frac{1}{\lambda} S_D(k-1) \) in the RLS algorithm.
The related quantities in the specialized Kalman filter and the RLS algorithm disclosed so far are

\[ x(k) \iff w_o(k) \]
\[ y(k) \iff d(k) \]
\[ \hat{y}(k|k-1) \iff y(k) \]
\[ \hat{x}(k|k) \iff w(k) \]
\[ e_y(k) \iff e(k) \]
\[ k(k) \iff S_D(k)x(k) \]
\[ R_e(k|k-1) \iff \frac{1}{\lambda}S_D(k-1) \]  \hspace{1cm} (D.35)

These relations show that given that \( x(k) \) in the Kalman filter algorithm follows the pattern of \( w_o(k) \) and \( r_{n1}(k) \) has unit variance (compare equations (D.33) and (D.34)), the Kalman filter and the RLS algorithms should lead to similar solutions.

As happens with the conventional RLS algorithm, the Kalman filter algorithm faces stability problems when implemented in finite precision mainly related to the ill-conditioning of the estimation error covariance matrix \( R_e(k|k) \). In practical implementations this matrix could be updated in a factorized form such as \( U_e(k|k)D_e(k|k)U_e^T(k|k) \) where \( U_e(k|k) \) is upper triangular with ones on the diagonal and \( D_e(k|k) \) is a diagonal matrix.
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