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Abstract

Enabling video transport over ad hoc networks is more challenging than over other wireless networks. The wireless links in an ad hoc network are highly error prone and can go down frequently because of node mobility, interference, channel fading, and the lack of infrastructure. However, the mesh topology of ad hoc networks implies that it is possible to establish multiple paths between a source and a destination. Indeed, multipath transport provides an extra degree of freedom in designing error resilient video coding and transport schemes.

In this paper, we propose to combine multistream coding with multipath transport, to show that, in addition to traditional error control techniques, path diversity provides an effective means to combat transmission error in ad hoc networks. The schemes that we have examined are: i) feedback based reference picture selection, ii) Layered coding with selective ARQ, and iii) multiple description motion compensation coding. All these techniques are based on the motion compensated prediction technique found in modern video coding standards. We studied the performance of these three schemes via extensive simulations using both Markov channel models and OPNET Modeler. To further validate the viability and performance advantages of these schemes, we implemented an ad hoc multiple path video streaming testbed using notebook computers and IEEE 802.11b cards. The results show that great improvement in video quality can be achieved over the standard schemes with limited additional cost. Each of these three video coding/transport techniques is best suited for a particular environment, depending on the availability of a feedback channel, the end-to-end delay constraint, and the error characteristics of the paths.
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I. INTRODUCTION

Ad hoc networks are multi-hop wireless networks without a pre-installed infrastructure. They can be deployed instantly in situations where infrastructure is unavailable (e.g., disaster recovery), or where infrastructure is difficult to install (e.g., battlefields). It is maturing as a means to provide ubiquitous untethered communication. With the increase both in the bandwidth of wireless channels and in the computing power of mobile devices, it is expected that video service will be offered over ad hoc networks in the near future.

Ad hoc networks pose a great challenge to video transport. There is no fixed infrastructure
and the topology is frequently changing due to node mobility. Therefore, links are continuously established and broken. The availability and quality of a link further fluctuates due to channel fading and interference from other transmitting users. In addition, an end-to-end path consists of a number of wireless links. Thus transmission loss in ad hoc networks is more frequent than that in wireless networks with single hop wireless paths connecting nodes to the wireline infrastructure. In the data link layer, the most popular Media Access Control (MAC) scheme, the Carrier Sensing Multiple Access/Collision Avoidance (CSMA/CA) scheme [1], is designed for best-effort data. It provides no hard guarantees for a session’s bandwidth and delay. Although bandwidth reservation is possible with MAC schemes based on Time Division Multiple Access (TDMA) or Code Division Multiple Access (CDMA), practical implementations of these schemes are non-trivial because of the synchronization or code assignment problems when node mobility is allowed [2].

Video transport typically requires stringent bandwidth and delay guarantees. However, it is very hard to maintain an end-to-end route which is both stable and has enough bandwidth in an ad hoc network. Furthermore, compressed video is susceptible to transmission errors. For example, a single bit error often causes a loss of synchronization when Variable Length Coding (VLC) is used in the multiplexed video bit-streams. Moreover, the motion compensated prediction (MCP) technique is widely used in modern video coding standards. In MCP, a frame is first predicted from a previous coded frame (called reference picture) and then the prediction error is encoded and transmitted. Although MCP achieves high coding efficiency by exploiting the temporal correlation between adjacent frames, it makes the reconstruction of a frame depend on the successful reconstruction of its reference picture. Without effective error protection and concealment, a lost packet in a frame can cause not only error within this frame, but also errors in many following frames, even when all the following frames are correctly received [3].

Given the error-prone nature of ad hoc network paths and the susceptibility of compressed video to transmission errors, effective error control is needed. Traditional techniques, including Forward Error Correction (FEC) and Automatic Repeat Request (ARQ), must be adapted to take into consideration of the delay constraint and the error propagation problem [4]. In ad hoc networks, wireless links break down the traditional concept of topology, which is not constrained by physical cable connections anymore. Although user mobility makes links volatile, it provides variability of topology. On the one hand, a link may break when nodes move away from each
other. On the other hand, it is possible to quickly find new routes formed in a new topology. Furthermore, the mesh topology of ad hoc networks implies the existence of multiple routes between two nodes. Given multiple paths, a video stream can be divided into multiple substreams and each substream is sent on one of the paths. If these paths are disjoint, the losses experienced by the substreams would be relatively independent. Therefore, better error resilience can be achieved when traffic dispersion is performed appropriately and with effective error control for the substreams. In a manner similar to multi-antenna diversity that improves the capacity of wireless networks, path diversity can also be exploited to improve the capacity of ad hoc networks. Indeed, multipath transport (MPT) provides an extra degree of freedom in designing video coding and transport schemes.

In this paper, we propose three MCP-based video transport techniques for mobile ad hoc networks. These schemes take advantage of path diversity to achieve better performance. Compared to the coding methods considered in our previous work [5], these techniques can achieve significantly higher coding efficiency and are compliant with the H.26x and MPEG series standards (possibly with simple modifications). The techniques that we have examined include:

1) A feedback based reference picture selection scheme (RPS) [6];
2) A layered coding (LC) with selective ARQ scheme (LC with ARQ) [7];
3) A multiple description motion compensation coding scheme (MDMC) [8].

We studied the performance of these three schemes via a top-down approach. First we used a popular Markov model [6][9], where lower layer detail is embodied in the bursty errors generated. This simple model enables us to examine the system performance over a wide range of packet loss rates and loss patterns. Next, lower layer details, including user mobility, multipath routing, and the MAC layer are taken into account in the OPNET simulations [10], which provide a more realistic view of the impact of these factors on the system performance. Furthermore, we implemented an ad hoc video streaming testbed using notebook computers with IEEE 802.11b cards. This further validates the viability and performance advantages of these schemes. The results of our experiments show that video transport is viable in ad hoc networks given careful cross-layer design. Combining multistream coding with MPT improves video quality, as compared to traditional schemes where a single path is used. Each of these three techniques is best suited for a particular environment, depending on the availability of
feedback channels, the end-to-end delay constraint, and the error characteristics of the paths.

The remainder of the paper is organized as follows. In Section II, we present the general architecture of multistream video coding with MPT. We also discuss related issues and prior work in this section. Next, three multistream coding and MPT schemes are discussed in Section III. Section IV and V present the performance study of these schemes using Markov models and OPNET Modeler, respectively. Our experimental results with an ad hoc network video streaming testbed are reported in Section VI. Section VII provides discussions and conclusions.

II. VIDEO TRANSPORT WITH PATH DIVERSITY

A. The General Architecture

The general architecture of the proposed system is shown in Fig.1. In the architecture, a multipath routing layer sets up $K$ paths between the source and destination, each with a set of quality of service (QoS) parameters in terms of bandwidth, delay, and loss probabilities. The transport layer continuously monitors path QoS parameters and returns such information to the sender. Based on path quality information, the encoder generates $M$ substreams. Packets from the substreams are dispersed by the traffic allocator among the $K$ paths. At the receiver, packets arriving from all the paths are put into a resequencing buffer where they are reassembled into $M$ substreams after a preset playout delay. Some or all the packets assigned to a path may be lost or overdue. Limited retransmission of lost packets may or may not be invoked, depending on the encoding scheme and the end-to-end delay constraint. The decoder will attempt to reconstruct a video sequence from the received substreams.

B. Related Issues and Challenges

A key to the success of the proposed system is the close interaction between the source coder and the transport layer, which entails careful cross-layer design. We will highlight this interaction in the following discussion.

1) Multistream Video Coding: For MPT to be helpful for sending compressed video, one must carefully design the video coder to generate substreams so that the loss in one substream does not adversely affect the decoding of other substreams. However, this relative independence between the substreams should not be obtained at a great expense of the coding efficiency. Therefore, the multistream encoder should strive to achieve a good trade-off between the coding efficiency
and error resilience. In addition, one must consider what is feasible in terms of transport layer error control, when designing the source coder.

Obviously, one way to generate multiple substreams is to use a standard video codec and split the resulting bitstream into multiple substreams. An intelligent splitting scheme is needed to split the bit stream at the boundary of independently decodable units, otherwise a lost substream will make the received ones from other paths useless. A simple way to accomplish this is to send the frames to the paths in a round robin manner, e.g., all odd frames are sent to path 1 and all even frames are sent to path 2. In order to completely avoid the dependency between sub-streams, the frames sent on one path should be predictively coded with respect to the frames on the same path only. This method is in fact an option available in the H.263+ standard (Video Redundancy Coding (VRC)) [11]. However, compared to predicting a frame from its immediate neighbor, VRC requires significantly higher bit rates. Also, although this method can prevent the loss in one path from affecting frames in the other path, error propagation still exists within frames in the same path. In this paper, we introduce a feedback based reference picture selection method, which circumvents these two problems of VRC. This method is introduced in Section III-A.

Another natural way of generating multiple streams is by using layered video coding, which is very useful in coping with the heterogeneity of user access rates, in network link capacities, and in link reliability. A layered coder encodes video into several layers. The base layer (BL), which includes the crucial part of the video frames, guarantees a basic display quality. Each enhancement layer (EL) correctly received improves the video quality. But without the BL, video frames cannot be reconstructed sufficiently. Usually, EL packets may be dropped at a congested node to protect BL packets, and BL packets are better protected with FEC or ARQ [12]. When combined with MPT, it is desirable to transmit the BL substream on the best route. The source may sort the paths according to their loss characteristics, inferred from QoS feedback (e.g., Receiver Report in RTP/RTCP [13]). Alternatively, the multipath routing layer may organize the route cache according to some performance metrics (number of hops, mean loss rate in the last time window, etc.). In this paper, we consider an approach that protects the base-layer by retransmitting lost BL packets on the path carrying the EL packets. This method is described in Section III-B.

Instead of generating substreams that are unequal in their importance, Multiple Description Coding (MDC) generates multiple equally important streams, each giving a low but acceptable
quality. A high-quality reconstruction is decodable from all bit streams together, while a lower, but still acceptable quality reconstruction is achievable if only one stream is received. The correlation among the substreams introduced at the encoder makes it possible to partially recover lost information of one substream, using information carried in other correctly received substreams. However, such a correlation limits the achievable coding efficiency, as compared to a conventional coder designed to maximize it. An excellent review of the theoretical bounds and proposed MDC algorithms can be found in [14]. In designing a MCP-based multiple description (MD) video codec, a key challenge is how to control the mismatch between the reference frames used in the encoder and those used in the decoder caused by transmission errors. Among several MD video coding schemes proposed so far [8][11][15][16], we chose the MDMC method (section III-C), because it outperformed other MD video coding methods in our previous studies [8]. With MDC, the transport layer design can be simpler than with layered coding. Because all the descriptions are equally important, the transport layer does not need to protect one stream more than another. Also, because each description alone can provide a low but acceptable quality, no retransmission is required, making MDC more suitable for applications with stringent delay requirements. Though the focus of this paper is on point-to-point communications, MDC can also be considered for multicast applications, where retransmissions are best avoided [17].

2) Multipath Transport: MPT has been studied in the past in wireline networks for (i) increased aggregate capacity, (ii) better load balancing, and (iii) path redundancy for failure recovery [18]-[20]. The research effort on MPT can be roughly divided into the following two categories:

1) Multi-path Routing, which focuses on finding multiple routes for a source-destination pair, and on how to select a maximally disjoint set of routes from the multiple routes found [21]-[24];

2) Traffic Dispersion, which focuses on how to allocate traffic to multiple end-to-end routes [25][26]. Generally traffic dispersion can be performed with different granularities. Ref. [27] is an excellent survey on this topic.

The particular communication environment of wireless ad hoc networks makes MPT very appealing. In ad hoc networks, (i) Individual links may not have adequate capacity to support
a high bandwidth service\(^1\); (ii) A high loss rate is typical; and (iii) Links are unreliable. MPT can provide larger aggregate bandwidth and load balancing for ad hoc video applications. In addition, the path diversity inherent in MPT can provide better error resilience performance. Furthermore, many of the ad hoc network routing protocols, e.g., DSR [28], AODV [29], and ZRP [30], are able to return multiple paths in response to a route query. Multipath routing can be implemented by extending these protocols with limited additional complexity.

There are many challenges in supporting MPT in ad hoc networks. First, from multiple paths returned by a route query, the routing process should select a set of maximally disjoint paths. Shared or nearby links of the paths could make the loss processes of the substreams correlated, which reduces the benefit of using MPT [31]. Algorithms for finding disjoint paths are presented in [21][22]. Second, finding and maintaining multiple paths requires higher complexity and may cause additional overhead on traffic load (e.g., more route replies received). However, caching multiple routes to any destination allows prompt reaction to route changes. If a backup path is found in the cache, there is no need to send new route queries. Rerouting delay and routing overhead may be reduced in this case. These problems should be addressed carefully in the design of a multi-path transport protocol to balance its benefits. Third, a problem inherent in MPT is the additional delay and complexity in packet resequencing. Previous work shows that resequencing delay and buffer requirement are moderate if the traffic allocator in Fig.1 is carefully designed [25][32][33].

C. Related Work

Due to the availability of a variety of network access technologies, as well as the reduction in their costs, there is strong interest in taking advantage of multi-homed hosts to get increased aggregate bandwidth and higher reliability. Proposals in the transport layer include [20][34]-[36]. In [34], a protocol called Meta-TCP maintaining multiple TCP connections for a session was designed for data transport. The Stream Control Transmission Protocol (SCTP) [20] was initially designed for reliable delivery of signaling messages in IP networks using path redundancy. There

\(^1\)Although in some cases the nominal bandwidth of a wireless link is comparable to that of a wireline link, the available bandwidth may vary with signal strength as in IEEE 802.11b. In addition, capacity lost due to protocol overhead in ad hoc networks is much higher than that in wireline networks (e.g., RTS, CTS, ACK packets, and the 30-byte frame header in IEEE 802.11b)
are now proposals to adapt it for data traffic in the Internet and in wireless networks [35][36]. These papers focus on the higher aggregate usable bandwidth obtained and on how to perform TCP congestion control over multiple paths. Multi-flow management can also be carried out at the application layer. In [5] and [37], an extension of the Realtime Transport Protocol (RTP) [13], called Meta-RTP, was proposed. Meta-RTP sits on top of RTP in the protocol stack, performing traffic allocation at the sender and resequencing at the receiver for real-time sessions.

Recently, several interesting proposals on delivering audio and video over Internet and wireless networks using multiple paths have been introduced. The study in [5][37] was, to the best of our knowledge, the first to investigate image and video transport using MPT in a multihop wireless radio network. Although it provided some very useful insights, the coders considered there treated individual frames of a video sequence independently, and consequently are not very efficient. There are several interesting papers on applying MPT for Internet multimedia streaming. In [38], MDC is combined with path diversity for video streaming in the Internet. A four-state model is proposed to capture the distortion behavior of a MD source. The problem of MD video downloading in Content Distribution Networks (CDN) using a number of servers is studied in [39]. It is reported that 20% to 40% reductions in distortion can be achieved by using this many-to-one approach. Similarly, it is shown in [40] that using multiple senders and FEC in data downloading effectively reduces packet loss rates. An interesting study on realtime multistream voice communication through disjoint paths is given in [41], where multiple redundant descriptions of a voice stream are sent over paths provided by different Internet Service Providers. Both significant reductions in end-to-end latency and packet loss rate are observed. In recent work [42], the RPS scheme in [6] was extended by using rate-distortion optimized long memory reference picture selection, and using probes for path status prediction.

This paper differs from previous work discussed thus far in many aspects. First, we focus on video transport, as compared to general elastic data transport using TCP [20][34]-[36]. We perform traffic partitioning in the application layer and use UDP in the transport layer. We perform traffic dispersion on the substream level for the results shown in this paper. Compared with Meta-RTP [5][37], our transport schemes require no integrity in each substream and are more flexible. Second, we study multipath video transport in ad hoc networks, while prior work

---

2 Finer packet-level traffic dispersion schemes can be supported by our schemes when more than two paths are available.
focuses on Internet video streaming [38]-[42]. It is much more challenging to transport video in ad hoc networks than in a wireline network, e.g., the Internet, as discussed in Section I. Moreover, there is the well-known assumption that all packet losses in the Internet are caused by congestion [43], and MPT is mainly used in the Internet to alleviate congestion (i.e., load balancing). In an ad hoc network, in addition to congestion in mobile nodes, packets are also lost because the wireless links are unreliable. Therefore, the benefit of using MPT, besides load balancing, is error resilience through path diversity. Since the up and down status of the paths are relatively independent of each other, it is possible to apply efficient error control exploiting this feature to improve video quality. Third, the multistream video coding schemes we proposed are all MCP-based with high coding efficiency and are more compliant with modern video coding standards, as compared with [5][37]. MDMC is a new multiple description video coding technique and Ref. [16] describes its algorithm and its performance using abstract channel models. In this paper, we study the performance of MDMC in ad hoc networks and performed extensive performance studies of MDMC under a more realistic network setting. Fourth, we extend the Dynamic Source Routing (DSR) protocol [28] to support multiple path routing. With our extension, multiple maximally disjoint routes are selected from all the routes returned by a route query, with only limited increase in the routing overhead. Fifth, for performance evaluation we adopt a realistic model which includes all the layers except the physical layer using OPNET Modeler [10]. We believe this cross-layer model provides a realistic view for video transport over ad hoc networks.

In terms of implementation work, a number of ad hoc testbeds have been built recently [44][45]. These mainly focus on the performance of ad hoc routing protocols, physical layer characteristics, scalability issues, and integration of ad hoc networks with the Internet for data transport. In [46], a firewall is inserted between the source and destination, which drops video packets according to a Markov channel model [9]. So far as we know, the testbed we developed is the first effort in combining multistream video coding and MPT for video transport in ad hoc networks.

III. PROPOSED VIDEO CODING AND TRANSPORT SCHEMES

One of the challenges when utilizing path diversity for video transmission is how to generate multiple coded substreams to feed the multiple paths. We consider three types of coding schemes
that differ in terms of their requirements for the transport-layer support. These three schemes are all built on top of the block-based hybrid coding framework using MCP and discrete cosine transform (DCT), which is employed by all existing video coding standards. This way, the loss of coding efficiency is limited and the source codec can be implemented by introducing minimal modifications to codecs following existing standards. We present these three methods separately in the subsequent subsections, followed by comparison and discussion.

A. Feedback Based Reference Picture Selection

As discussed above, one of the main challenges in MCP-based video coding for ad hoc networks is how to limit the extent of error propagation caused by loss on a bad path, and yet minimize the loss in coding efficiency. As mentioned in Section II-B, one simple approach to generate two substreams is the VRC option in the H.263+ standard [11], which codes the even and odd frames as two separate substreams and perform temporal prediction within each substream. However, compared to predicting a frame from its immediate neighbor, VRC requires significantly higher bit rates. Also, although this method can prevent the loss in one path from affecting frames in the other path, error propagation still exists within the same path. We note that there is no reason to forbid one path from using another path’s frames as reference if all the paths are good. Motivated by this observation, we propose to choose the reference frames as follows: based on feedback and predicted path status, always choose the last frame that is believed to have been correctly received as the reference frame.

Specifically, we sent the coded frames on separate paths. The mapping of frames to paths depends on the available bandwidth on each path. For example, in the two-path case, if both paths have the same bandwidth, then even frames are sent on path 1, and odd frames on path 2. We assume that a feedback message is sent for each frame by the decoder. If any packet in a frame is lost, the decoder sends a negative feedback (NACK) for that frame. Otherwise, it sends a positive feedback (ACK). The feedback information for a frame may be sent on the same path as the frame, or on a different path. An encoder receives the feedback message for frame \( n - RTT \) when it is coding frame \( n \), where \( RTT \) is measured in frame intervals.

Furthermore, once a NACK is received for a frame delivered on one path, we assume that the path remains “bad” until an ACK is received. Similarly, we assume the path stays in the “good” status until a NACK is received. When encoding a new frame, the encoder deduces the
last correctly decoded frame, based on the feedback messages received up to this time, and uses that frame as the reference frame. This scheme works well when the loss of a path is bursty, which is typical in ad hoc networks. A more sophisticated scheme may adopt a threshold for the NACKs and ACKs for a given window of time and switch the reference frame only when the threshold is exceeded.

Figure 2 is an example of the proposed RPS scheme where $RTT = 3$. When NACK(1) is received at the time when frame 4 is being encoded, the encoder knows that frames 2 and 3 cannot be decoded correctly due to error propagation. Therefore, frame 0 is chosen as the reference for frame 4 and path 2 is set to “bad” status. When frame 6 is coded, the encoder uses frame 4 instead of frame 5 as reference frame, because path 2 is still in the “bad” status. When ACK(7) is received, path 2 is changed to “good” status. Frame 9 is then chosen as the reference of frame 10.

The RPS scheme offers a good trade-off between coding efficiency and error resilience. When both paths are good, RPS uses the immediate neighboring frame as reference, thereby achieving the highest possible prediction gain and coding efficiency. When one path is bad, the encoder avoids using any frames that are affected by path errors, thereby minimizing the error propagation period. RPS has higher coding efficiency than the schemes using fixed prediction distances [11], and error propagation in each substream is effectively suppressed. These improvements are achieved by using a frame buffer to store several previous coded frames as possible references, and by using feedback for path status prediction. Note that in this scheme feedback is used to control the operation of the encoder. No retransmission is invoked.

B. Layered Coding with Selective ARQ

This is a scheme using layered video coding. With this scheme, a raw video stream is coded into two layers, a BL and an EL. We follow the SNR profile in the H.263 standard [48] when generating the layers. A BL frame is encoded using the standard predictive video coding technique. Note that because the BL coding uses only the previous BL picture for prediction, this coding method has a lower coding efficiency than a standard single layer coder. This loss in coding efficiency is, however, justified by increased error resilience: a lost EL packet will not affect the BL pictures. Good quality is thus guaranteed if the BL packets are delivered error-free or at a very low loss rate. There are three prediction options in the H.263 standard
for enhancement layer coding: UPWARD prediction, in which the base layer reconstruction of current frame is used as the prediction of the enhancement layer, FORWARD prediction, in which the enhancement layer reconstruction from the previous frame is used as the prediction, and BIDIIRECTION prediction, in which the average of base layer reconstruction and enhancement layer reconstruction is used. The LC with ARQ codec selects from the three prediction options the one that has the best coding gain. Although this approach is optimal in terms of coding efficiency for the enhancement layer, error propagation can still occur in the EL pictures.

Given two paths, the traffic allocator sends the BL packets on one path (the better path in terms of loss probability when the two paths are asymmetric) and the EL packets on the other path. The receiver sends selective ARQ requests to the sender to report BL packet losses. To increase the reliability of the feedback, a copy of the ARQ request is sent on both paths. When the sender receives an ARQ request, it retransmits the requested BL packet on the EL path, as illustrated in Fig.3. The transmission bit rate for the EL may vary with the bit rate spent on BL retransmission. For video streaming applications where video is typically pre-encoded off-line, a simple rate control method is used for the EL path: when a BL packet is retransmitted on the EL path, one or more EL packets are dropped to satisfy the target transmission rate on the EL path.

Our observation shows that a multiple hop wireless path behaves more in an on-off fashion with bursty packet losses. If there is a BL packet loss, the BL route is most likely to be broken. Moreover, if the loss is caused by congestion at an intermediate node, using the BL path for retransmission may make the congestion more severe. If disjoint paths are used, path diversity implies that when the BL path is down or congested, it is less likely that the EL path is also down or congested. Therefore, retransmission using the EL path is likely to have a higher success probability and lower delay.

As discussed in Section II-B, we assume either the sender continuously estimates the states of the paths based on received ARQ requests or QoS reports, or the multipath routing process orders the paths according to their loss characteristics. In the first case, a burst of ARQ requests received at the sender implies that the BL path is in a “bad” state. If the inferred EL path state is better, the sender may switch the paths. In the latter case, an intermediate node may send an error report back to the source after it drops a packet (e.g., an Error Report in DSR [28], or an ICMP Unreachable error message [47]). These error reports will trigger the routing process to
reorder the paths or initiate a new Route Query.

C. Multiple Description Motion Compensation

Unlike the above two techniques, MDMC is a multiple description coding scheme which does not depend on the availability of feedback channels. Because paths in ad hoc networks change between “up” and “down” state very often, each description experiences bursty packet losses. Therefore, we employ the packet-loss mode of MDMC presented in [10]. It uses a linear superposition of two predictions from two previously coded frames. In the MDMC encoder, the central prediction is obtained by

$$\hat{\psi}(n) = a_1 \tilde{\psi}_e(n - 1) + (1 - a_1) \tilde{\psi}_e(n - 2),$$  \hspace{1cm} (1)

where $\tilde{\psi}_e(n - 1)$ and $\tilde{\psi}_e(n - 2)$ are motion compensated predicted signals constructed from two previously encoded frames $\psi_e(n - 1)$ and $\psi_e(n - 2)$ respectively. The central prediction error $e_0(n) = \psi(n) - \hat{\psi}(n)$ is quantized by quantizer $Q_0(\cdot)$ to $\tilde{e}_0(n)$. The quantized prediction error and motion vectors for even frames are sent on one path, and those for odd frames are sent on another path. In the decoder, if frame $n - 1$ is received, frame $n$ is reconstructed using

$$\psi_d(n) = a_1 \tilde{\psi}_d(n - 1) + (1 - a_1) \tilde{\psi}_d(n - 2) + \tilde{e}_0(n).$$  \hspace{1cm} (2)

where $\tilde{\psi}_d(n)$ represents motion compensated prediction from decoded frame $n$.

If frame $n - 1$ is damaged but frame $n - 2$ is received, the decoder only uses the reconstructed frame $n - 2$ for prediction. To circumvent the mismatch between the predicted frames used in the encoder and the decoder, the signal $e_1(n) = \tilde{\psi}_e(n - 2) - a_1 \tilde{\psi}_e(n - 1) - (1 - a_1) \tilde{\psi}_e(n - 2) - \tilde{e}_0(n)$ is quantized by another quantizer $Q_1(\cdot)$, which is typically coarser than $Q_0(\cdot)$, and the output $\tilde{e}_1(n)$ is sent along with other information on frame $n$. Now when frame $n - 1$ is damaged, the side decoder reconstructs frame $n$ using

$$\psi_d(n) = \tilde{\psi}_d(n - 2) + \tilde{e}_0(n) + \tilde{e}_1(n).$$  \hspace{1cm} (3)

In addition, the lost frame $\psi(n - 1)$ is estimated using

$$\tilde{\psi}_d(n - 1) = \frac{1}{a_1} \left( \psi_d(n) - (1 - a_1) \tilde{\psi}_d(n - 2) - \tilde{e}_0(n) \right).$$  \hspace{1cm} (4)

The MDMC codec offers a trade-off between redundancy and distortion over a wide range by varying the coder parameters (the predictor coefficient $a_1$ and the quantization parameter of
The efficiency of a MDMC codec depends on the selection of the parameters, which in turn depends on the estimation of the channel’s error characteristics. There is only one additional buffer needed in MDMC compared with conventional codecs that use only one previous frame for prediction.

D. Comparison and Discussion

The three schemes have their respective advantages and disadvantages. Depending on the availability of a feedback channel, the delay constraint, and the error characteristics of the established paths, one technique may be better suited for an application than another. A comparison of these three schemes is given in Table I.

RPS is applicable when feedback channels are available. The redundancy depends on the distance between a current frame and its reference frame, which in turn depends on the packet loss rate and the \( RTT \). When the paths are error-free, RPS has the highest encoding efficiency. Compared with ARQ-based schemes, there is no decoding delay incurred but additional buffers are still needed.

LC with ARQ is suitable when feedback channels are available and the application is such that the latency caused by retransmission is tolerable. The redundancy of this scheme comes from the fact that a frame is predicted from the base-layer reconstruction of the reference frame. It is difficult to control the amount of the redundancy introduced, which is more than the amount of redundancy introduced in the MDMC coder, when operating under the chosen set of parameters. This is why the LC approach has the lowest quality when packet loss rate is low. However, when the packet loss rate is high, this method can usually deliver the BL successfully, thus providing better video quality than the other two proposed schemes, at the cost of extra delay. The additional delay is at least \( RTT \).

MDMC, unlike the other two, does not need feedback, nor does it incur additional decoding delay. It is easier to control the redundancy in MDMC by changing the predictors and the side quantizer. The redundancy can be achieved in a wider range than the above two schemes (even though the parameters of the MDMC coder are fixed in all the simulation studies reported here). Since MDMC needs no feedback, the video can be pre-encoded, which is desirable for video streaming applications. Note that this is not possible with the RPS scheme. The challenge with MDMC is how to adapt the coding parameters based on the error characteristics of the paths so
that the added redundancy is appropriate.

IV. PERFORMANCE STUDY USING MARKOV MODELS

In this section, we report on performance studies of the proposed schemes. The challenge is that the problem requires cross-layer treatment with a large set of parameters. To simplify the problem and focus on the key issues, we first study the performance of the schemes using Markov link models. The lower layer details are hidden and their impact on the video transport is embodied in the bursty errors generated by the Markov models. We will examine the impact of lower layer components such as user mobility, multipath routing, and the MAC layer using OPNET simulations in the next section.

A. The Video Codec Implementations and Parameters

We implemented in software the proposed three video coding schemes on top of the public domain H.263+ codec [49]. For RPS, we added our reference picture selection algorithm extending the RPS option provided by the standard. For LC with ARQ, we added a simple rate control algorithm for EL, as explained in section III-B. For MDMC, the codec was modified to produce both central and side predictions in the INTER mode, and encodes central and side prediction errors using quantization parameters $QP_0$ and $QP_1$ respectively. More details about MDMC can be found in [8].

Error concealment is performed in the decoders when packets are lost. In the RPS decoder, the conventional copy-from-previous-frame method is used. In the LC decoder, if the BL is lost, the copy-from-previous-frame method is used. If the EL is lost but the BL is received, the frame is reconstructed using the BL only. In the MDMC decoder, the lost information can be recovered partially from the other description received (see section III-C and [8]).

We use the Quarter Common Intermediate Format (QCIF, 176×144 Y pixels/frame, 88×72 Cb/Cr pixels/frame) sequence “Foreman” (first 200 frames from the original 30 fps sequence) encoded at 10 fps in the performance study of the schemes. The encoder generates two substreams with a bit rate of 59Kbps each. The TMN8.0 [49] rate control method is used in RPS and LC with ARQ, but the frame layer rate control is disabled. In the simulations using Markov models, RTT is assumed to be about 3 frame intervals. In MDMC, $a_1$ is set as 0.9, and the quantization parameter $(QP_0, QP_1)$ is fixed at (8,15) [8], which achieves approximately the same bit rate as
the other two schemes. The buffer size of RPS is set to 12 frames. If the selected reference frame is not found in the buffer, the nearest frame is used instead. In all the methods, 5% macroblock level intra-refreshments are used, which has been found to be effective in suppressing error propagation for the range of the packet loss rates considered. Each group of blocks (GOB) is packetized into a single packet, to make each packet independently decodable. In LC with ARQ transmission, the BL is transmitted on the better channel if the two channels are asymmetric. In the following simulations, we only allow a lost BL packet to be retransmitted once.

B. Modeling of Ad Hoc Routes Using Markov Models

In [31], replied routes for a route query are first broken into a pool of links and disjoint routes are assembled from the links in the pool. Motivated by this work, we model a multiple hop wireless route using the concatenation of a number of links, drawn randomly from a link pool and each is modeled by a Markov chain [9].

This model has many advantages. The link pool can be easily built using measurement data of ad hoc links. Furthermore, the loss pattern and loss rate are easily controlled. More complex packet loss processes can also be modeled using semi-Markov models. Performance analysis of the video codecs under a full spectrum of loss processes is possible with this technique. The disadvantage of this model is that it is a high level model. Details such as bandwidth and end-to-end delay variation, the interference, and user mobility cannot be modeled accurately. These issues will be addressed in the OPNET models in the following sections.

C. Simulation Results using Markov Channel Models

A three-state Markov model was used for each link with the states representing a “good”, “bad” or “down” status for the link. The “down” state means the link is totally unavailable. The “good” state has a lower packet loss rate than the “bad” state. The packet loss rates we used are $p_0 = 1.0$, $p_1 \in [0.1\%, 20\%]$, and $p_2 = 0$, for the “down”, the “bad”, and the “good” states, respectively. The transition parameters are chosen to generate loss traces with desired loss rates and mean burst lengths. In our simulation, two paths were set up for each connection, and each path was continuously updated as follows: After every two seconds, two links were chosen randomly from a link pool to construct a new path. For the results reported in Fig.4-Fig.7, the paths used are disjoint to each other. A video packet can go through a path correctly only when it
goes through every link successfully. For each case studied in the following, a 400-second video sequence is used by repeatedly concatenating the same video sequence 60 times. The error-free average PSNR of the received video frames are 34.14dB, 33.31dB, and 33.47dB for RPS, LC with ARQ, and MDMC, respectively.

The average PSNRs of decoded video sequences under various packet loss rates are given in Fig.4-Fig.7. From this figure, we can conclude that the best choice depends on the channel characteristics, including error rate and error pattern (burst length), the application requirement, including delay constraint, and the differences among those channel characteristics (for example, symmetric or asymmetric). Specifically, the following observations can be obtained from the figures.

1) Effect of packet loss rates: Generally, when the burst length is not higher than 9 packets, LC with ARQ has the best performances when the error rate is medium to high. A large burst of error may make the ARQ scheme less effective (see Fig.7). RPS has the best performance at very low error rate due to its coding efficiency. This implies that when the error rate is very low, it is more appropriate to add necessary redundancy based on the channel feedback, than adding a fixed amount of redundancy at the encoder.

2) Effect of path symmetry: The paths may be symmetric or asymmetric in terms of packet loss rates. Comparing Fig.5 and Fig.6, when the average loss rate on the two paths is equal, LC without ARQ works better in asymmetric channels, while the performance of RPS, LC with ARQ, and MDMC is similar with either asymmetric or symmetric channels. For example, for the [2%, 4%] point in Fig. 5, LC with ARQ has average PSNR of 32.84 dB, while for the [3%, 3%] point in Fig. 6, LC with ARQ has average PSNR of 32.87 dB. This broadly holds for all other points in both figures. With retransmission of lost BL packets on the EL path, the BL path does not need to be significantly better than the EL path. The fact that the video quality is insensitive to path symmetry with all three schemes is a blessing: This means that one does not need to provide special provisioning in the network to provide at least one high quality path.

3) Effect of error burst lengths: From Fig.7, we observe that in the low to intermediate burst length range considered, the performances of all the three schemes improves gradually as the burst length increases\(^3\). The reason is when the average packet loss rates are the same, a

\(^3\)The burst length in Fig.4-Fig.7 is measured in number of packets. With the QCIF video, there are 9 packets per frame.
shorter burst length means more frames have errors, which causes more distortions at the video decoders; while a larger burst length means less frames have errors, which could be remedied with effective error concealment. When the mean error burst length increases, the RPS scheme gains most, since its path status prediction method works better with longer bursts. Note that this trend is true only up to a certain point. When the burst length increases beyond this point, so that all packets in two or more consecutive frames are corrupted by an error burst, the PSNR of decoded video will start to drop sharply.

4) Effect of delay constraint: When retransmission is allowed by the end-to-end delay constraint, LC with ARQ has the best performance among these three schemes, even only one retransmission is allowed. We also show in Fig.4-Fig.7 the results for the LC scheme without retransmissions. This test is used to emulate the case when retransmission is not possible, because the delay constraint of the underlying application does not allow to do so, because it is not feasible to set up a feedback channel, or because end-to-end retransmission is not practical (e.g., video multicast). Without the ARQ protection of BL, the performance of LC is, as expected, the poorest among all the schemes. It shows that LC is effective only when the transport layer can provide efficient error control (e.g., FEC or ARQ) for the BL packets. Although LC with ARQ has the highest PSNR in the cases we studied, it is the most susceptible to a large end-to-end delay and imperfect feedback channels.

Note that the performance of the proposed three schemes is also influenced by several other factors. For example, the performance of RPS varies with the RTT as well: the shorter the RTT is, the better RPS works. This is because when the RTT is shorter, the RPS encoder will be notified of the corrupted frames earlier and then it can stop error propagation earlier. Because MDMC does not require the set up of a feedback channel, it can be used in a wider range of applications.

V. PERFORMANCE STUDY USING OPNET MODELS

The simplicity of the Markov model enables us to examine the performance of the proposed schemes over a wide range of packet loss patterns. In this section, we use the OPNET models to examine the impact of lower layer factors, which are not revealed by the Markov model. Using MDMC as an example, we show how multipath routing, MAC operation, and user mobility affect video transport.
A. Multipath Routing Using Dynamic Source Routing

DSR is a source routing protocol proposed for mobile ad hoc networks, where intermediate nodes do not need to maintain up-to-date routing information for forwarding a transit packet since the packet carries the end-to-end path in its header. It is an on-demand protocol where route discovery is performed for a node only when there is data to be sent to that node [28].

There are a number of extensions of DSR to multipath routing. In [22], intermediate nodes are forbidden to reply to route queries. The destination node receives several copies of the same route query (each traverses a possibly different path) within a time window. At the end of the time window, the path with the shortest delay, and another path which is most disjoint with the shortest path are returned to the source. In [50], in addition to a shortest path, backup paths from the source node and from each intermediate node of the shortest path are found to reduce the frequency of route request flooding.

We extended DSR to multipath DSR (MDSR) in the following way. Each node maintains two routes to a destination. We allow both the destination node and intermediate nodes to reply to a route query. When the destination node replies, it also copies the existing routes from its own route cache into the route reply, in addition to the route that the route query traversed. Another difference with the single path DSR is that when a node overhears a reply which carries a shorter route than the reply it plans to send, it still send its reply to the requesting source. This increases the number of different routes returned, giving the source a better choice from which to select two maximally disjoint paths from these replies. The first returned route is used by the originating packet. Then the route cache is further updated (or optimized) as new replies for the same query arrive, using the algorithm in Fig.8. This algorithm is a greedy algorithm in the sense that it always finds the best paths returned so far. Since with DSR, a reply with shorter route usually arrives earlier [28], this heuristic algorithm gives good performance without using a time window. As compared to [22], the routing delay with MDSR is smaller.

Although MDSR is capable of maintaining more than two routes, we only experimented with the two-path version, since the results in [50] indicate that the largest improvement is achieved by going from one to two or three paths. The MDSR models is built based on the OPNET DSR model[51].
B. **OPNET Simulation Setting**

Using the OPNET model, we simulate an ad hoc network with 16 nodes in a 600m by 600m region. Given the dimension of the region, 16 nodes result in a density that maintain a connected network for most of the time [52]. Each node is randomly placed in the region initially. We used a version of the popular *Random Waypoint* mobility model, where each node first chooses a random destination in the region, then moves toward it at a *constant* speed. When it reaches the destination, it pauses for a constant time interval, chooses another destination randomly, and then moves towards the new destination [53]. Note that this is a simplified version of the Random Waypoint model. Since there is no randomness in the nodal speed, the convergence problem reported in [54] does not present itself here. We used a pause time of 1.0 second for all the experiments reported in this paper. The speed of the nodes varies from 0m/s to 10m/s, which models movement of pedestrians or vehicles in city streets.

We use the IEEE 802.11 protocol in the MAC layer working in the DCF mode. Its physical layer features, e.g., frequency hopping (FH), are not modeled. The channel has a bandwidth of 1Mbps and uses FH. The transmission range is 250 meters. If the sender of a packet is within this range of the receiver, and the sender has successfully accessed the channel during the transmission period, the packet is regarded as correctly received. The maximum number of link layer retransmissions is 7, after which the packet is dropped. UDP is used in the transport layer. We also implemented part of the RTP functionality [13], such as timestamping and sequence numbering in our model.

Among the 16 nodes, one is randomly chosen as the video source and another node is chosen as the video sink, where a 5 second playout buffer is used to absorb the jitter in received packets. The video source starts a session using two routes, sending two substreams of encoded video (59kbps each) to the sink. All other nodes generate background traffic to send to a randomly chosen destination. The inter-arrival time of the background packets is exponentially distributed with a mean of 0.2 second. The background packet has a constant length of 512 bits.

C. **Simulation Results using OPNET Models**

1) **MDSR Performance**: First we examine the performance of MDSR. Fig.9 plots the traces of two routes maintained by the video source node during a simulation in which each node has a speed of 10m/s. The length of a route is denoted by the total number of nodes the route
traverses, including the source and the destination. Each point in the figure also means a route update: either a better route is found, or a route in use is broken. It can be seen that the routes are unstable. However, since the nodes are moving around rapidly, new neighbors are found and a new route is discovered shortly after the old route is down. This shows that mobility is both harmful and helpful. The lengths of the routes vary from 0 to 6 (5 hops, a little higher than the diameter of the network) during the simulation. For most of the simulation period, the route length is 2, which means direct communication between the source and the destination, or 3, which means a relay node is used in between. We also plot the number of common nodes between two paths. During most of the simulation period, this number is 2, which means the two routes are disjoint except the common source and destination.

Fig. 9 shows the period when the routes are the longest and most correlated. At the beginning of the period, the two paths are two hops each and are disjoint. Then they get longer and have more common nodes, probably indicating that they are moving away from each other. After the 260th second, they become two hops again after shorter new paths are found. After the 262th second, the routes become disjoint again.

2) **MPT vs. SPT:** Next we compare the performance of MPT with single path transport (SPT) in Fig.10 and Fig.11, where the same multistream video coder, MDMC, is used. For SPT, we used the NIST DSR model [51] which maintains a single path to a destination, while for MPT we used the MDSR model which is a multipath routing extension of [51]. We transmit both substreams on the same path in the SPT simulations. To alleviate the impact of bursty errors, we interleave the packets of the two descriptions with a two-frame interleaving interval. Description 1 (2) packets for two even (odd) frames is followed by description 2 (1) packets for two odd (even) frames. We perform this experiment for the 16-node network where each nodes moves at a speed of 10m/s. The PSNR traces (using the left y axis) and loss traces (using the right y axis) using MDSR and DSR are plotted in Fig.10 and Fig.11, respectively. It can be seen that PSNR drops when there is loss in either substream. Also the deepest drop occurs when a large burst of loss of one substream overlaps with that of the other substream. SPT has higher loss rates than MPT, and therefore the PSNR curve in Fig.11 has more frequent and severe drops than that in Fig.10. It is obvious that SPT has poorer performance than MPT.

This is further illustrated in Fig.12, which displays the zoomed versions of the loss traces of both simulations. The SPT traces (plotted at bottom) have more frequent packet losses than
the MPT traces (plotted on top). Even worse is that the packet losses of the substreams are strongly correlated. This has the most negative impact on the MDMC performance. Although we interleaved the substreams before transmitting, the burst length is too long, rendering the interleaving ineffective. A larger interleaving interval may help but at the cost of a larger end-to-end delay.

3) Impact of Mobility: We also examined the impact of mobility on video transport using MDMC as an example. Fig.13 shows the PSNRs of the received video frames when the nodes are stationary. The PSNR curve in Fig.13 is very stable, with only a few narrow drops. From the error trace below, we can see that the losses are mostly random, i.e., the error burst length is 1 packet for most of the time. When nodes begin to move around at a speed of 10m/s, the PSNR curve in Fig.10 is much worse with many more drops. The largest drops occur at the 500th, 2000th and 2500th frames. We conjecture that during these periods the source node and destination node were either far away from each other, or were in a hot-spot. We can see that in both figures, the valleys of the PSNR curve match the loss bursts drawn below. In Fig.10, the loss bursts in this plot match the two routes’ longest and most correlated periods in Fig.9. Mobility clearly has a negative effect on video transport.

Figure 14 shows the mean packet loss rates and the mean packet loss burst lengths of the two substreams during the simulations when the mobile speed varies from 0m/s to 10m/s. Fig.15 is the resulting average PSNR for different speeds using the MDMC codec. There are several interesting observations:

1) The two routes maintained by MDSR are relatively symmetric in their error characteristics. Recall from Fig.8 that the algorithm does not intend to order the two paths MDSR maintained. This is suitable for MDMC since the two descriptions are equivalent in importance on video quality. If LC with ARQ is used, an algorithm that always puts the shortest path in cache 0 (which is used by the BL) is preferred.

2) MDSR effectively reduces both the mean packet loss rate and the mean packet loss burst length. When the speed is 10m/s, the average loss rate for MDSR is about 3%, while that of DSR is about 6.4%. The mean burst length of MDSR at 10m/s is about 11, while that of DSR is about 12.5.

Note that the frame rate is 10 frames/second. The frame number corresponding to the 250th second in Fig.9 is 2500 in Fig.10.
of DSR is about 20.

3) When the nodes are stationary, the mean burst length of MDSR is 1. Packet loss in this case is mainly caused by failure in accessing the channel. When nodes are mobile, the links are more frequently broken because of nodal mobility, and the loss characteristics change from random loss to bursty loss. We conjecture that the burst length depends on the time scale of the routing protocol and the rate of change in the topology.

4) Somewhat counter-intuitive is that as speed increases, the average loss rate becomes stable. Furthermore, the highest mean burst length occurs at 4m/s instead of 10m/s. The mean PSNR in Fig.15 shows the same trend. When speed increases, the mean PSNR first drops, then becomes stable. Note that at 4m/s, the mean burst length is about 40 packets, which correspond to more than 4 frames. At this high burst length (and the corresponding high loss rate), the general trend that the PSNR increases with the burst length is not true any more. In fact, the likelihood that both paths experience packet losses simultaneously is quite high, which leads to a significant drop in the decoded video quality.

These observations further verify our previous observation that mobility is both harmful and helpful. During the initial increase in mobility, routes break down more easily, which leads to the increases both in the mean packet loss rate and a drop in the PSNR. As speed further increases, new topologies are more quickly formed and new routes are more quickly established. A hot spot in the region, where nodes cluster and compete for the channel, is more quickly dispersed. As speed increases, the period of time a node remains disconnected is smaller. The turning point (4m/s in Fig.14 and Fig.15) is determined by the node density in the region and the transmission range. We conjecture that similar phenomenon exists for other scenarios with a different number of nodes or a different transmission range, given that the node density is high enough to maintain a connected network for most of the time. When the nodal speed further increases over the routing timescale, the routing process would be unable to track the quickly changing topology. Therefore, drops in the average PSNR is expected.

VI. AN AD HOC MULTIPATH VIDEO STREAMING TESTBED

To validate the feasibility of video transport over ad hoc networks and evaluate the achievable video quality with today’s technology, we implemented an ad hoc multipath video streaming testbed. The implementation and experimental results are reported in the following.
A. The Setup of the Testbed

The testbed is implemented using four IBM Thinkpad notebooks with 802.11b cards. Fig.16 shows the network view of the testbed. The notebooks were placed at (or moved around) various locations in the Library/CATT building at Polytechnic University. IBM High Rate Wireless LAN cards are used working in the DCF mode with a channel bandwidth of 11Mbps. The corridors are about 30m×60m. In the building, there is interference from IEEE 802.11 access points (AP) and other electronic devices (e.g., microwave ovens). Nodes $S$ and $D$ are, respectively, the video source and sink, while nodes $R_1$ and $R_2$ are the relays. Since there are only four nodes in this network, we use static routing to force the use of two-hop routes. Dynamic routing will be implemented in a future version.

The system is built on Microsoft Windows 2000. We implemented the timestamping, sequence numbering, and QoS feedback functions in the application layer. For LC with ARQ, limited retransmission for BL is implemented in the application layer as well. UDP sockets are used at the transport layer. A traffic allocator dynamically allocates packets to the two paths. The video sink maintains a playout buffer, using a hash table data structure. Typically video streaming applications use a playout buffer of a few seconds to smooth the jitter in incoming packets. We chose a playout buffer of 2 seconds for this network. To support interactive applications, we also experimented with a 300ms playout delay.

The implementations of LC with ARQ and MDMC codec discussed in Section IV-A are used. We did not use the RPS codec since it does not support streaming of pre-encoded video. For both schemes used, the testbed performs off-line encoding, but the received video frames are decoded in real time and displayed on the screen of node $D$.

B. Experimental Results

We examined the performance of the system in the scenarios shown in Fig.16. The average PSNRs of the received frames using the two schemes are presented in Table II and Table III, respectively. For comparison with the Markov simulation studies presented in Section IV, the last row of each Table lists the average PSNRs obtained from Fig.4-Fig.7. Each testbed value in the table is the average over an experiment lasting for 10 to 15 minutes. In all the tests using LC with ARQ, path 1 is used for the BL.
The results in Table II are consistent with the Markov simulation results presented in Section IV-C. The minor difference between the last two rows of Table II are caused by the differences in the actual loss rates of the testbed experiments and the corresponding Markov simulations, and the differences in the loss patterns (the experiment loss processes may not be Markovian). An interesting observation is that for the test scenario in Fig.16(a), when the loss rates for both substreams are very low, MDMC has a higher average PSNR (33.11 dB) than LC with ARQ (32.24 dB). This is also shown in Fig.5 and Fig.6.

The results in Table III clearly show that ARQ effectively reduces the BL packet loss rate in all the experiments. These reductions account for improved video quality. For example, all lost BL packets in the test of Fig.16(a) are successfully recovered, resulting in a BL loss rate of 0%. The average PSNR for this test is the highest among all the LC with ARQ experiments. However, this is not true for the mean burst length. Since each BL packet has its deadline imposed by the playout delay, ARQ is more effective in recovering short error bursts. During an experiment, many short error bursts are recovered, reducing the number of error bursts. But for an error burst comparable or greater than the playout delay, only a small portion of it is successfully retransmitted. Therefore, sometime the mean burst length of BL increases when ARQ is used. Recall in Fig.7, we showed that given the same average loss rate, PSNR improves when the mean burst length increases. The increase mean burst length, combined with reduced average BL loss rate, contribute to the increased video quality. During the experiments with LC with ARQ, we observed short periods of badly corrupted frames, followed by a long period of high quality frames. The ARQ success ratio in the table is defined to be the ratio of the number of successfully retransmitted BL packets and the number of all lost BL packets. This ratio decreases as the loss rates of both paths increase, and as the playout delay decreases.

For the experiments reported here, the packet delay and delay jitter are both very low, because there is low background traffic and the bit rates of the video substreams are also low. For this reason, very few packets are dropped because of lateness even with 300 ms playout delay, and the video quality obtained with 300 ms playout delay is similar to that with 2s playout delay, with both schemes. When the system load is higher, the 300ms playout delay is likely to yield worse performance.

In the experiments, LC with ARQ performs better than MDMC, except the very low loss cases, which is consistent with the Markov model simulation results in Fig.4-Fig.7. However, as
compared to the results in Fig.4-Fig.7, LC with ARQ yields lower average PSNR under similar loss rates. In fact, a successful retransmission requires (1) successful and timely delivery of the NACK, and (2) successful delivery of the retransmitted BL packet before its deadline. Recall that in the Markov model simulations, we assume a perfect feedback channel and the paths were chosen to be disjoint. These assumptions ensure a high ARQ success ratio. Additionally, in the testbed, NACKs are sent on the same two paths as the video packets. The end-to-end delay is not fixed as in the Markov model simulations. These further reduce the degree of path diversity and the effectiveness of the ARQ algorithm. For MDC, no feedback is necessary. As a result, its performance is more consistent with the Markov simulation results in Fig.4-Fig.7.

Figure 17 is a snapshot of the MDCM testbed during an experiment. The upper left part of the GUI displays the received video and the network view of the testbed. The transport related statistics (loss rates, jitter, receiver buffer occupancy, etc.) and the video codec related attributes (frame rate, format, bit rates, etc.) are displayed at the upper right part of Fig.17. The two windows in the center display the packet loss traces of the two substreams for each frame. The lower part of Fig.17 is the PSNR trace of the received video, which illustrates how video quality is impaired by packet losses of both substreams, and how the MDCM decoder recovers from the packet losses.

VII. CONCLUSIONS

Enabling video transport over ad hoc networks is more challenging than over other wireless networks, both because ad hoc paths are highly unstable and compressed video is susceptible to transmission errors. However, multiple paths in an ad hoc network can be exploited as an effective means to combat transmission errors. Motivated by this observation, we chose three representative video coding schemes, all based on MCP used in modern video coding standards, and show how to adapt these schemes with MPT to enable video transport over ad hoc networks.

In this paper, we highlight the close interaction between the video codec and the transport layer. Results presented suggest that if a feedback channel can be setup, the standard H.263 coder with its RPS option can work quite well. Additionally, if delay caused by one retransmission is acceptable, layered coding with the BL protected by ARQ is more suitable. MDC is the best choice when feedback channels cannot be set up, or when the loss rates on the paths are not too high. A comparison of the schemes from the perspective of video coding, e.g., frame memory
required at the coder and decoder, source coding redundancy, and on-line/off-line coding, is presented as well. Using OPNET models, we extended DSR to support multipath routing. The impact of multipath routing and mobility is investigated.

To further verify the feasibility of video transport over ad hoc networks, we implemented an ad hoc multipath video streaming testbed using four notebook computers. Our tests show that acceptable quality streaming video is achievable with both LC with ARQ and MDMC, in the range of video bit rate, background traffic, and motion speed examined. Together with simulation results using the Markov path model and the OPNET models, our studies demonstrate the viability of video transport over ad hoc networks using multipath transport and multistream coding.

We should note that further improvements could be made for each component in the proposed framework. For example, (1) The video codec parameters could be further tuned and optimized in the rate distortion sense, given the path conditions. (2) Packets from all the substreams could be dispersed to the multiple paths with a more sophisticated algorithm to maximize the benefit of MPT. (3) The ad hoc networks simulated in Markov model and OPNET models, and the testbed are relative small. It would be very interesting to see how the performance scales for a larger ad hoc network. These are still open research problems that are worth investigating in future work.
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Fig. 1. General architecture of the proposed system using multistream coding and multipath transport.

Fig. 2. Illustration of the RPS scheme. The arrow associated with each frame indicates the reference used in coding that frame.

Fig. 3. The two-path layered video transmission model with end-to-end ARQ for BL packets.

Fig. 4. Average PSNRs of the three schemes with asymmetric paths: Path 1’s loss rate is fixed at 12%, and path 2’s loss rate varies from 0.1% to 10%.
Fig. 5. Average PSNRs of the three schemes with asymmetric paths: Path 1’s loss rate is twice of that of path 2.

Fig. 6. Average PSNRs of the three schemes with symmetric paths: The mean burst length is fixed at 4 packets, while the loss rates varies.

Fig. 7. Average PSNRs of the three schemes with symmetric paths: The loss rates are fixed at 10%, while the mean burst length varies.
W = getRouteFromReply(Route Reply); 
if((R0 is empty) and (R1 is empty)) {
    copy W to RAND(R0,R1);
}
else if((R0 is not empty) and (R1 is empty)) {
    copy W to R1;
}
else if((R0 is empty) and (R1 is not empty)) {
    copy W to R0;
}
else {
    if(R0,R1,W have the same number of common nodes) {
        (R0,R1)= getTheTwoShortestRoutes(R0,R1,W);
    }
    else {
        (R0,R1)= getTheTwoMostDisjointRoutes(R0,R1,W);
    }
}

NOTE: W is the returned route, R0 and R1 are cached routes. 
RAND(R0,R1) returns R0 or R1 with equal probability.

Fig. 8. The route updating algorithm.

Fig. 9. Simulation results of 16 nodes moving in a 600m × 600m region at a speed of 10m/s. The traces of two routes to the video sink maintained by the video source during the whole simulation period.

Fig. 10. The PSNRs of the received frames with a MDMC codec using two paths. 16 nodes move in a 600m × 600m region at a speed of 10m/s. Plotted on the right y axis are the lost packets per frame. The MSDR algorithm is used for route update. The measured average loss rates of the two substreams are: (3.0%, 3.1%).
Fig. 11. The PSNRs of the received frames with a MDMC codec using a single path. 16 nodes move in a $600m \times 600m$ region at a speed of 10m/s. Plotted on the right $y$ axis are the lost packets per frame. The path is updated using the the NIST DSR model and both substreams are sent on the path using an interleaving interval of 2 frames. The measured average loss rates of the two substreams are: (6.3%, 6.4%). Note that the loss bursts of both substreams overlap with each other, and the PSNR curve drops more frequently than that in Fig.10.

Fig. 12. Zoomed lost packet per frame traces of two substreams.

(a) The MPT case (corresponding to Fig.10)  
(b) The SPT case (corresponding to Fig.11)

Fig. 13. The PSNRs of the received frames with a MDMC codec. 16 nodes in a $600m \times 600m$ region. Plotted on the right $y$ axis are the lost packets per frame. The nodes are stationary.
Fig. 14. Loss characteristics vs. mobile speed for both MPT and SPT OPNET simulations.

Fig. 15. The average PSNR vs. node speed for the MDMC scheme from the OPNET simulations.

Fig. 16. Experiment scenarios for the testbed
Fig. 17. A screenshot of the testbed GUI during a MDMC experiment.
### TABLE I

**Comparison of the Three Schemes**

<table>
<thead>
<tr>
<th></th>
<th>RPS</th>
<th>LC with ARQ</th>
<th>MDMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback Needed</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Decoding Delay</td>
<td>No</td>
<td>$\geq RTT$</td>
<td>No</td>
</tr>
<tr>
<td>Redundancy</td>
<td>Error rates</td>
<td>Error rates</td>
<td>Encoding</td>
</tr>
<tr>
<td>Controlled by</td>
<td>and $RTT$</td>
<td>and BL quality</td>
<td>parameters</td>
</tr>
<tr>
<td>Additional Buffer</td>
<td>$\geq RTT$ frames</td>
<td>$\geq RTT$ frames</td>
<td>1 frame</td>
</tr>
</tbody>
</table>

### TABLE II

**Average PSNRs of Decoded Frames: MDMC Testbed Experiments/Markov Simulations**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fig.16(a)</th>
<th>Fig.16(b)</th>
<th>Fig.16(b)</th>
<th>Fig.16(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Playout delay</td>
<td>2s</td>
<td>2s</td>
<td>2s</td>
<td>300ms</td>
</tr>
<tr>
<td>Pkt Loss rate 1</td>
<td>0.41%</td>
<td>6.14%</td>
<td>8.46%</td>
<td>8.13%</td>
</tr>
<tr>
<td>Pkt Loss rate 2</td>
<td>0.75%</td>
<td>11.96%</td>
<td>7.52%</td>
<td>7.97%</td>
</tr>
<tr>
<td>Burst length 1</td>
<td>1.75</td>
<td>3.79</td>
<td>3.67</td>
<td>6.08</td>
</tr>
<tr>
<td>Burst length 2</td>
<td>4.76</td>
<td>3.08</td>
<td>3.33</td>
<td>2.34</td>
</tr>
<tr>
<td>Ave. PSNR (testbed)</td>
<td>33.11 dB</td>
<td>27.53 dB</td>
<td>28.65 dB</td>
<td>28.16 dB</td>
</tr>
<tr>
<td>Ave. PSNR (sim)</td>
<td>33.08 dB</td>
<td>28.05 dB</td>
<td>28.65 dB</td>
<td>28.65 dB</td>
</tr>
</tbody>
</table>

### TABLE III

**Average PSNRs of Decoded Frames: LC with ARQ Testbed Experiments/Markov Simulations**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fig.16(a)</th>
<th>Fig.16(b)</th>
<th>Fig.16(b)</th>
<th>Fig.16(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Playout delay</td>
<td>2s</td>
<td>2s</td>
<td>2s</td>
<td>300ms</td>
</tr>
<tr>
<td>Ori. BL loss</td>
<td>0.06%</td>
<td>5.95%</td>
<td>7.98%</td>
<td>7.94%</td>
</tr>
<tr>
<td>BL loss</td>
<td>0.00%</td>
<td>2.49%</td>
<td>2.25%</td>
<td>5.37%</td>
</tr>
<tr>
<td>EL. loss</td>
<td>0.38%</td>
<td>12.22%</td>
<td>8.14%</td>
<td>8.16%</td>
</tr>
<tr>
<td>Ori. BL Burst len.</td>
<td>3.64</td>
<td>4.80</td>
<td>3.94</td>
<td>4.25</td>
</tr>
<tr>
<td>BL Burst len.</td>
<td>0</td>
<td>10.23</td>
<td>6.33</td>
<td>8.58</td>
</tr>
<tr>
<td>EL Burst len.</td>
<td>3.29</td>
<td>4.18</td>
<td>3.94</td>
<td>3.16</td>
</tr>
<tr>
<td>ARQ succ. ratio</td>
<td>100%</td>
<td>58.0%</td>
<td>71.8%</td>
<td>32.4%</td>
</tr>
<tr>
<td>Ave. PSNR (testbed)</td>
<td>32.34 dB</td>
<td>30.64 dB</td>
<td>30.14 dB</td>
<td>30.13 dB</td>
</tr>
<tr>
<td>Ave. PSNR (sim)</td>
<td>N/A</td>
<td>31.10 dB</td>
<td>31.68 dB</td>
<td>31.68 dB</td>
</tr>
</tbody>
</table>
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